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ABSTRACT

The stability of the Kalman filter, though less often mentioned than the optimality in the
recent literature, is a crucial property for real time applications. The purpose of this paper is to
complete the classical stability analysis of the Kalman filter for general time varying systems.
A proof of the stability of the one step ahead predictor, which is embedded in the Kalman
filter, is presented in this paper, whereas the classical results were focused on the stability of
the filter. The predictor stability is particularly important for linear parameter varying (LPV)
system identification by means of prediction error minimization.
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1. Introduction

The Kalman filter is widely applied in various fields, mainly due to its well known optimal pro-
perties and numerical efficiency (Jazwinski, 1970; Anderson and Moore, 1979; Zarchan and Mu-
sof, 2005; Kim, 2011; Grewal and Andrews, 2015). Another important property of the Kalman
filter, its stability, is less often mentioned in the recent literature. As a recursive algorithm, often
implemented for real time applications, it is important to ensure that the computed variables
remain bounded, and the recursion dynamics are stable. Hopefully, this paper will contribute to
popularize issues related to Kalman filter stability, in addition to completing classical results.

In the classical literature on Kalman filter, the stability property was first studied in
Kalman’s pioneering work (Kalman, 1963), for the continuous time filter. The discrete time
case was then addressed in (Deyst Jr and Price, 1968; Jazwinski, 1970; Deyst Jr, 1973). In
these results, the stability of the Kalman filter is essentially based on the uniform complete
observability (UCO?') and the uniform complete controllability (UCC) of the underlying state-
space system. In both the continuous time case and the discrete time case, these results involve
reversing the state equation. In the discrete time case, it implies the extra assumption that the
state transition matrix is invertible. This invertibility requirement was considered artificial, but
it was not easy to relax it due to technical difficulties in the stability analysis. About a decade
later, an important improvement was published in (Moore and Anderson, 1980), with a new
proof without inverting the state transition matrix.

Liangquan Zhang acknowledges the financial support partly by the National Nature Science Foundation of China
(Grant No. 11701040, 11871010, 61871058 & 61603049) and Innovation Foundation of BUPT for Youth (No. 500417024 &
505018304).
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for “uniformly completely observable”. The similar abbreviation UCC will be used in the same way.



Relaxing the invertibility of state transition matrices is particularly important for discrete
time linear parameter varying (LPV) systems (Té6th, 2010), though it is of limited interest for
linear time invariant (LTI) systems. In an LPV system, the state transition matrix depends
on a scheduling variable that evolves in real time, and it may not be possible to guarantee its
invertibility in advance. Moreover, even in the case of invertible state transition matrix, it may
be difficult to guarantee an upper bound of its inverse, which was also required in (Deyst Jr
and Price, 1968; Jazwinski, 1970; Deyst Jr, 1973). In these classical results, as well as in the
present paper, linear time varying (LTV) systems are considered, including LPV systems.

The purpose of the present paper is to complete the results of (Moore and Anderson, 1980)
with a direct proof of the stability of the Kalman predictor. The Kalman filter algorithm is
usually presented with a state prediction step and a filtering step (state update). In (Moore
and Anderson, 1980), the exponential stability of the filter is directly proved, whereas the
stability of the predictor is indirectly considered through the stability of the filter, based on a
time varying and possibly singular linear transformation. In this paper, a direct proof of the
predictor stability will be presented, based on a Lyapunov function ensuring the exponential
stability of the predictor error dynamics. The availability of a Lyapunov function is important
in some analyses, for example, when a state estimator is extended to an adaptive estimator
(Zhang and Besancon, 2008). The indirect proof presented in (Moore and Anderson, 1980) does
not provide a Lyapunov function of the predictor error dynamics when the linear transformation
relating the filter to the predictor is singular. The difficulty for transforming Lyapunov functions
after a singular state transformation is highlighted in (Moore and Anderson, 1980), Section 5,
after the proof of Theorem 3.1.

The stability of the Kalman predictor is important for LPV system identification based
on the prediction error method (PEM) (Ljung, 1999), by ensuring well behaved numerical
computation of prediction errors during their minimization. Like in (Moore and Anderson, 1980),
discrete time LTV systems will be considered in this paper, without assuming the invertibility
of the state transition matrix.

The rest of this paper is organized as follows. The problems studied in this paper are
formulated in Section 2. Some preliminary results are presented in Section 3. The stability
of the Kalman predictor is proved in Section 4. Concluding remarks are drawn in Section 5.
Some proofs and lemmas are presented in the appendix.

2. Problem statement

After introducing some notations and recalling the Kalman filter, the problems considered in
this paper will be formulated.

2.1. Notations

In this paper, For any vector v, ||v|| denotes its Euclidean norm. For any matrix M, ||M || denotes
the matrix norm induced by the Euclidean vector norm, which is equal to the largest singular
value of A. For a symmetric real matrix A, the inequality A > 0 means that A is positive
definite, and A > 0 means positive semidefinite. For two symmetric real positive (semi)definite
matrices A and B of the same size, A > B means A — B > 0, and A > B means A — B > 0.
For any positive integer [, the [ x [ identity matrix is denoted by I;.



2.2. The Kalman filter

Consider the LTV system

Tpt1 = Apxp + wi, (1a)
Yk Crxp + Vg, (1b)

where k is the discrete time index, zp € R™ is the state, yr € R™ the output, wp € R",
v € R™ are zero mean white noises independent of each other and of the initial state z,
Ay, Cj, are matrices of appropriate sizes, and the noise covariance matrices are E (wkwg) = Qp,
E (Ukl}g) = Rj. The initial state z¢ has its mean value E(z9) = zy € R", and its covariance
cov(zg) = Py € R™"™ (a symmetric positive definite matrix).

It is possible to add an input term Bpuy into the state equation. As such an input term has
no effect on the stability of the Kalman filter, it is omitted in this paper in order to focus on
the stability analysis.

The well known Kalman filter consists of the following recursive computations for k =

0,1,2,..., after the initialization Pojo = Py and To|g = To:

Ppos1k = APy AL + Qk (2a)

Skt = Ch1 PeyipCiipr + Ri (2b)

K1 = Pk+1|kcg+121;i1 (2¢)

Priipr1r = (In — Ki41Ck1) Prgi (2d)

Tpgap = ArZik (2e)

Ukt1 = Yer1 — Crp1 g1k (2f)

Tpi1)kr1 = Trgapk + Ker1Uk41- (2g)

2.3. Focus of this paper and relationship with existing results

The purpose of this paper is to study the stability of the Kalman filter, with a particular focus
on the error dynamics of the one step ahead prediction.

In the early discrete time Kalman filter stability analysis (Deyst Jr and Price, 1968; Jazwin-
ski, 1970; Deyst Jr, 1973), one of the essential assumptions was the ezistence and the boundedness
of the matrix inverse A;l, so that the state equation (la) can be reversed in time as

T = A,;ll‘k_H — Algl’wk. (3)

This invertibility requirement was later relaxed in (Moore and Anderson, 1980), as an im-
portant progress in the Kalman filter stability analysis. Technically, it is indeed much more
difficult to analyze the stability of the Kalman filter when Aj is not invertible. This fact will be
highlighted in this paper (see Remark 2).

The present paper aims at completing the results of (Moore and Anderson, 1980) in the
following aspect. The Kalman filter algorithm is usually decomposed into a prediction step and
a filter (update) step, as expressed in equations (2e) and (2g), respectively. Let zp,_; and zy
denote respectively the mathematical expectation of the one step ahead state prediction error
and the filtered (updated) state estimation error, i.e.,

k-1 = Eleg — Zyjp-1] (4)

2k = Elzg — ). (5)



The filter error dynamics stability (behavior of zy,) was directly analyzed in (Moore and An-
derson, 1980), whereas the predictor error dynamics stability (behavior of z,_;) was indirectly
considered, based on the fact that 2y, and 23, are related by Ay, which is a time varying and
possibly singular matrix (see Lemma 6.3 of the cited paper). In the present paper, a direct proof
of the predictor stability will be presented. This proof will be based on new technical lemmas,
which are different from those of (Moore and Anderson, 1980), because of essential differences
between the two error dynamics.

The stability of the predictor is important for LPV system identification based on the
prediction error method (PEM) (Ljung, 1999). Like in (Moore and Anderson, 1980), discrete
time LTV systems will be considered, without assuming the invertibility of the state transition
matrix.

3. Assumptions and preliminary results

In this section, the assumptions at the basis of the Kalman filter stability analysis will be
first stated, before recalling and completing important lemmas about covariance boundedness,
essentially following (Moore and Anderson, 1980).

3.1. Assumptions
For any pair of integers [ > k > 0, the state transition matriz @y, is defined as

Qi = In (6a)
(I)”k =A;_1-- Ag. (Gb)

In this paper @, is not defined for [ < k, because it would involve the inverse of Ay, which
may be singular. Recall that in (Deyst Jr and Price, 1968; Jazwinski, 1970; Deyst Jr, 1973) it
was defined as

Py, = Al—lAl;l1 A, forl < k. (7)

This case is not required in the present paper.

Assumption 1 (Boundedness). There exist positive constants @, ¢, g, r, 7, such that, for all
k=0,1,2,...,

Ak <@ (8a)
Gkl < (8b)

Qk: <qln (8C)

rlp < Ry < Tl (8d)

Assumption 2 (UCO). The matrix pair (A, Cy) is uniformly completely observable, in the
sense that there exist two positive constants as > a1 > 0 and an integer h > 0 such that, for
all integer k£ > 0,

k+h—1
arl, < Z q)ikaCZ@l‘k < asl,. (9)
i=k

1
Assumption 3 (UCC). The matrix pair (A, Q}) is uniformly completely controllable (UCC)
in the sense that there exist two positive constants By > 51 > 0 and a positive integer s such



that, for all k =s,54+1,...,

k
BIIn S Z (I)k+1|i+1Qiq)£+1‘i+1 S 62171 (10)
i=k—s+1

3.2. FError dynamics

Let Zy,—1 and Ty, denote respectively the state prediction error and the filter error (also
known as update error), defined as

Tplh—1 = T — Bgjp—1 (11)

T _ik|k- (12)

(1>

Tk
It is then derived from (1) and (2) that

Tpgap = ApTpp + Wi (13)

b1 = (In — Kpy1C,1)Trgr ) — Kpp1Vk1- (14)
Combining (13) and (14) yields the predictor error dynamics equation
Tk = Ak (In — Kk Cr) Tpjp—1 — ApKpvg + wy, (15)
or alternatively, the filter error dynamics equation
Trrker1 = In — K1 Cp1) ApZpr + (In — K1 Cp1) 0 — K101 (16)
The mathematical expectation of the prediction error
Rilk—1 = E[@k\k—l] (17)
then satisfies
Zrpk = Akl — Kk Cy) 2g k-1, (18)

which coincides with the homogeneous part of (15).
Analogously, the mathematical expectation of the filter error

Ziik = ElTg] (19)
satisfies
Zeyifhrr = (In — Kp1Cht1) Ak 2k, (20)

which coincides with the homogeneous part of (16).

3.3. Error covariances

As a recursive algorithm, it is important to ensure that the predictor error covariance Py
and the filter error covariance P, computed in (2a) and in (2d) are both bounded.



Lemma 1. Under Assumptions 1 and 2, the covariance matrices Py iy, and Py are upper
bounded, i.e., there exist positive constants p1, pa such that, for all k =0,1,2,...,

Prye < prln (21)

For a proof of these results see Lemma 6.1 in (Moore and Anderson, 1980). A trivial corollary
of this lemma is that the Kalman gain K}, is also bounded. For the stability analysis of the next
section, it is important to ensure that P, and Py, have each a strictly positive lower bound.

Lemma 2. Under Assumptions 1-3, Py, has a strictly positive lower bound, i.e., there exists a
positive constant ps such that, for all k > max(h, s), with the integers h and s as those involved
in Assumptions 2 and 3,

Py = ps3ln. (23)

This result was established as Lemma 6.2 in (Moore and Anderson, 1980). The lower bound
of Py 1x Was not investigated in (Moore and Anderson, 1980), where only the stability of the
filter error dynamics was directly considered. In the present paper, in order to analyze the
stability of the predictor error dynamics, it is necessary to complete the above result with the
following lemma.

Lemma 3. Under Assumptions 1-3, Py has a strictly positive lower bound, i.e., for all
k > max(h,s), with the integers h and s as those involved in Assumptions 2 and 3,

Pryjg = p3ln, (24)
where p3 is the same constant as in Lemma 2.

In the classical results (Deyst Jr and Price, 1968; Jazwinski, 1970; Deyst Jr, 1973) where it
was assumed that Ay is invertible and A,:l is bounded, a lower bound of P was trivially
derived from the lower bound of Py, through (2a). In this paper, A can be singular, it is thus
less obvious to establish a lower bound of Py .

Proof of Lemma 3. As a covariance matrix, Py is always symmetric and positive semidef-
inite. This fact can also be seen from (2a), where the two terms at the right hand side are both
symmetric and positive semidefinite.

Combine (2d) and (2c¢) to obtain

Pritjes1 = Prerip — K1 Cr1 Prgajp (25)
= Pis1ik — Prs1 kOl 1 2t 1 Ot P (26)

According to Assumption 1, Ry satisfies 0 < rl,, < Rp < 7l,,. Hence the innovation
covariance matrix 3,1 computed in (2b) is positive definite and Z,:il is bounded. Therefore,

P kChi1 1 Cht Prga > 0. (27)

It then follows from (26) that

Pit1je = Prerajert + Pov1Clir Sita Cr1 Pt (28)
> Priijks1 (29)
> pSIn (30)



where the last inequality follows from Lemma 2.

4. Predictor error dynamics stability

In this section, two important lemmas are first presented before the stability analysis.

4.1. Auziliary results

Lemma 4. Let A, P, QQ be square real matrices of the same size, A is possibly singular, P, Q
are symmetric, P >0, Q > 0 and (APAT + Q) > 0. Then

AT (APAT +Q) 'A< P (31)

A proof of this lemma is presented in Appendix B at the end of this paper.

Remark 1. In this lemma, 4 and @ may be singular, but (APAT 4+ Q) > 0 is assumed. In
the case of invertible A, the proof of Lemma 4 is quite trivial. However, the proof is non trivial
for a singular matrix A. This lemma will play an important role in the stability proof without
inverting the state transition matrix.

The matrix
Ap 2 A(I — KpCy) (32)

characterizes the behavior of the predictor error equation (15), or of its homogenous part (18).
The corresponding state transition matrix is

Dy SA Ay A (33)

for integers I > k > 0, and ék‘k £ J,,. This state transition matrix is not defined for [ < k.

The following lemma states that, essentially, if the matrix pair (A, Cy) is UCO, then so is
(A, Cy.). For noise-free systems (observability is indeed a property concerning the deterministic
part of the system only), Ayzr = Ag(I, — KxCr)xp = Apx) — Kpyg, then this lemma means that
the output feedback term Ky preserves the observability of the system. This result remains
true if the optimal gain K} is replaced by any bounded non optimal gain.

Lemma 5. Under Assumptions 1-2, notably Assumption 2 on the UCO of (Ag,Cy) expressed
by the two inequalities (9), there exist two positive constants ag > &y > 0 such that, for all
integer k > 0,

k+h—1
a1l < Z @ﬁkCZTC@Z‘k < aol (34)
i=k

where @), as defined in (33) is the state transition matriz corresponding to Ay, = Ap(I—KCy),
and h is the same integer as in (9).

This lemma is equivalent to the Lemma A.1 in the appendix of (Moore and Anderson, 1980),
where hints for its proof are also given. The proof for a slightly different lemma can be found in
(Zhang, 2017), with a UCO definition equivalent to that of (Jazwinski, 1970), but different from
(Moore and Anderson, 1980). Some related results for continuous time systems are available in
(Sastry and Bodson, 1989; Ioannou and Sun, 1996; Zhang and Zhang, 2015).



4.2. Stability analysis

The following stability result states that, under Assumptions 1-3 (essentially the boundedness
of system matrices, the UCO and UCC), the predictor error dynamics of the Kalman filter
are exponentially stable. As the stability of the predictor error dynamics concerns only the
homogenous part of the error equation (15), the corresponding homogeneous equation (18) will
be referred to as the predictor error dynamics equation in the following analysis.

Theorem 6. Under Assumptions 1-3, the prediction error dynamics equation (18), namely
21k = Ak(Ln — KiC) 2 -1, (35)

1s exponentially stable.

Proof. According to Lemmas 1 and 3, Pj;_; has a finite upper bound and a strictly positive
lower bound.

Define the Lyapunov function candidate

V (zgpe—1, Prji—1) = Zak_1pl,c_|;i_12k\k71, (36)

then
V (2kpafks Peraf) = 2P ookt (37)
= [Ap(In — chk)zkmfl] Pk+1|k[Ak( — K Cr) 2gjio—1) (38)
= 21k kb1, (39)

with
= 2 (I, — K,.Cp) T AL k+1|kAk(In — K Cp). (40)

According to Lemma 3, Py ), > 0. Then by recalling equation (2a) and by applying Lemma 4,
it yields

AR Pl A = Ay (ArPyp Ay + Q) Ak < Py (41)
Therefore,
Bk < (In — K3Cx)" Py (In — K Cy).- (42)
Rewrite (2d) as
Poa(In = KxCy) = Py (43)

and substitute it into (42), then

Zr < (I, — K Cp)TP, klk 1 (44)
— T —
_Pk\k 1 Ck:K Pk\k 1 (45)
Reformulate (2c) as
Kji Py y =5, 'Cr, (46)



then

Bk < Py — Ci =5 G (47)

By recalling (39),
V (zrg1jk Prgije) = Z;{\k_lEkzmkq (48)
< Zak,lpﬁé,lzkmfl - Zlak71cgzizlckzk|k—l (49)
= V(21> Prik—1) = Zi1CF Sk CkZrin—1, (50)

hence

V%Zk+1m7f%+uk)—-V%ka—17f%m—1)Si—zg@_i(ﬁfxglC%Zuk—1- (51)

According to (2b),
IZk]l = |Ck Peje—1CF + Rl (52)

By applying the triangular inequality and the sub-multiplicative inequality of the considered
matrix norm (recalled as Lemma 12 in Appendix A),

1261 < 1 Cklll Prjr—1 M Crll + [ Rl (53)
<@p1+T, (54)

then (see Lemma 13 in Appendix A),
Sk < (@p1 + 7). (55)
It then follows from (51) that
V(zkg1pk Prgije) = V (Zrjp—15 Prjp—1) < —(62p14-?)_lzak_1cﬁ§C%sz_l. (56)
Combine the instances of the last inequality at the time instants k, K+ 1,...,k + h — 1, then

kth—1
V(2ksh Periin-1) = V(@rgeot, Pup-1) < —@pr+7)70 > 2l 1 CTCozgmr. (57)
s=k

Notice that z,,_; satisfies (35), with the associated state transition matrix <f>l|k as defined in
(33) and (32). It then follows from the definition of ®;;, and equation (35) that

Rs|ls—1 = (I)s|kzk:\k71' (58)

Then inequality (57) is continued as

IN

V(2kths Progniian—1) — V (zrjk—15 Prjr—1)
s=k

< —@p1 +7) @1 Zkir (59)

k+h—1
_(62p1 +?)_1zak_1 ( Z (I)Z'kCSTCS(PSlk) Zk|k—1

where a; is as in (34), based on Lemma 5.



A lower bound of Py,_; has been established in Lemma 3, thus Py;_; > p3l,. Then

V (2kths Prtnfpsn—1) = V (i1, Pep—1) < —(@p1 +F)_ldlﬂszﬂk_lpﬁ;_lzk\kq (60)
= —paV (2gik—1, Prjp—1)- (61)
with
ps 2 (@p1+7)Laps > 0. (62)
Therefore,

V (2kths Preynprn—1) < (1= pa) V(zpp—1, Prjp—1)-
By definition V (zx4n, Peynjktn—1) = 0 and pg > 0, then
0<(1—pg) <Ll (63)

Then, for all £ > h,

k—1

V(zkjk—1, Prjr—1) < (1 — 04)L v V (210, P1jo)

where || denotes the largest integer not larger than x. Therefore,

k—h—1
] V(21|07P1\0)7

V (k=15 Prjr—1) < [(1 — p4)n

hence V (z|x—1, Prjk—1) tends exponentially to zero. So does zj,_1-

Remark 2. In this proof, the step from (40) to (42) was based on the important inequality

-1 _
AL (AePyr AL + Qi) Ay < Py, (64)
which would be relatively trivial if A was assumed invertible. This step is indeed a major

difficulty when Aj is possibly singular. Lemma 4 played an important role to overcome this
difficulty.

To our knowledge, Theorem 6 is the first direct result about the stability of the one step
ahead predictor embedded in the Kalman filter, for systems with possibly non invertible state
transition matrices. The classical results reported in (Deyst Jr and Price, 1968; Jazwinski, 1970;
Deyst Jr, 1973; Moore and Anderson, 1980) were focused on the stability of the Kalman filter.
This result on the predictor stability has an important impact on the development of methods
for LPV system identification. As the predictor stability has been established regardless of the
stability of the underlying dynamic system, an LPV model can be estimated by minimizing the
prediction error, no matter if the system being identified is stable or not.

5. Conclusion

Among the properties of the Kalman filter, the stability is of crucial importance for real time
applications. In practice, the optimality of the Kalman filter may be approximative due to
uncertainties in model parameters, but it is important to formally establish its stability. The
earliest stability analysis for discrete time Kalman filters assumed the invertibility of the state
transition matrix (Deyst Jr and Price, 1968; Jazwinski, 1970; Deyst Jr, 1973). This limitation

10



was later relaxed in (Moore and Anderson, 1980). In the present paper, these classical results
are completed by a direct proof of the one step ahead predictor stability, which is of particular
importance for the current development of LPV system identification based on prediction error
minimization.

Appendix A. Some lemmas and proofs

The purpose of this section is to prove Lemma 4. To this end, let us first recall some well known
results.

Lemma 7. Let A, B,C, D be matrices of appropriate sizes, and assume that the matriz inverses
involved in the following formula exist, then

[A B] - [ (A—BD'0)! ~A"'B(D - CA~'B)~! (A1)

C D -D~'Cc(A-BD~ 1)t (D—-CA™'B)~!

This well known result can be proved by simply computing the matrix product leading to
an identity matrix.

Lemma 8. Suppose that A, B are symmetric positive definite matrices. Then 0 < A < B =
A7 > B71 >0, and similarly, 0 < A< B= A"' > B~ > 0.

Proof. The proof of this seemingly trivial result is not really trivial.

1 1 1 1 1 1 1 1 _1 1 1
0<A<B=I<A3BiBA™: = (BEA‘E> (A‘EBE) <I= AiBlA3 <]
=B l<Al.

The proof for the semi-definite case is similar.

Lemma 9. Let 2 >0 and ¥ > 0 be symmetric real matrices, I is a real matriz of appropriate
size,

Q T
Under the above assumptions, P > 0 if and only if Q@ — T¥1TT > 0.

This lemma is well known, but its “semi-definite” variant stated below is less well known.

Lemma 10. © > 0 and ¥ > 0 are symmetric real matrices, I' is a real matrix of appropriate
size,

Q T

Under the above assumptions, P > 0 if and only if Q — TU~TT > 0.

11



Proof. The proof below is for Lemma 10, whereas Lemma 9 can be proved similarly.
For sufficiency first. For two real vectors x,y of appropriate dimensions, define

V(z,y) 2 [a7,y"|P",y"]"
= 2T Qx4 yT Uy + 22Ty
= (y+ v ' T2) T (y + 00 Tr) + 2T (Q - T 1)z

The first term in this expression is non negative, therefore, for any given x, V(z,y) reaches its
minimum with y = —V~'T'7%, and

min V(z,y) = 27 (Q —T0 17z,
y

It is assumed that Q — T'U~'T'7 > 0, then for any = and v,

V(z,y) > minV(z,y) =27 (Q - T 11Tz >0,
y

hence P > 0 is proved.

Now for necessity. P > 0 implies V(x,y) > 0 for all z,y.

For any given z, consider y = —W~'T'""2z. With this special choice of y, V(x,y) > 0 holds
too.

V(z,y) =27 Qx4+ yT Uy + 22Ty
=27 Qr + 2" T U Ty — 2 T T
=21 Q—-Tv 1Ty,
hence 27 (Q — T'U~T'T)2 > 0 for any given . Therefore Q — T ~IT7 > 0.

Lemma 11. For any real symmetric positive definite matriz

Q T
the inequatity
Q1o -1
{ 0 o} =F (A3)

holds.

Remark: the assumption P > 0 implies 2 > 0.

Proof. Apply Lemma 7 to P, then

Pt - [Q_l 0} - [ (@-Ty=ir) -t -1 - IN(¥ ~TT-Ir) (A4)

0 0 U7 (Q — T irT) ! (U -7~ )~!
Remark: this result is indeed a symmetric matrix, though it is not obvious.

According to Lemma 9, P > 0 implies (2 — TW~!T7T) > 0. Similarly, (¥ — T7Q7IT") > 0,
then (¥ — T7TQ-!T)~1 >0

12



According to Lemma 8, the inequalities
0<(Q-Tv 1) < (A5)
imply
Q-rvrH=t>0° 1>, (A6)

hence the first diagonal block at the RHS of (A4) satisfies (2 — TU~1TT)~1 — Q-1 > 0.
Now in order to apply Lemma 10 to the matrix at the RHS of (A4), compute

(@-ro 'ty -] - [ 'T(v -T7Q ') ] (A7)
< [(T -1 1)1 [~o 1T (Q - To'TT) ]

=[@-ruv 't —o ) - [o7 '] [eTT(Q - Te ) (A8)

= Qlra-orvirhyQ-rev-irhH-t (A9)

= '+o(Q-rv'rhQ-ryv-irh)-! (A10)

=o'+t (A11)

=0. (A12)

Then Lemma 10 ensures that the RHS of (A4) is positive semi-definite, so is the matrix at the
LHS of (A4), hence

Q1o -1
e

Lemma 12. For any two matrices A € R™*™, B € R*™ the inequality |BA| < ||B|||| Al
holds, where || - || denotes the matriz norm induced by the Euclidean vector norm (as in the
whole paper).

Proof. Let ||z|| denote the Euclidean norm of any vector € R™. For any matrix A € R™*"
its induced norm

1Al = max || Az (A13)

For any non zero vector z € R", z/||z|| has a unitary norm, therefore
) 9 )

IA] = max |[A—— ’ ~ max 1421 142 (A14)
0 || [lzl]] =0 2]l 2]l
then
[ Az]| < [|A[llI=], (A15)

which holds also trivially for z = 0. This inequality implies that, for any two matrices A € R™*™
B € R™™ and any vector = € R",

|1BAz|| < |[B|[|Az[| < [ BII[|Allllz[|- (A16)
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Again by definition of the matrix norm as in (A13),

IBA] = max |1BAc]. (A17)
z||=
Let x, be the vector maximizing || BAx| under the constraint ||z| = 1, then
|BA| = [BAz,| and [|z.] = 1. (A18)

Of course, B, A and x, satisfy also (A16), then
IBA|| = |[BAz.|| < || BI[[|All[lz«I[ = [ BI Al (A19)

hence Lemma 12 is established.

Lemma 13. For any symmetric positive (semi)definite matriz A € R™*™ the inequality A <
|A|| I, holds, where || - || denotes the matriz norm induced by the Euclidean vector norm, A < B
means that B — A is a positive semidefinite matriz, and I, denotes the n X n identity matrix
(as in the whole paper).

Proof. The considered matrix norm ||A|| is equal to the largest singular value of A, which is
also equal to the largest eigenvalue for the symmetric positive (semi)definite matrix A. Consider
the spectral decomposition

A=UDUT, (A20)

where D is a diagonal matrix containing the eigenvalues of A (which are all positive or zero,
since A is symmetric positive (semi)definite), U is a unitary matriz. Then, for any vector z € R,

2T Az = (UT2)TD(UT ) < Apax||UT 2|2 (A21)
where Apax is the largest eigenvalue of A. As U is a unitary matrix, [|[UTz||? = 272, hence
2T Az < Apaxz . (A22)
As mentioned above, the largest eigenvalue Amax = || 4|, then, for any vector z € R",
ol Az < ||Al|2T Tz, (A23)

which means that A < | A||I,.

Appendix B. Proof of Lemma 4

The proof of this result is trivial in the case of non singular A, hence only the case of singular
A is considered below.

For a singular A, there exists a square real invertible matrix 7" of the same size such that

(B1)

N L Ao
Ap &2 TAT _{O ol

where A is a r X r invertible matrix, with r equal to the rank of A.
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Denote
M2 AT (APAT + Q)7 4, (B2)

then, replace A with A =T~ 1A7T,

M =TT ALTT (T ApTPTT ART T + Q) T~ ArT (B3)
— TT AL (AyTPTT AL + TQTT) ™" ApT (B4)
Let
Pr2TPTT (B5)
Qr2TQTT, (B6)
then
M =TT AL (ApPrA% + Qr) ' ArT. (B7)

Partition Pr and Q7 as

P(l,l) P(l,?) Q(l ,1) (1 2)
PT = T T. ) QT y (BS)
P/Z(_‘Qvl) Pj(_?vQ) Q(2 ,1) Q(2 ,2)

so that P(1 D and QT have the same size as the r X r matrix A.
Due to the block form of Ay as in (B1),

APLDAT | AP (1,1) AT Q(l 1) A(1,2)
ArPrAL +Qr = [ r +Qr = Lo |- (B9)
0 0 QT Q§?72)
It is assumed that (APAT + Q) > 0, therefore,
ArPrAL + Qr = T(APAT + Q)TT > 0. (B10)

This result implies the invertibility of the block Q (2.2) 4

Again due to the block form of Az as in (B1),

in (B9), which will be used later, in (B12).

(B11)

T
T-TMT' = AT (ApPrA% + Qr) " Ap = [A IIA 0} ,

0 0

where II is the first r x r diagonal block of (ATPTA% + QT)_I. By applying Lemma 7 to the
right hand side of (B9),

1 -1
APPUAT 4+ QY — ) () Qg?’”] . (B12)
By assumption @) > 0, then Q7 > 0. Apply Lemma 10 to Qr, then

-1
e il G I
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hence
~1
APFUAT 1+ QY = 02 (QF) Y = AP[VAT > 0.
Lemma 8 then leads to
-1 -1 -1
M= [APIAT 4 QY - ) () QM < [apOAT]

Recalling (B11) then yields

T-TMmMT— ' <

(P) 0]

0 0

Now apply Lemma 11 to Pr, then

T-T'MT! < P,

M<T'P;'T =P

Inequality (31) is then established.
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