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Integral Control Design using the Implicit Lyapunov Function Approach

Angel Mercado-Uribe, Jaime A. Moreno, Andrey Polyakov and Denis Efimov

Abstract—In this paper, we design homogeneous integral controllers of arbitrary non positive homogeneity degree for a system in the normal form with matched uncertainty/perturbation. The controllers are able to reach finite-time convergence, rejecting matched constant (Lipschitz, in the discontinuous case) perturbations. For the design, we use the Implicit Lyapunov Function method combined with an explicit Lyapunov function for the addition of the integral term.

I. INTRODUCTION

Consider a system that can be brought to the (Byrnes-Isidori) normal form [1] which corresponds to

\[
\begin{align*}
\dot{\eta} &= f_0(\eta, x, \rho(t)), \\
\dot{x}_i &= x_{i+1}, \quad i = 1, \ldots, n-1, \\
\dot{x}_n &= f(\eta, x) + u + \rho, \\
y &= x_1,
\end{align*}
\]

where \( \eta \in \mathbb{R}^m \) and \( x \in \mathbb{R}^n \) are the states, \( u \in \mathbb{R} \) is the control variable, \( f(\eta, x) \) is assumed to be a known nominal non-linearity. Subsystem (1) represents the zero dynamics of the system, and \( \rho \) corresponds to (matched) uncertainties/perturbations. If the zero dynamics is Input-to-State Stable (ISS) with respect to \( x \) and \( \rho \), then the robust tracking problem for the output \( y \) can be reduced to the robust stabilization of the subsystem (2), rejecting the term \( \rho \).

Note that if \( \rho(t) \) is non-vanishing when \( x \) is at the origin, system (2) cannot be stabilized by using a continuous static controller, and only "practical" stability can be attained. However, a memoryless discontinuous (at \( x = 0 \)) controller is able to compensate exactly the non-vanishing perturbation. (High Order) Sliding Mode Control [2], [3], [4] is a well known technique achieving this robust stabilization problem by means of discontinuous controllers. Homogeneous continuous or discontinuous controllers can be designed by different methods. In [5] the design is based on explicit Lyapunov functions, while in [6] the controllers are designed by means of an Implicitly defined Lyapunov Function. One attractive feature of this latter method is that the gain design is based on the selection of stabilizing gains for a linear system, and can be reduced to an LMI problem.

However, an undesirable effect of discontinuous controllers is the "Chattering" [3]. An alternative approach to compensate a non-vanishing perturbation \( \rho \) is the use of dynamic controllers, being the integral control [7] the most classical one. However, in comparison to Sliding Mode Controllers, which can reject bounded perturbations, the classical integral controller is only able to compensate constant ones, which is by far a smaller class.

For systems with relative degree one a classical discontinuous integral controller is the well-known Super-Twisting Algorithm (see e.g. [8]). In [9] an explicit Lyapunov function has been proposed for the stability analysis and the gain design of the super twisting. Recently, nonlinear continuous and homogeneous integral controllers have been proposed for mechanical systems with relative degree two [10], but without a formal stability proof. A discontinuous and homogeneous integral controller has been proposed for systems with different relative degrees in [11], [12], [13], [14], [15], using some explicit Lyapunov functions for the design of the gains and the convergence and robustness proof. The basic idea of the construction of the (non-smooth) Lyapunov function for relative degree one used in [9] has been extended for arbitrary relative degree in [16] to obtain continuous and discontinuous integral controllers. All these methods present the drawback, that the gain selection becomes a highly nonlinear problem, making its application more difficult.

Since the design of (memoryless) homogeneous continuous or discontinuous feedback controllers using the Implicit Lyapunov Function (ILF) method [6] greatly simplifies the gain design and it can be systematized in contrast to other methods, we propose here to use it for the design of (continuous and discontinuous) integral controllers for system (2). Since a direct application of the ILF idea does not lead to a usable integral controller, we combine the ILF method for the design of a (rational) state feedback controller and an explicit Lyapunov function for the calculation of the integral part which resembles the idea used for the the Super-Twisting in [9], and which is generalized for arbitrary order in [16]. This leads to a very useful method for designing homogenous integral controllers of arbitrary non-positive degree, for which the gains design is greatly simplified. The continuous integral controllers are able to compensate constant perturbations (as in the classical integral action), while discontinuous controllers can reject Lipschitz perturbations. It is also worth noticing here, that since the control signal in the discontinuous integral action is obtained through the (time) integration of the signal produced by the discontinuous term, it is continuous and the effect of chattering can be in principle reduced.
A. Notation

For a real variable \( z \in \mathbb{R} \) and a real number \( p \in \mathbb{R} \) the symbol \( [z]^p = |z|^p \text{sign}(z) \) is the signed power \( p \) of \( z \). According to this \( [z]^0 = \text{sign}(z) \). Note that \( [z]^0 = \text{sign}(z) \) is a multivalued function, i.e. \( [z]^0 = 1 \) if \( z > 0 \), \( [z]^0 = [z]^{m-1} \) if \( z = 0 \), \( [z]^0 = -1 \) if \( z < 0 \). Define \( \frac{d}{d\varepsilon} [z]^p = m [z]^{m-1} \) and \( \frac{d}{d\varepsilon} [z]^m = m [z]^{m-1} \). Note that \( [z]^2 = |z|^2 \text{sign}(z) \neq z^2 \), and if \( p \) is an odd number then \( [z]^p = z^p \) and \( |z|^p = z^p \) for any even integer \( p \). Moreover \( [z]^p [z]^q = |z|^{p+q} \), \( [z]^p [z]^0 = |z|^p \) and \( [z]^0 [z]^p = |z|^p \).

II. Preliminaries

For a given vector \( x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n \), the dilation operator is defined as \( \Lambda_\varepsilon(x) := (\varepsilon^{r_1} x_1, \ldots, \varepsilon^{r_n} x_n), \forall \varepsilon > 0 \), where \( r_i > 0 \) are the weights of the coordinates and \( r = (r_1, \ldots, r_n) \) is the vector of weights. A function \( V : \mathbb{R}^n \to \mathbb{R} \) (respectively, a vector field \( f : \mathbb{R}^n \to \mathbb{R}^n \), or a vector-set field \( F(x) \subset \mathbb{R}^n \)) is called \( r \)-homogeneous of degree \( m \in \mathbb{R} \) if the identity \( V(\Lambda_\varepsilon(x)) = \varepsilon^m V(x) \) holds (resp., \( f(\Lambda_\varepsilon(x)) = \varepsilon^m \Lambda_\varepsilon(x)f(x) \), or \( F(\Lambda_\varepsilon(x)) = \varepsilon^m \Lambda_\varepsilon(x)F(x) \)) [18], [17], [18]. A system is called homogeneous if its vector field (or vector-set field) is \( r \)-homogeneous of some degree. The homogeneous norm is defined by \( ||x||_{r,p} := \left( \sum_{i=1}^{n} |x_i|^{\frac{r}{p}} \right)^p \), \( \forall x \in \mathbb{R}^n \), for any \( p \geq \max(r)_i \), and it is \( r \)-homogeneous of degree 1. The set \( S = \{x \in \mathbb{R}^n : ||x||_{r,p} = 1\} \) is the corresponding unit sphere.

For a vector-set field \( F(x) \) we denote by \( L_F V(x) = \{ y \in \mathbb{R} : y = \Phi V(\varepsilon V(x)) \cdot V \in F(x) \} \) the set of values taken by Lie’s derivatives of \( V \) along all vector fields contained in \( F(x) \). If \( V \) and \( F \) are \( r \)-homogeneous, then so is \( L_F V(x) \). Stability of homogeneous systems can be studied by means of homogeneous Lyapunov functions (HLFs) [19], [18], [20], [21], [22]. Any continuous homogeneous system \( \dot{x} = f(x) \), with asymptotically stable (AS) equilibrium point, admits a \( C^p \) HLF of degree \( m \) if \( m > p \cdot \max(r)_i \) for any \( p \in \mathbb{N} \) [18]. A differential inclusion (DI) - \( \dot{x} \in F(x) \) - is a (homogeneous) Filippov DI if \( F(x) \) is a (homogeneous) vector-set field (multivalued map) satisfying standard assumptions, i.e. it is non-empty, closed, convex, locally bounded and upper-semicontinuous [23], [8]. When \( 0 \notin F(x) \) the origin is an equilibrium point. It is strongly Globally Asymptotically Stable (GAS), i.e. all trajectories converge to the origin, iff there exists a \( C^0 \) (homogeneous) strong LF [20], [22], [17]. Moreover, if \( F(x) \) is \( r \)-homogeneous of degree \( l < 0 \), then \( x = 0 \) is strongly globally finite-time stable (GFTS) and the settling time is continuous at zero and locally bounded [8], [22], [17].

Finally, we add an important result about Implicitly defined Lyapunov Functions [6].

**Theorem 1:** Let the system

\[ \dot{x} = f(t,x(t)), \quad t \in \mathbb{R}_+, \quad x(0) = x_0. \]  

(3)

If there exists a continuous function \( Q : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R} \)

\( (V,x) \to Q(V,x) \)

satisfying the conditions:

C1) \( Q \) is continuously differentiable outside the origin;
C2) for any \( x \in \mathbb{R}^n \setminus \{0\} \) there exists \( V \in \mathbb{R}_+ \) such that

\[ Q(V,x) = 0; \]
C3) let \( \Omega = \{ (V,x) \in \mathbb{R}_+ \times \mathbb{R}^n : Q(V,x) = 0 \} \)

\[ \lim_{V \to 0^+} \lim_{||x|| \to 0} ||x|| = 0, \lim_{||x|| \to \infty} V(x) \in \Omega; \]
C4) \( \frac{\partial Q(x,V)}{\partial V} \leq 0 \forall V \in \mathbb{R}_+ \) and \( x \in \mathbb{R}^n \setminus \{0\} \);
C5) \( \sup_{x \in \Omega, y = f(x)} \frac{\partial Q(V,x)}{\partial x} \leq 0 \forall (V,x) \in \Omega; \)

then the origin of system (3) is globally uniformly asymptotically stable.

**Remark 1:** It is important to stress that the existence of the function \( Q \) in Theorem 1 implies that a Lyapunov function \( V(x) \) exists. This can be seen by the required conditions. Condition C2 indicates that \( V \) has to be positive definite for any \( x \in \mathbb{R}^n \setminus \{0\} \). Condition C3 says that \( V(0) = 0 \) and \( V \) is radially unbounded, i.e. the stability is global. Finally, conditions C4 and C5 imply that \( V(x) \) is negative definite.

III. Problem Statement

In this paper, we consider a system as

\[ \dot{x} = Ax + b(u + \rho) \]

(4)

where \( x \in \mathbb{R}^n \) is the state vector, \( u \in \mathbb{R} \) is the control input and \( \rho : \mathbb{R}_+ \to \mathbb{R} \) is a perturbation. The matrix \( A \in \mathbb{R}^{n \times n} \) is defined as \( A = [\delta_{ik}] \), where \( \delta_{ik} = 1 \) if \( k = i + 1 \) and \( \delta_{ik} = 0 \) otherwise. Vector \( b \in \mathbb{R}^{1 \times n} \) corresponds to \( b^T = [0, \cdots, 0, 1] \).

The control objective is to robustly stabilize the origin of system (4), asymptotically or in finite time, in spite of the perturbation \( \rho \). In the absence of perturbation, i.e. \( \rho(t) \equiv 0 \), a memoryless continuous state feedback \( u = \phi(x) \) can stabilize the origin of system (4). However, this is not feasible for a non vanishing perturbation, i.e. a static continuous feedback control cannot stabilize \( x = 0 \). Therefore, the following dynamic control structure is proposed:

\[ u = u_1(x) + z, \quad \dot{z} = u_2(x), \]

(5)

This controller consists of the state feedback \( u_1(x) \), aimed at stabilizing the nominal system (i.e. without perturbation), and an integral term \( z \), driven by the function \( u_2(x) \), which must estimate and compensate the perturbation term.

We want to impose the condition that the closed loop system (without perturbation) is homogeneous, with non positive homogeneity degree. The weights of the variables \( (x,z) \) are therefore \( r_i = 1 + (i - 1) \nu \), \( i = 1, \ldots, n + 1 \) and the vector of weights results in \( r = [1, 1 + \nu, \cdots, 1 + (n - 1) \nu, 1 + n \nu] \), and the dilation matrix is \( \Lambda_r(\lambda) = \text{diag}(\lambda^n) \). We also define \( r_{n+2} = 1 + (n + 1) \nu \) for convenience. \( \nu \) is the homogeneity degree, taking values in the interval \(- (n + 1)^{-1} \leq \nu \leq 0 \) such that \( r_{n+2} \geq 0 \). Likewise, the controller functions \( u_1(x) \) and \( u_2(x) \) must be homogeneous functions of homogeneity degrees \( r_{n+1} \) and \( r_{n+2} \), respectively.

Note that for \( \nu = 0 \), we recover a linear state feedback with integral control. However, on the other extreme, when \( \nu = -(n+1)^{-1} \), function \( u_2(x) \) has homogeneity degree zero,
and therefore it is discontinuous, at least at the origin $x = 0$. In this case the right hand side of the closed loop system is discontinuous, and the trajectories have to be understood in the sense of Filippov [23]. Note, that although $u_2$ is discontinuous, the control signal $u(t)$ is continuous, since it is the addition of a continuous state feedback $u_1(x)$ and the time integral of the discontinuous signal $u_2(x(t))$.

We want to find a method to design the controller functions $u_1(x)$ and $u_2(x)$ and characterize the class of perturbations for which the controlled system (4)-(5) renders $x = 0$ asymptotically stable despite of any perturbation in the class.

IV. MAIN RESULT: INTEGRAL LYAPUNOV FUNCTION DESIGN USING IMPLICIT LYAPUNOV FUNCTIONS

In this section, we present the main result: a homogeneous integral controller (5) that robustly stabilizes the origin of system (4) despite arbitrary matched constant perturbations, when the homogeneity degree $\nu$ satisfies $-\frac{1}{\nu+1} < \nu < 0$, or Lipschitz continuous perturbations, when $\nu = -\frac{1}{\nu+1}$, i.e. when the integral controller $u_2(x)$ is discontinuous.

Theorem 2: Consider the system (4), with a matched Lipschitz continuous perturbation $\rho$, and fix a homogeneity degree $\nu \in [-\frac{1}{\nu+1}, 0]$, so that the weights $r_i = 1 + (i-1)\nu$, $i = 1, \ldots, n+1$ are determined. Find a constant and symmetric matrix $P = P^T \in \mathbb{R}^{n \times n}$ and a vector $K \in \mathbb{R}^n$ such that for some $\varepsilon > 0$ the following conditions are satisfied:

$$H_1 P + PH_1 < 0, \quad H_\varepsilon = -\text{diag} \{ r_1 \}$$

$$P (A - bK) + (A - bK)^T P = \varepsilon (H_1 P + PH_1), \quad \varepsilon > 0. \quad (6)$$

Under these conditions the homogeneous integral controller

$$u = -V^{1+n} \Lambda_\nu (V^{-1}) x + z$$

$$\dot{z} = \nu V^{(1+n)} V (Q_V)^{-1} b^T P \Lambda_\nu (V^{-1}) x, \quad \gamma > 0\quad (7)$$

where $V \in \mathbb{R}^+$ is determined implicitly by the equation

$$Q(V, x) = x^T \Lambda_\nu (V^{-1}) P \Lambda_\nu (V^{-1}) x - 1 = 0, \quad (8)$$

and

$$Q_V = V^{-1} x^T \Lambda_\nu (V^{-1}) (H_1 P + PH_1) \Lambda_\nu (V^{-1}) x,$$

asymptotically stabilizes the origin of system (4).

1) exponentially despite any constant perturbation, i.e. $\rho = 0$, for any $\gamma > 0$ if $\nu = 0$;
2) in finite time despite any constant perturbation for any $\gamma > 0$ if $-\frac{1}{\nu+1} < \nu < 0$; or
3) in finite time and despite any Lipschitz perturbation with a Lipschitz constant $D \geq 0$, i.e. $|\rho| \leq D$, for any $\gamma > 0$ if $\nu = -\frac{1}{\nu+1}$. The value of $D$ depends on $\gamma$ and the other gains.

Moreover, the closed loop system is ISS with respect to $\rho$ if $-\frac{1}{\nu+1} < \nu \leq 0$.

Conditions (6) have always a solution $P$ and $K$ (see [6]), and they represent no restriction. The implicit equation (8) provides the value of $V$ for each $x = (x_1, \ldots, x_n)$, and in general has to be solved numerically on-line, since the value of $V$ is required for the implementation of the controller (7).

A numerical procedure is proposed in [6]. The controller gains $K$ are obtained from (6), which is relatively simple to solve numerically. The integral gain $\gamma > 0$ can be in principle selected arbitrarily large, and the stability property is conserved. Only in the discontinuous case $\gamma > 0$ affects the size $D$ of the class of Lipschitz perturbations that can be fully compensated. In general, the gain selection here is easier than for the integral controllers designed using explicit Lyapunov functions, as e.g. the ones presented in [24].

We note some differences between the controller (7) and those presented e.g. in [15], [14]: (i) In (7) the integral action $u_2$ depends on the full state $x$, while $u_2$ in [15], [14] can be a function of $x_1$ alone, or $x_1$ and a homogeneous function of any other states. (ii) For $\nu = -\frac{1}{\nu+1}$ the integral controller in (7) is discontinuous only at $x = 0$, so that it is of the quasi-continuous form. However, $u_2$ in [15], [14] can be discontinuous on homogeneous varieties larger than the origin. (iii) For controller (7) the stability is assured for any arbitrary value of $\gamma > 0$, while for the controllers in [15], [14] this is not always the case. (iv) The Lyapunov function (see next Section) for (7) is not smooth, but for the controllers in [15], [14] the Lyapunov functions are smooth. Moreover, the proof is completely different.

V. PROOF OF THEOREM 2: A LYAPUNOV FUNCTION APPROACH

In this section, we will prove that Theorem 2 holds. In order to do it, we design first the (continuous) state feedback controller $u_1(x)$, using a Lyapunov Function obtained by the Implicit Lyapunov Function (ILF) approach proposed in [6]. Combining this ILF with another explicit term (borrowed from the construction of the Lyapunov Function for the Super-Twisting in [9] and extended for an arbitrary order in [16]) we obtain a (Strong) non smooth Control Lyapunov function for the closed loop system, from which we design the integral part of the controller $u_2(x)$ in (5).

Before presenting the procedures to design the controllers, we show that they are homogeneous. The homogeneity degree of $u_1(x)$ is $r_{n+1} = 1 + n \nu$ since

$$u_1 (\Lambda_\nu (\lambda) x) = -V^{1+n \nu} (\Lambda_\nu (\lambda) x) \Lambda_\nu (V^{-1} (\Lambda_\nu (\lambda) x)) \Lambda_\nu (\lambda) x$$

$$= \lambda^{1+n \nu} V^{1+n \nu} (\Lambda_\nu (V^{-1} (x)) x$$

$$= \lambda^{1+n \nu} u_1 (x).$$

Analogously, it is possible to prove that the homogeneity degree of $u_2(x)$ is $r_{n+2} = 1 + (n+1) \nu$.

A. Design of the static feedback control $u_1(x)$ using an ILF

First of all, we consider the reduced system

$$\dot{x} = Ax + bu_1.$$ 

Based on [6], we propose the following quadratic function

$$Q(V, x) = x^T \Lambda_\nu (V^{-1}) P \Lambda_\nu (V^{-1}) x - 1, P = P^T > 0.$$ 

The equation $Q(V, x) = 0$ defines implicitly the homogeneous LF $V$ of homogeneity degree 1.
Obtaining the derivative of $Q$

$$\dot{Q}(V, x) = \frac{\partial Q(V, x)}{\partial V} \dot{V} + \frac{\partial Q(V, x)}{\partial x} (Ax + bu_1) = 0$$

and so

$$\dot{V} = -(Q_V(V, x))^{-1} \frac{\partial Q(V, x)}{\partial V} (Ax + bu_1),$$

where

$$Q_V(V, x) = \frac{\partial Q(V, x)}{\partial V} = V^{-1}(x^T \Lambda_r (V^{-1})(H_r P + PH_r) \Lambda_r (V^{-1})x, \text{ where}$$

$$H_r = -\text{diag}\{r_i\}.$$ 

Note that in order to satisfy condition C4 in Theorem 1, the following condition has to hold

$$H_r P + PH_r < 0. \quad (9)$$

Likewise, we have that

$$\frac{\partial Q(V, x)}{\partial x} = 2x^T \Lambda_r (V^{-1}) P \Lambda_r (V^{-1}).$$

Therefore, $\dot{V}$ can be written as follows

$$\dot{V} = -(Q_V(V, x))^{-1} 2x^T \Lambda_r (V^{-1}) P \Lambda_r (V^{-1}) (Ax + bu_1).$$

Using the following properties of $A$ and $b$

$$\lambda^V \Lambda_r(\lambda) A = A \Lambda_r(\lambda), \quad \Lambda_r(\lambda) b = \lambda^{1+(n-1)\nu} b,$$

we can write

$$\dot{V} = -(Q_V(V, x))^{-1} 2x^T \Lambda_r (V^{-1}) \left( V^T \Lambda_r (V^{-1}) x + V^{-1-(n-1)\nu} bu_1 \right)$$

$$= -V^V (Q_V(V, x))^{-1} x^T \Lambda_r (V^{-1}) \left( P(A - bK) + (A - bK)^T P \right) \Lambda_r (V^{-1}) x - 2V^{-1-(n-1)\nu} (Q_V(V, x))^{-1} x^T \Lambda_r (V^{-1}) Pbu_1.$$

Now, selecting

$$u_1(x) = -V^{1+\nu} K \Lambda_r (V^{-1}) x, \quad (10)$$

which is homogeneous with homogeneity degree $1+\nu$, we obtain

$$\dot{V} = -V^V (Q_V(V, x))^{-1} \times$$

$$x^T \Lambda_r (V^{-1}) \left( P(A - bK) + (A - bK)^T P \right) \Lambda_r (V^{-1}) x.$$

So, if we design $K$ such that

$$P(A - bK) + (A - bK)^T P = \varepsilon (H_r P + PH_r), \varepsilon > 0, \quad (11)$$

then

$$\dot{V} = -\varepsilon V^V (Q_V(V, x))^{-1} x^T \Lambda_r (V^{-1}) (H_r P + PH_r) \Lambda_r (V^{-1}) x$$

$$= -\varepsilon V^{1+\nu},$$

and thus $\dot{V} < 0$.

---

1In the next expression we have changed the inequality by an equality to simplify some expressions.

**B. Design of the dynamic control feedback $u_2(x)$ using an explicit (control) Lyapunov Function**

Now, we add the integral term

$$\dot{z} = Ax + b(u_1 + z), \quad \dot{z} = u_2 + d$$

where $d = \rho(t) \leq D$. Note that the perturbation $\rho$ appearing in the input $u_1$ channel has been included in $z$, and moved down to the $u_2$ channel.

1) A weak Lyapunov Function: Consider the homogeneous of degree $2\nu_{n+1} = 2(1+\nu)$ LF candidate

$$W(x, z) = \frac{1}{2(1+\nu)} V^{2(1+\nu)}(x) + \frac{1}{\gamma} z^2. \quad (12)$$

Its derivative is given by

$$\dot{W} = V^{1+2\nu} \left\{ -\varepsilon V^{1+\nu} - 2V^{-1-(n-1)\nu} (Q_V(V, x))^{-1} \times$$

$$x^T \Lambda_r (V^{-1}) Pbz \right\} + \frac{2}{\gamma} z(u_2 + d)$$

$$= -\varepsilon V^{2(1+\nu)+\nu} - 2V^{1+(\nu+1)\nu} (Q_V(V, x))^{-1} \times$$

$$x^T \Lambda_r (V^{-1}) Pbz + \frac{2}{\gamma} z u_2 + \frac{2}{\gamma} z d.$$

Now, we select $u_2(x)$ such that

$$-2V^{(n+1)\nu} (Q_V(V, x))^{-1} x^T \Lambda_r (V^{-1}) Pbz + \frac{2}{\gamma} z u_2 = 0.$$ 

This implies that

$$u_2(x) = \gamma V^{(n+1)\nu} (Q_V(V, x))^{-1} b^T P \Lambda_r (V^{-1}) x, \quad (13)$$

where $\gamma > 0$ can be selected freely. In that case we have

$$\dot{W} = -\varepsilon V^{2(1+\nu)+\nu} + \frac{2}{\gamma} z d.$$

When $d \equiv 0$ the function $W \leq 0$ is negative semidefinite, and $W$ is a weak Lyapunov function. LaSalle’s invariance theorem imply asymptotic stability. Homogeneity degree zero implies exponential, while negative degree means finite time stability of the origin.

2) A strong Lyapunov function: Using the weak LF (12), we can add a cross term to obtain a Strong LF. We propose the following homogeneous LF candidate:

$$\gamma(x, z) = \theta W^{\alpha}(x, z) - x_n z, \alpha = \frac{2 + (2n-1)\nu}{2(1+\nu)}, \theta > 0.$$ 

Due to homogeneity we can conclude that $\gamma$ is positive definite for $\theta > 0$ sufficiently large. Its derivative is

$$\dot{\gamma}(x, z, d) = \alpha \theta W^{\alpha-1} \left\{ -\varepsilon V^{2(1+\nu)+\nu} + \frac{2}{\gamma} z d \right\} -$$

$$- \gamma(x, z) + \left( \frac{2}{\gamma} \alpha \theta W^{\alpha-1} x_n z - x_n \right) d. \quad (14)$$

where

$$\gamma(x, z) = \theta \alpha \varepsilon W^{\alpha-1} V^{2(1+\nu)+\nu} + x_n u_2(x) + u_1(x) z + z^2.$$ 

Note that $\gamma(x, z)$ is homogeneous of degree $\delta_{\gamma} = 2 + (2n-1)\nu$, $\gamma(x, z)$ is homogeneous of degree $\delta_{\gamma} = \delta_{\gamma} + \nu,$
while function $(\frac{1}{2} \alpha \theta W^{\alpha - 1} z - x_n)$ is homogeneous of degree $\delta_d = 1 + (n - 1) \nu$. The latter two are equal in case $\delta_V + \nu = \delta_d$, that is when $\nu = -\frac{1}{n+1}$, i.e. when $u_2(x)$ is a discontinuous function of homogeneity degree 0.

**Lemma 3:** $\bar{W} (x, z) > 0$ for $\theta > 0$ large enough.

*Proof:* Due to homogeneity and positive definiteness

$$c_1 \|x\|^{\delta_{W, \bar{r}}}_{\bar{r}, \bar{p}} \leq W^{\alpha - 1} 2^{1 + \nu (n + \nu)} + \eta\|x\|^{\delta_{W, \bar{r}}}_{\bar{r}, \bar{p}} , \quad \|x\|^{\delta_{W, \bar{r}}}_{\bar{r}, \bar{p}} \leq c_2 \|x\|^{\delta_{W, \bar{r}}}_{\bar{r}, \bar{p}} .$$

Using Young’s inequality we also conclude that

$$\|u_1(x)z\| \leq \frac{1}{2} c_1 \|u_1(x)\|^2 + \frac{1}{2} c_2 \|z\|^2 \leq \frac{1}{2} c_3 \|u_1(x)\|^{\delta_{W, \bar{r}}}_{\bar{r}, \bar{p}} + \frac{1}{2} c_2 \|z\|^2 ,$$

for every $c_3 > 0$ and therefore

$$\bar{W} (x, z) \geq \theta \alpha \epsilon c_1 \|x\|^{\delta_{W, \bar{r}}}_{\bar{r}, \bar{p}} - \|x\|^{\delta_{W, \bar{r}}}_{\bar{r}, \bar{p}} \|u_1(x)z\| + \|z\|^2 \geq \left( \theta \alpha \epsilon c_1 - \frac{1}{2} c_3 \|u_1(x)\|^{\delta_{W, \bar{r}}}_{\bar{r}, \bar{p}} + \left( 1 - \frac{1}{2c_3} \right) \|z\|^2 \right) \|z\|^2$$

which is positive definite if we select $1 - \frac{1}{2c_3} > 0$ and $\theta > 0$ sufficiently large.

In any case there exist positive constants $0 < \eta_{\bar{W}} < \bar{\eta}_{\bar{W}}$ and $\eta_{\bar{d}} > 0$ such that

$$\bar{W} \delta_{\bar{r}, \bar{p}} (x, z) \leq \bar{W} \delta_{\bar{r}, \bar{p}} (x, z) \leq \bar{\eta}_{\bar{W}} \bar{Y} \delta_{\bar{r}, \bar{p}} (x, z)$$

$$\left| \frac{1}{2} \alpha \theta W^{\alpha - 1} z - x_n \right| \leq \eta_{\bar{d}} \bar{W} \delta_{\bar{r}, \bar{p}} (x, z) - \eta_{\bar{d}} \bar{\eta}_{\bar{W}} \bar{Y} \delta_{\bar{r}, \bar{p}} (x, z) ,$$

and thus the inequality (14) can be written as

$$\dot{\bar{V}} (x, z, d) \leq -\eta_{\bar{W}} \bar{Y} \delta_{\bar{r}, \bar{p}} (x, z) + \eta_{\bar{d}} \bar{\eta}_{\bar{W}} \bar{Y} \delta_{\bar{r}, \bar{p}} (x, z) .$$

From inequality (15) we obtain the following conclusions:

1) When $d = 0$ the origin $(x, z) = 0$ is exponentially stable for $\nu = 0$ or finite time stable otherwise.
2) When $d \neq 0$ and $|d| \leq D$ we have two situations:
   a) If $-\frac{1}{n+1} < \nu \leq 0$ we conclude that the system is ISS with respect to $d$.
   b) If $\nu = -\frac{1}{n+1}$ then we conclude that, for given values of gains, there is a value $D > 0$ for which the origin $(x, z) = 0$ is finite time stable.

**VI. SIMULATION RESULTS**

Consider the following chain of integrators

$$\dot{x}_1 = x_2 , \quad \dot{x}_2 = x_3 , \quad \dot{x}_3 = u + \rho .$$

We use for the simulations the Runge-Kutta’s integration method with a sampling time of $1 \times 10^{-3}[s]$. The perturbation is given by $\rho = 1 + 0.1 \sin(t)$, which consists of a constant and a time-varying term, that has a Lipschitz constant $D = 0.1$. The initial condition is $x_0 = x(0) = [1 \ 0 \ 0]^T$.

We consider the controller (7) with $\gamma = 1 , \ \epsilon = 1$ for three homogeneity degrees $\nu = \{0, -\frac{1}{8}, -\frac{1}{4}\}$ and, solving the equations (6) using Yalmip of Matlab, we obtain

$$P_L = \begin{bmatrix} 5.7359 & 4.5486 & 0.9842 \\ 4.5486 & 5.0265 & 1.2232 \\ 0.9842 & 1.2232 & 0.6116 \end{bmatrix} , \quad K_L = \begin{bmatrix} 5.8278 \\ 7.8278 \\ 3.0000 \end{bmatrix} ,$$

$$P_H = \begin{bmatrix} 5.2763 & 3.9664 & 0.8775 \\ 3.9664 & 4.1913 & 0.9975 \\ 0.8775 & 0.9975 & 0.5320 \end{bmatrix} , \quad K_H = \begin{bmatrix} 6.0126 \\ 7.6532 \\ 2.6250 \end{bmatrix} ,$$

$$P_D = \begin{bmatrix} 4.6585 & 3.2047 & 0.6911 \\ 3.2047 & 3.2157 & 0.6974 \\ 0.6911 & 0.6974 & 0.3985 \end{bmatrix} , \quad K_D = \begin{bmatrix} 6.7412 \\ 8.0537 \\ 2.2500 \end{bmatrix} ,$$

where $L$ represents the lineal integral controller (with homogeneity degree $\nu = 0$), $H$ represents the homogeneous continuous one (with homogeneity degree $\nu = -\frac{1}{4}$) and $D$ corresponds to discontinuous case (with homogeneity degree $\nu = -\frac{1}{3}$). The value of the Lyapunov function is obtained numerically on-line using the method presented in [6].

In Figure 1, the behavior of the state $x_1$ is presented. All controllers are able to compensate the constant term of the perturbation, but only the discontinuous integral controller is able to also eliminate the effect of the time-varying term. The continuous controllers (with $\nu = 0, -\frac{1}{4}$) can only attenuate the effect of the sinus perturbation term, being the attenuation effect of the nonlinear homogeneous controller stronger.

![Fig. 1. Time evolution of state $x_1$.](image)

Figure 2 shows the behavior of the control input $u$. Note first that it is in all cases a continuous signal. All fluctuate around a constant value, since all controllers compensate the constant term of the perturbation. Moreover, since the discontinuous controller compensates fully the perturbation, the control input contains the perturbation signal, but this is not exactly the case for the continuous controllers. This is confirmed by the Figure 3, that shows the signal $z + \rho$, that can be interpreted as the integral error, since it becomes zero when the integral action completely compensates the perturbation. In the figure we see that for the discontinuous controller the integral error becomes zero after a finite time, while for the continuous controllers the compensation is not perfect, and thus this signal does not converge to zero.

**VII. CONCLUSIONS**

We have presented a method to design homogeneous integral controllers for uncertain systems in the normal form,
using the Implicit Lyapunov Function (ILF) approach. The integral controller consists of a homogeneous continuous state feedback and a homogeneous (possibly discontinuous) integral action. The state feedback is constructed with the Implicit Lyapunov Function approach, and the integral term is derived from an explicit strong Lyapunov function based on the ILF. Our method is complementary to other existing approaches to design integral controllers, and it has the advantage that the selection of the gains is reduced to a related problem for linear systems, leading to LMI's. Also the proof becomes rather transparent.

Integral controllers are a fantastic tool to compensate for non vanishing perturbations using continuous control signals, and thus avoiding the discontinuous control signals produced by High Order Sliding Modes, that lead to a strong chattering effect. It is shown that integral controllers with discontinuous control action are able to fully compensate Lipschitz perturbations.
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