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Abstract Severe background clutter is challenging in many
computer vision tasks, including large-scale image retrieval.
Global descriptors, that are popular due to their memory and
search efficiency, are especially prone to corruption by such
a clutter. Eliminating the impact of the clutter on the image
descriptor increases the chance of retrieving relevant images
and prevents topic drift due to actually retrieving the clutter
in the case of query expansion. In this work, we propose
a novel salient region detection method. It captures, in an
unsupervised manner, patterns that are both discriminative
and common in the dataset. Saliency is based on a central-
ity measure of a nearest neighbor graph constructed from
regional CNN representations of dataset images. The pro-
posed method exploits recent CNN architectures trained for
object retrieval to construct the image representation from
the salient regions. We improve particular object retrieval on
challenging datasets containing small objects.

1 Introduction

Particular object retrieval becomes very challenging when
the object of interest is covering a small part of the image.
In this case, the amount of relevant information is signifi-
cantly reduced. Large objects might be partially occluded,
while small objects are on a background that covers most of
the image. A combination of both, occlusion and cluttered
background, is not rare either. These conditions naturally
arise from image acquisition and make naive approaches fail,
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Fig. 1 The saliency map (right) computed for an input image (left)
based on common-structure analysis on Instre dataset. Background clut-
ter and objects not relevant for this dataset are automatically removed.
The image is represented only by the region detected on the saliency
map.

including global template matching or semi-robust template
matching [31].

Ideally, image descriptors should be extracted only from
the relevant part of the image, suppressing the irrelevant
clutter and occlusions. In this paper, we attempt to determine
the regions containing the relevant information, as shown in
Figure 1, in a fully unsupervised manner.

Methods based on robust matching of hand-crafted local
features are naturally insensitive to occlusion and background
clutter. The locality of the features allows to match small
parts of images in regions containing the object of interest,
while the incorrect matches are typically removed by robust
geometric consistency check [35]. Methods based on effi-
cient matching of vector-quantized local-feature descriptors
were introduced in context of image retrieval by Sivic and
Zisserman [47].

Retrieval methods based on descriptors extracted by con-
volutional neural networks (CNNs) have become popular
because they combine good precision and recall, efficiency
of the search, and reasonable memory footprint [5,40]. Deep
neural networks are capable of learning, to some extent, what
information in the image is relevant, which results in a good
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performance even with global descriptors [51,4,19]. How-
ever, if the signal to noise ratio is low, e.g. the object is
relatively small, multiple objects are present, etc., the global
CNN descriptors fail [15,14].

A class of methods inspired by object detection have re-
cently emerged. Instead of attempting to match the whole
image to the query, the problem is changed to finding a rect-
angular region in the image that best matches the query [51,
42]. An inefficient search by sliding window is intractable
for large collections of images. The exhaustive enumera-
tion is approximated by similarity evaluation on a number
of pre-selected regions. The regions are either selected ge-
ometrically to cover the whole image at different scales, as
in R-MAC [51], or by considering the content by object or
region proposal methods [42,48,11].

Another direction of suppressing irrelevant content is
saliency detection [19,30]. For each image, a saliency map,
that captures more general region shapes compared to (a
small set of) rectangles, is first estimated. The contribution
of each pixel (or region) is then proportional to the saliency
of that location.

In this work we introduce a very simple pooling scheme
that inherits the properties of both saliency detection and
region based pooling and that, like all previous approaches,
is applied to each image in the database independently. In
addition, we investigate the use of the resulting regional
representation for automatic, offline object discovery and
suppression of background clutter, which considers the image
collection as a whole. Unlike previous approaches, we do this
in an unsupervised way. As a consequence, our representation
takes two saliency detection steps into account. One that acts
per image and depends solely on its content and another
that considers the image collection as a whole and captures
frequently appearing objects.

In both cases, we derive a global representation that out-
performs comparable state-of-the-art methods in retrieving
small objects on standard benchmarks, while the memory
footprint and online cost is only a fraction of more powerful
regional representations [40,15]. Moreover, we show that our
representation benefits significantly from query expansion
methods.

We make the following contributions:

1. We show that it is possible to select a set of candidate
image regions based on CNN activations of off-the-shelf
networks trained on retrieval tasks without bounding box
annotations.

2. We obtain a global dataset-dependent “significance” of
such regions via a neighborhood graph.

3. We represent the dataset by sampling and pooling CNN
activations according to a dense saliency map of automat-
ically discovered objects.

4. We thereby improve the state of the art on particular ob-
ject retrieval, especially in a large scale dataset containing
small objects.

Compared to the prior version of this work [45], we make
the following improvements. We apply our method to the
recent GeM representation [39]. We use a multi-scale repre-
sentation in saliency computation. We analyze multiple graph
centrality measures and validate their impact on detection
quality using bounding box annotations. Finally, we evaluate
using the recently revisited and challenging ROxford and
RParis benchmarks [37].

Section 2 discusses our contributions against related work.
Section 3 describes our methodology including our pooling
scheme in Section 3.3 and our object discovery approach in
Section 3.8. We present experimental results in Section 4 and
draw conclusions in Section 5.

2 Related work

Local features and geometric matching offer an attractive
way for retrieval systems to handle occlusions, clutter, and
small objects [47,35,16]. One of their drawbacks is high
query complexity and large storage cost; an image is typi-
cally represented by several thousands features. Many meth-
ods attempt to decrease the amount of indexed features by
removing background clutter while maintaining the relevant
information. The selection procedure is either applied in-
dependently per image or considers an image collection as
a whole. Common examples of the former case are bursty
feature detection [44], symmetry detection [50] or use of
semantic segmentation [1,32]. The methods of the second
category, are scalable enough to jointly process the whole
collection and perform feature selection by the following as-
sumption. A feature that repeats over multiple instances of the
same object in the dataset is likely to appear in novel views
of the object too. Representative cases are common object
discovery [52,49], co-occurrence detection [8], or methods
using GPS information [10,23].

The work by Turcot and Lowe [52] performs pairwise
spatial verification on hand-crafted local features across all
images and only indexes verified features. With an additional
off-line cost, the on-line stage is sped up and the memory
footprint is reduced. However, unique views of objects are
not verified and thus discarded. In this work, we address
a similar selection problem based on more powerful CNN-
based representation rather than local features.

Recent advances on deep learning [3,51,19,12,38] dis-
pense with the large memory footprint by using global de-
scriptors and cast the problem of instance search as Euclidean
nearest neighbor search. Nevertheless, background clutter
and occlusion are better handled by regional representation.
Regional descriptors significantly increase the performance
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when they are indexed independently [40,15] but this comes
at a prohibited memory and computational cost for large scale
scenarios. Region Proposal Networks (RPN) are applied ei-
ther off-the-shelf [42] or after fine-tuning [48] for instance
search. The RPNs reduce the number of regions per image
only to the order of tens. Our work focuses on aggregating
regional representation that keeps the complexity low but we
rather detect regions around salient objects and objects that
frequently appear in the dataset.

Recent work uses CNN activation statistics to construct
a saliency map in an unsupervised manner. These methods
consider each dataset image independently. CRoW [19] com-
putes spatial and channel weights based on activation maps,
and weighs each feature accordingly. Similarly, Laskar and
Kannala [25] weigh each R-MAC region. Traditional meth-
ods are applied on top of CNN activations for the same pur-
pose. Jeong et al. [17] use the Hessian-affine detector on
activation maps to obtain repeatable regions. Pang et al. [34]
use heat diffusion within an image to eliminate bursty fea-
tures and keep the discriminative ones.

Another line of research trains a network to estimate the
saliency map or find regions of interest. Zhu et al. [58] train
an attention layer applied over multiple scales and use it for
visual place recognition. This way, the network learns to
discard background clutter. Similarly, Kim and Yoon [22]
train a regional attention network to focus on important parts
of an image. Jimenez et al. [18] construct saliency maps
and perform region detection to construct global image vec-
tors, which is similar to our goal. However, they employ
object detectors trained on ImageNet classes, which does
not apply to networks fine-tuned for retrieval on new classes.
Mohedano et al. [28] evaluate deep and non-deep saliency
models in order to detect regions of interest from an image.

All aforementioned methods either act per image without
supervision or learn from a collection with ground-truth. By
contrast, our method operates on the entire dataset jointly
and at the same time is fully unsupervised.

The problem that this work is dealing with has been ad-
dressed previously in the literature but on different tasks.
Common objects or regions in an image collection has been
addressed in several different ways. Kim and Torralba [21]
start from local features and detect region candidates using
PageRank [33]. Bagon et al. [6] use Local Self-Similarity De-
scriptors, while Rubinstein et al. [41] use SIFT flow. More
recently, Cho et al. [7] start from region proposals to dis-
cover dominant objects, while Kwak et al. [24] extend such
a discovery process to videos.

3 Method

Like [52], our objective is to remove transient and non-
distinctive objects as in Figure 1 and rather focus on objects

dataset feature saliency FS regions

region graph object saliency OS regions

Fig. 2 Overview of our offline unsupervised process. On the top row,
CNN activations of dataset images are used to extract a feature saliency
map, on which a set of regions is detected. On the bottom row, a central-
ity measure is obtained per region from a region k-NN graph. Using this
measure, a dense object saliency map is formed from the original CNN
activations and the feature saliency. This map is focusing on objects au-
tomatically discovered in the dataset, with background clutter removed.
Finally, another set of regions is detected on the object saliency map to
extract descriptors and represent the dataset for retrieval.

appearing frequently in a dataset. Beginning with the activa-
tion map of a convolutional layer in a CNN, one would need
access to a local representation to automatically discover
such objects. On the other hand, knowing what these objects
are would help forming a local representation by selecting re-
gions depicting them, which appears to be a chicken-and-egg
problem. Without an initial region selection, we risk “discov-
ering” uninformative but frequently appearing “stuff”-like
patches, for instance sky.

3.1 Overview

Fortunately, it is possible to make an initial selection based
on CNN activations alone, without any training and without
bounding box annotations. As described in Section 3.3, the
mechanism is inspired by CroW [19] and Grad-CAM [43]
and generates a feature saliency map. This initiates our offline
analysis illustrated in Figure 2. A small set of rectangular
regions is detected per image from this map as discussed in
Section 3.4. This first round of detection is applied indepen-
dently per image and depends only on its content.

Each region in the dataset is associated to a feature
saliency score and a visual descriptor, pooled from the ac-
tivation map of the corresponding image, as discussed in
Section 3.5. It is now possible to compute a centrality score
per region, representing the “significance” of each region
in the dataset. This is based on a region k-NN graph and is
discussed in Sections 3.6 and 3.7.
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Now, given a new image, we can infer the “significance”
of every region from its nearest neighbors in the graph, yield-
ing a dense object saliency map as discussed in Section 3.8.
This is a regression problem and we suggest a non-parametric
k-NN solution. Finally, we detect a small set of rectangular
regions on this saliency map and extract a global descriptor
to represent dataset images for retrieval, as discussed in Sec-
tion 3.9. This second detection procedure takes into account
all salient and repeating objects appearing in the dataset.

The entire process is fully unsupervised and only assumes
on the-shelf networks trained on a classification or retrieval
task without bounding box annotations.

3.2 Notation

We represent the activation map of a convolutional layer
as a non-negative 3d tensor A ∈ Rh×w×c where h,w are
the spatial resolution (height, width) and c is the number of
feature channels. The set of valid spatial positions is P : =

[h] × [w]1 and the set of all rectangles with vertices in P
is denoted by R. By Apj we represent an element of A at
position p ∈ P and channel j ∈ [c]. By A•j ∈ Rh×w we
denote the 2d feature map of A corresponding to channel
j ∈ [c]. By Ap• ∈ Rc we denote the vector containing all
feature channels at position p ∈ P . By ν(x) we denote the
`2-normalized vector x/ ‖x‖2.

3.3 Feature saliency

Inspired by cross-dimensional weighting and pooling (CroW)
[19] and class activation mapping (CAM) [56], we construct
a 2d saliency map of an image based on a convolution acti-
vation of that image alone. Following CroW, we compute an
idf-like weight per channel b ∈ Rc with elements

bj = log

(
(a+ ε)>1
aj + ε

)
(1)

for j ∈ [c], where a : = 1
wh

∑
p∈P 1[Ap•] ∈ Rc is the av-

erage number of nonzero elements per channel. We then
compute a weighted sum over channels

F : =
∑
j∈[c]

bjA•j (2)

Finally, we obtain the 2d feature saliency (FS) map F̂ ∈
Rh×w by normalizing F according to [19]. Examples of fea-
ture saliency maps are presented in Section 4. Despite its
simplicity, this kind of saliency can focus on objects of inter-
est when the background is simple enough. It fails however
in the presence of clutter. Contrary to CroW, we use the fea-
ture channel weights when computing the 2d spatial weights,

1 Here, [i] is the set {1, . . . , i} for i ∈ N.

amplifying channels with sparse activation. This order of
summation is the same as in CAM. However, we are working
with channel weights obtained by a sparsity property on any
convolutional layer, without any assumption on the network
topology. CAM on the other hand, assumes global average
pooling followed by a fully connected layer mapping chan-
nels to classes and uses the parameters of this layer to obtain
a saliency map per class.

3.4 Region detection

We are given a 2d saliency map S, which can be either the
feature saliency described in section 3.3 or the object saliency
described in Section 3.8. We use an expanding Gaussian mix-
ture (EGM) model [2] to detect a number of salient rectan-
gular regions. This is a variant of expectation-maximization
(EM) that iteratively performs local averaging (E- and M-
steps) interleaved with a selection process (P-step) similar to
non-maximum suppression (NMS). In doing so, it dynami-
cally estimates the number of regions.

The original algorithm applies to point sets and isotropic
Gaussian components. Here we extend it to functions, con-
sidering that a saliency map is a function S : P → R. We
use it to fit a number of components, each modeling a rect-
angular region in 2d coordinate space. We also extend it to a
diagonal covariance model, so that a rectangle is modeled by
an axis-aligned ellipse.

In particular, given 2d saliency map S ∈ Rh×w, we
represent it as a set of Gaussian functions si : R2 → R with

si(x) := SpiN (x|pi, σI2) (3)

for i ∈ [`], x ∈ R2 whereN is the normal density, ` = |P | is
the number of positions and we represent P as {p1, . . . , p`}.
Here, σ is a scale parameter that determines how coarse or
fine the region representation will be for the given saliency
map. Similarly, we represent components as Gaussian func-
tions qk : R2 → R with

qk(x) := πkN (x|µk, Σk) (4)

for k ∈ [m], x ∈ R2, where m is the number of components
and πk ∈ R, µk ∈ R2 and Σk ∈ R2×2 are the mixing
coefficient, mean and diagonal covariance matrix respectively
of component k. Means represent region centers, while the
(inverse) eigenvalues of covariance matrices represent heights
and widths. We initialize components as qk ← sk for k ∈
[m], with m ← `. In the expectation (E)-step, we compute
the responsibility

γik ←
〈si, qk〉∑

j∈[m] 〈si, qj〉
(5)

of component k ∈ [m] for sample i ∈ [`], where 〈f, g〉 is the
L2 inner product of square-integrable functions f, g : Rd →
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image i = 0,m = 272 i = 2,m = 29 i = 3,m = 22 i = 5,m = 17 i = 7,m = 11 i = 14,m = 9

Fig. 3 Evolution of regions during EGM iterations on the feature saliency map of an image of Magdalen tower from Oxford buildings dataset,
shown on the left. Below each image we display the iteration i and the number of regions m.

R, computed in closed form for Gaussian functions [2]. In
the maximization (M)-step, we update parameters as

πk ←
`k
`

(6)

µk ←
1

`k

n∑
i=1

γikpi (7)

Σk ←
1

`k

n∑
i=1

γik diag(pi − µk)◦2 (8)

where `k : =
∑n
i=1 γik is the effective number of points

assigned to component k andX◦2 : = X◦X is the Hadamard
product power for a vector or matrix X .

Finally, in the purge (P)-step, similarly to NMS, we pro-
cess components in descending order of mixing coefficient
and we decide whether to keep a component or not depending
on its overlap with the collection of previously kept compo-
nents. Overlap is measured by a generalized responsibility
function similar to (5), and again inner products are given in
closed form [2]. This means that the number of components
m is potentially reducing at each iteration.

Figure 3 shows how regions are formed during EGM
iterations, starting from one small region centered on each
spatial position. We get 4 clean regions on the ground truth
building, as well as 6 regions on background objects, which,
although less salient, cannot be removed based on the feature
saliency alone.

3.5 Region pooling and whitening

Given a rectangular region R ∈ R of an image with feature
saliency map F̂ ∈ Rh×w, we associate to it feature saliency
f : = µF̂ (R) ∈ R, where

µF̂ (R) :=
1

|R|
∑
p∈R

F̂p (9)

is the average of 2d map F̂ over R.
In addition, given the activation map A ∈ Rh×w×c of

the same image, it is standard practice that a descriptor is

obtained by pooling over R, for instance sum [4], weighted
sum [19], max [3,51], or generalized-mean (GeM) [39] pool-
ing. We adopt the latter choice to extract descriptor z : =

mA(R) ∈ Rc, where

mA(R) :=

 1

|Aq•|
∑
q∈R

(Aq•)
ω

 1
ω

(10)

is the generalized-mean of 3d tensor A over R along the spa-
tial dimensions, and ω is a pooling parameter that is learned.
This has been the basis of fine-tuning in [39] and produces
a global description, referred to as GeM, in the special case
where there is a single region R = P . In contrast, we detect
a set of regions based on saliency maps in this work.

It is also standard practice to perform a sequence of post-
processing steps including normalization, PCA and whiten-
ing [4,19,51,11,38]. We follow [39] in performing super-
vised whitening by simultaneous diagonalization [27]. In
particular, given a descriptor z ∈ Rc, we `2-normalize,
center, whiten, PCA-project and renormalize by function
w : Rc → Rd to generate a d-dimensional descriptor:

w(z) := ν(U>DTD(ν(z)− µD)). (11)

Parameters TD, UD, µD are trained on an independent la-
beled dataset D = {Z, y} where Z = {z1, . . . , zn} ⊂ Rc
and y : [n]2 → {0, 1} maps a pair of descriptors to 1 if “pos-
itive” (similar) or 0 if “negative” (dissimilar). In particular,
given set X = {x1, . . . ,xn}, define covariance matrix

Cl(X) :=
1

|Yl|
∑

(i,j)∈Yl

(xi − xj)(xi − xj)
> (12)

where Yl : = {(i, j) ∈ [n]2 : y(i, j) = l}. Then, the c × c
whitening matrix TD : = C1(Ẑ)

− 1
2 is the inverse square root

of the intra-class covariance matrix of Ẑ = ν(Z). The PCA
matrix UD is the c × d matrix having as columns the top d
eigenvectors of C0(TDẐ), that is, the inter-class covariance
matrix of the whitened counterpart of Ẑ. Finally, the mean
vector is µD : = 1

n

∑
i∈[n] ν(zi).
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3.6 Graph construction

Given an image dataset, we assume here a set of regions
{R1, . . . , Rn} are detected from the saliency maps (Sec-
tion 3.4), a feature saliency vector f : = (f1, . . . , fn) ∈ Rn is
computed with the corresponding average saliency per region
in (9), and a set of descriptors V : = {v1, . . . ,vn} ⊂ Rd are
extracted from the activation maps, whitened and normalized
per region (Section 3.5).

Based on the above information, we construct a k-NN
graph on those regions in order to compute a global centrality
score per region as discussed in Section 3.7, which enables
us to form an object saliency map on a new image, described
in Section 3.8. Approximate techniques for k-NN graph con-
struction [9] can be used to handle large-scale databases.

We construct a weighted undirected graph having the set
of descriptors V as vertices. Following [15], the edge weights
are defined according to mutual k-nearest neighbors (NN) in
the descriptor space. In particular, given descriptors v,u ∈
Rd, we measure their similarity by s(v,u) = max(0,v>u)β ,
where exponent β > 0 is a parameter. We define the sparse
symmetric nonnegative adjacency matrix W ∈ Rn×n with
elements wij being s(vi,vj) if vi,vj are mutual k-NN in V
and zero otherwise.

We define the n × n degree matrix D : = diag(W1)

where 1 ∈ Rn is the all-ones vector, and the symmetrically
normalized adjacency matrix

W : = D−1/2WD−1/2, (13)

with the convention 0/0 = 0. Following [15,14], we define
the n× n matrices Lα : = (D − αW )/(1− α) and

Lα : = D−1/2LαD
−1/2 = (I − αW)/(1− α), (14)

where α ∈ [0, 1). Both are positive-definite [15,14].

3.7 Graph centrality

With the above definitions in place, the objective is to com-
pute a vector g ∈ Rn where each element gi represents the
significance of vertex vi in the graph, for i ∈ [n]. We choose
graph centrality [26] to estimate g. Centrality is a global
measure of significance of vertices in a graph. Different def-
initions exist, each one reflecting a different kind of vertex
importance. Herein, we consider a number of centrality mea-
sures on adjacency matrix W , which we then evaluate in the
experimental section.

Degree centrality is the simplest one to define and to
compute. It is defined as the degree of each vertex, i.e. the
diagonal of degree matrix D. Large value means that the
vertex is connected to many other vertices with edges of
large weight (similarity).

Eigenvector centrality, also known as eigencentrality, cor-
responds to the dominant eigenvector of W . Centrality value
of vertex vi is given by the i-th element of this eigenvec-
tor. Large value means that the vertex is connected to many
vertices which themselves have high centrality.

PageRank centrality is maybe the most well-known [33]
centrality measure, and is a variant of the eigencentrality. It
is given by the dominant left eigenvector of the transition
matrix αD−1W + (1− α)J/n, where J is an n× n matrix
of ones. It is efficiently computed with power iteration. It
models a random walk on the graph and its score represents
the probability of visiting a vertex.

Betweenness centrality reflects the number of times a ver-
tex is part of the shortest path between any two other vertices
of the graph. In contrast to all previously mentioned measures
that are computed based on edge importance (similarity wij),
it is computed based on an edge cost. In this case, we are
using Euclidean distance ||vi − vj ||.

Closeness centrality is inversely proportional to the aver-
age length of the shortest path to all other nodes. Closeness
centrality for vertex vi is equal to

∑
vj 6=vi

n−1
|vi→vj | , where

|vi → vj | is the length of the shortest path between vi and
vj . Similarly to betweenness, closeness applies to edge cost,
and we use the Euclidean distance.

Katz centrality [20] is given by the solution g∗ ∈ Rn of
the linear system

Lαg = 1. (15)

As in [15], we solve this system by the conjugate gradient
method (CG) [29]. Any method would be equally appropriate
because this is computed just once offline.

It is interesting to observe that in [57], given a vertex
vi ∈ V as a query, the linear system Lαx = ei is consid-
ered instead, where ei is the i-th canonical basis vector. A
random walk iteration is applied, which (slowly) converges
to x∗, where each element x∗j represents the “similarity” of
vertex vj to the query vi. In [15], the same linear system
is rather solved directly and more efficiently with CG. One
may then interpret (15) as follows. If we denote by x∗i the
solution to Lαxi = ei for i ∈ [n], then the solution of (15)
is g∗ =

∑
i∈[n] x

∗
i . It follows that each element g∗j measures

the “expected similarity” of vj to a query vertex of the graph
for j ∈ [n], averaged over all query vertices.

In fact, Katz centrality was introduced as such a global
measure before being adapted by a boundary condition to
measure relevance to individual vertices by Hubbell [13].
This work has a long history before being rediscovered e.g.
by [33,57], as summarized in the study of spectral rank-
ing [53].
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Graph W

F̂

S

Fig. 4 Computing the object saliency map S of an image from Instre
dataset (top), as defined in (16). For each patch, its neighbors in the
graph (right) are found. Common patterns with high centrality in green
outline, outliers with low centrality in red. S (bottom) then focuses on
patches similar to common patterns and combines with feature saliency
F̂ (left).

3.8 Saliency map construction

Given the region descriptor set V , the region saliency vector
f and the associated centrality vector g∗ of an entire dataset,
the problem is to construct a new saliency map S ∈ Rh×w
for an image in the dataset. The image is represented by its
activation map A ∈ Rh×w×c. Since this saliency is based
on regions or patterns appearing frequently in the dataset,
which are commonly associated to repeating objects, we call
it object saliency (OS).

We compute S by a sliding window iteration over each
position p ∈ P . The saliency value Sp at p is found as a linear
combination of the centrality values of the nearest neighbors
in V of a patch centered at p. In particular, we consider a
square patch Rp of side a centered at p. We compute the
vector up : = w(mA(Rp)) ∈ Rd by max-pooling over Rp,
whitening and normalizing as discussed in Section 3.5. If Np
is the set of indices of the k-NN of up in V , we compute Sp
as

Sp : = F̂ θp
∑
i∈Np

s(vi,up)f
θ
i g
∗
i . (16)

That is, each neighboring region descriptor vi is weighted by
its similarity to patch descriptor up, its feature saliency fi and
its centrality g∗i , while the entire sum is scaled by the feature
saliency F̂p at the current position p of the image being
considered. Exponent θ controls the relative importance of
feature saliency of the current image and neighbors compared
to centrality. The object saliency computation is illustrated in
Figure 4. Looking at the input image and is feature saliency
map F̂ alone, it is not evident which is the object of interest
and which is clutter. This is only found by discovering other
instances of the same object in the dataset, as represented by
the graph.

3.9 Saliency-based epresentation

The object saliency map S highlights patterns that appear fre-
quently in the dataset, with the background clutter removed.
It is only natural then to apply the same method described
in Section 3.4 to this map in order to detect a small number
of regions per image. Unlike the regions detected from the
feature saliency map F̂ , these new regions are more likely
to appear in a new image. For the purpose of evaluation, we
investigate both saliency maps.

For each region R detected from a saliency map (F̂ or S)
in a dataset image with activation mapA, we apply GeM pool-
ing and `2-normalization. All descriptors are then summed
and the resulting descriptor is whitened with w : Rc → Rd
as described in Section 3.5. We apply whitening on the aggre-
gated vector and not separately per region. This follows the
spirit of R-MAC [51], but performs GeM pooling instead of
max, and the regions are detected in the saliency map rather
than being uniformly distributed. This yields a global image
representation in Rd.

Pooling based on saliency is in fact the idea explored
in CroW [19], but here we follow the nonlinear two-level
pooling of R-MAC (first within a region, then over regions)
rather than the one-level sum of CroW. This is more powerful
and has also been the basis of fine-tuning in [12,39].

3.10 Multi-scale representation

Multi-scale descriptor extraction with CNNs is becoming
standard practice [12,39]. It consists of the following steps.
Re-sample the image to multiple scales, feed each scale sep-
arately to the network, obtain an `2-normalized vector per
scale, sum-pool over scales, re-normalize, whiten, and re-
normalize. We follow the same principle, but use the repre-
sentation of Section 3.9 per scale. Saliency maps are simply
constructed independently per scale. Finally, pooling over
scales is done with the generalized-mean as in [39].

We additionally adopt the multi-scale concept for graph
construction. Regions are detected independently per scale
and the corresponding descriptors form new vertices.

4 Experiments

We apply the proposed representation on image retrieval. In
particular, we have two variants of our method that both use
the region detection described in Section 3.4. The saliency
map which the detection is performed on is different in each
case. FS.EGM uses the feature saliency map described in Sec-
tion 3.3, and OS.EGM uses the object saliency map described
in Section 3.4. The former is image specific, while the latter
is both image and database specific.
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Fig. 5 mAP on ROxford and RParis versus saliency exponent ρ in
FS.EGM.

4.1 Experimental setup

Test sets. We use three image retrieval benchmarks for our
experiments. We evaluate on the revisited benchmark [37]
of the Oxford Buildings [35] and Paris [36] datasets. We
refer to the revisited datasets asROxford andRParis respec-
tively. We also use the more recently introduced Instre [54]
dataset. Instre contains around 27k images of small objects
in cluttered scenes while objects appear with different varia-
tions, such as rotation, occlusion and scale changes, making
it a challenging case. We use the evaluation protocol intro-
duced in [15] for Instre. Search performance in all datasets is
measured with mean average precision (mAP).

Image Representation. We use the global image representa-
tion as described in Section 3.9. This reduces image similarity
to cosine, which is common practice [51]. Feature extraction
is performed with the VGG network [46] with GeM pooling
that is fine-tuned for image retrieval [39]. We use supervised
whitening [38,39] as described in Section 3.5. Compared
to global GeM pooling, our variants are different in that re-
gions are detected from salient and repeating objects, while
aggregation and whitening is identical. Detection is applied
to dataset images only, while we use the provided bounding
boxes on the query side.

Implementation Details. To simplify region detection, each
saliency map is masked above threshold τ and element-wise
raised to exponent ρ before detection, which removes the
weakest regions and increases the contrast between fore-
ground and background objects. We fix threshold τ = 0.01

in order to remove noise from saliency maps. We set expo-
nent ρ = 1 and scale parameter σ = 1 before any parameter
tuning is performed. We determine OS parameter θ in (16)
by visual inspection of OS and set θ = 3 throughout our
experiments. We perform our experiments on a 16-core Intel
Xeon 2.00GHz CPU. It takes 36s to create the graph on Instre,
while centrality computation takes negligible amount of time.
Saliency computation and detection per image takes 0.02s
for FS and 0.23s for OS.
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Fig. 6 mAP on ROxford and RParis versus EGM scale parameter σ in
FS.EGM.
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Fig. 7 Saliency precision evaluation of FS and OS created with several
centralities maps measured on all images of Instre.

4.2 Parameter tuning

In this section, we show the impact of FS.EGM and OS.EGM

detection parameters on the retrieval performance. We tune
the parameters onROxford andRParis, while showing that
their impact is similar on both datasets.

Feature saliency detection is evaluated first by FS.EGM,
while we do not compute object saliency and OS.EGM yet.
Figure 5 shows the effect of ρ on FS, which controls the
contrast of the the saliency map. We observe that large ρ
is needed to remove as much clutter as possible from the
noisy FS activations. We set ρ = 7 for the rest of our experi-
ments. Scale σ is used during EGM sampling as explained
in Section 3.4. Its impact in performance on FS is shown in
Figure 6. Setting σ = 2.5 results in good performance and
regions that are large enough for FS.EGM.
Centrality measure We use the different centrality measure-
ments presented in Section 3.7, compute the OS map, and
evaluate the quality of saliency maps. We use Instre’s bound-
ing box annotation as ground truth and measure saliency
precision as the sum of saliency map values inside the bound-
ing box normalized by the total sum over the entire image.
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Fig. 8 Histogram of saliency precision for FS and OS maps measured
on all images of Instre.
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Fig. 9 mAP on ROxford and RParis versus saliency exponent ρ in
OS.EGM.

High precision means that a saliency map captures the repeat-
ing object and discards the background.

We present the average saliency precision over the entire
Instre dataset in Figure 7. The comparison includes saliency
maps created with FS and FS θ, since the latter is used in (16).
Improvements brought by OS compared to FS are significant
regardless of the centrality measurement, while Katz central-
ity gives the best precision. Figure 8 shows the distribution
of precision over all Instre images for FS and OS. We use
Katz centrality measurement for the rest of our experiments
and simply refer to it as OS.
Object saliency detection is then evaluated for retrieval.
Now, the feature saliency parameters are fixed, Katz cen-
trality is selected and EGM detection is applied on the new
saliency map. We observe that OS behaves quite differently
compared to FS, because foreground objects are much cleaner.
The impact of parameters σ and ρ is shown in Figures 9
and 10 respectively. It is remarkable that a much lower expo-
nent is needed in this case. We choose ρ = 2 and σ = 2.5.

Visual examples for saliency maps and detections for
FS.EGM and OS.EGM are shown in Figure 11. In all cases, OS
is cleaner and focuses on objects that FS cannot discriminate.

4.3 Comparison to other methods

We compare our method against GeM descriptor [39]. We ad-
ditionally evaluate the multi-scale variants for GeM, FS.EGM
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Fig. 10 mAP on ROxford and RParis versus EGM scale parameter σ
in OS.EGM.

image FS.EGM OS.EGM

Fig. 11 Examples of images from ROxford (first 2 rows) and Instre
(last 3 rows) datasets, along with smoothed FS and OS maps superim-
posed on the images and regions detected by EGM, in red.

and OS.EGM, as described in Section 3.10. All methods are
tested with k-NN search and global diffusion [15], which is
a method for query expansion (QE) and is known to signif-
icantly improve performance. Results are given in Table 1.
We report results for both Medium and Hard settings on
ROxford andRParis.
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Medium Hard
Method Instre ROxford RParis ROxford RParis

Single Scale
GeM [39] 54.2 60.8 67.0 33.3 42.1
FS.EGM 54.6 61.2 66.5 33.4 41.7
OS.EGM 58.3 62.2 67.7 34.9 43.4

Single Scale + QE
GeM [39] 73.3 69.3 83.9 42.3 71.8
FS.EGM 72.8 71.0 84.1 42.3 71.4
OS.EGM 76.5 72.2 83.8 46.5 69.9

Multi Scale
GeM [39] 57.0 62.0 69.3 33.7 44.3
FS.EGM 57.7 63.0 68.7 34.5 43.9
OS.EGM 61.3 64.2 69.9 35.9 46.1

Multi Scale + QE
GeM [39] 75.0 69.3 83.9 41.1 73.9
FS.EGM 74.6 71.0 84.1 40.6 72.5
OS.EGM 77.4 69.0 85.4 41.9 72.3

Table 1 mAP comparison of our method against baselines on all tested
datasets. QE refers to query expansion by diffusion [15].

FS.EGM does not always improve the performance, since
objects captured are not necessarily relevant for the particular
dataset. This is what OS.EGM captures and boosts the search
performance, especially on Instre. We outperform GeM pool-
ing in all datasets and scenarios, except for RParis- Hard
with query expansion. Note that we use the default diffu-
sion parameters which are tuned on GeM-like descriptors.
OS.EGM provides larger improvements on Instre, which is
more challenging due to small objects and severe background
clutter. This is exactly where our detection is essential.

There are several other approaches that deal with region
detection or saliency masks. Their results are not directly
comparable, because they are not evaluated onROxford, but
Oxford5k. Therefore, they are not included in Table 1. Nev-
ertheless, we outperform their reported results. We achieve
86.6 on Oxford5k with OS.EGM and no query expansion. Sal-
vador et al. [42] use the off-the-shelf VGG and fine-tune RPN
on the test set. Without using query expansion, they obtain
71.0 on Oxford5k. Similarly, Jimenez et al. [18] learn class
weights and apply them on the activation maps of off-the-
shelf VGG and achieve 73.6 on Oxford5k. Song et al. [48]
train on different datasets, and achieve 78.3 on Oxford5k.
The results obtained by learning a saliency mask in [30] are
not comparable since spatial verification with local features
is always applied in the end. Zheng et al. [55] achieve 83.4
with regional representation on Oxford5k. They employ both
CNN and local features, while we only rely on CNN and
much more compact representation. Finally, according to our
knowledge, [28] is the only work that evaluates on Instre,
which is rather challenging due to small objects. However,
their results are not directly comparable as they use a differ-
ent CNN model (ResNet101).

Region cross-matching methods [40] represent an image
with multiple vectors, sacrificing memory footprint and com-
plexity for accuracy. In particular, the memory is linear in
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Fig. 12 mAP comparison of our global OS.EGM (?) to R-Match with
uniformly sampled regional descriptors, with and without diffusion on
ROxford (Medium setup). Text labels refer to query time.

the number of regions, while the complexity is quadratic.
We compare our global representation with region cross-
matching (R-Match) and regional diffusion [15] in Figure 12.
We sample regions uniformly at 3 scales as in R-MAC [51]
and apply GeM pooling separately for each region. Different
numbers of regions are obtained by GMM reduction, exactly
as in [15].

Compared to regional descriptors, we require about 4
times less memory to achieve the same performance. The
runtime complexity gain is in the order of 42, which holds
for the case of R-Match and also for the first part of diffusion
where Euclidean nearest neighbors are found. The diffusion
complexity is O(m), where m is the number of non-zero
entries of the graph. We found that m is 3.7 times smaller in
our case and our measurements of actual query timings agree
with this ratio.

5 Conclusions

We propose a region detection approach that is dataset spe-
cific but requires no supervision. It captures not only salient
objects by considering each image individually but also fre-
quently appearing ones by considering the dataset as a whole.
As a result, we avoid separate indexing of regional descrip-
tors and construct a global descriptor by pooling over data-
dependent regions, which performs well under background
clutter and severe occlusions. We demonstrate that this ap-
proach is effective in particular object retrieval where back-
ground clutter is a common problem.
Acknowledgments This work was supported by the OP
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54. S. Wang and S. Jiang. Instre: a new benchmark for instance-level
object retrieval and recognition. ACM Transactions on Multimedia
Computing, Communications, and Applications (TOMM), 11:37,
2015. 8

55. L. Zheng, S. Wang, J. Wang, and Q. Tian. Accurate image search
with multi-scale contextual evidences. IJCV, 120(1):1–13, 2016.
10

56. B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba. Learn-
ing deep features for discriminative localization. In cvpr, June 2016.
4

57. D. Zhou, J. Weston, A. Gretton, O. Bousquet, and B. Schölkopf.
Ranking on data manifolds. In NIPS, 2003. 6

58. Y. Zhu, J. Wang, L. Xie, and L. Zheng. Attention-based pyramid
aggregation network for visual place recognition. arXiv preprint
arXiv:1808.00288, 2018. 3


