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Abstract

Model-Based Diagnosis of discrete event systems
(DES) usually aims at detecting failures and iso-
lating faulty event occurrences based on a be-
havioural model of the system and an observable
execution log. The strength of a diagnostic pro-
cess is to determine what happened that is consis-
tent with the observations. In order to go a step
further and explain why the observed outcome oc-
curred, we borrow techniques from causal anal-
ysis. As opposed to the classical fault diagnosis
problem, we consider that a system is failing as
soon as a specific behavioural property is violated
by the current run of the system. We then formally
define different notions of explanation for DES in
order to extract the relevant part of a property vio-
lation that can be understood by a human operator.

1 Introduction
As embedded software implements increasingly complex
functionalities and takes over decision making even in crit-
ical situations, the ability to automatically construct expla-
nations for the system behaviour is crucial during the whole
software life cycle: at design time to quickly localise errors
and gain confidence in the system; at runtime to understand
the sources of failures and help assigning legal liability in
the case of an accident. To this end explanations should be
both complete, that is, retain all information about the sys-
tem execution that is causally relevant to the failure at hand,
for a given notion of causality, and concise, that is, make
abstraction of irrelevant information.

The construction of formal explanations has been the sub-
ject of research work in different communities such as AI
[18], molecular biology (explanation of how a product is
brought about by a series of reactions) [7], and computer sci-
ence (explanation of counter-examples from model check-
ing) [16] that developed, often independently, a set of tech-
niques aiming at extracting relevant information from a sys-
tem trace. In this paper we discuss and put in perspective
several of these notions of explanation, discuss their short-
comings on the simple model of an adaptive cruise control
system, and propose a new definition of explanation that
overcomes several issues.

∗This work has been partially supported by the French ANR
project DCore (ANR-18-CE25-0007).

Our approach is situated at the crossroads between model-
based diagnosis [13; 8] and causal analysis. The strength of
a diagnostic process is usually to determine what happened
that is consistent with the observations (consistency-based
diagnosis) or to explain symptomatic observations with fault
modes (abductive diagnosis based on logic entailment). Our
paper addresses the construction of formal explanations for
DES. Classically, model-based diagnosis of DES aims at de-
tecting failures and isolating faulty event occurrences based
on a normal/abnormal behavioural models of the system
used to check the consistency of an observable execution
log [20; 2]. In this paper, we consider that a system fails
as soon as a specific behavioural property is violated by the
current run of the system and, in order to go a step further,
our objective is to explain why the violation has occurred
based on the observed outcome. We then formally define
different notions of explanation for DES in order to extract
the relevant part of a property violation that can be under-
stood by a human operator.

The paper is organised as follows. Section 2 presents the
formal framework that is used throughout this paper and de-
scribes the problem statement. Section 3 proposes a first
attempt to define an explanation as a subsequence of events
and describes why such definition is not satisfactory. Sec-
tion 4 then presents a new definition, called choice-based
explanation, and proposes an algorithm to compute choice-
based explanations for the violation of a property, these be-
ing consistent with the observations of the system. Section 5
presents the related work and a comparative analysis with
our proposal. Finally, Section 6 resumes the contributions
and outlines some perspectives for future work.

2 Framework
2.1 Formal preliminaries
The framework that we use throughout this paper relies on
classical automata. An automaton A = (S,Σ, δ, F, s0) is
a 5-tuple where S is a set of states, Σ is a set of events,
δ ⊆ S × Σ × S is a set of transitions, F ⊆ S is the set
of accepting states, and s0 ∈ S is the initial state. A is
deterministic if whenever (s, e, s1) ∈ δ and (s, e, s2) ∈ δ,
s1 = s2. For a state s, we define its preset •s := {s′ ∈ S |
∃e ∈ Σ : (s′, e, s) ∈ δ} and postset s• := {s′ ∈ S | ∃e ∈
Σ : (s, e, s′) ∈ δ} as the states preceding and following s
in terms of transitions. A trace t ∈ Σ∗ is a finite sequence
of events. The concatenation of a trace t with some event a
is written t · a. The length of a trace t is written |t| and it is
the number of occurrences of events. The set of accepting



traces of the automaton A is written T (A). Given a trace t,
we can build an automaton ex(t) such that T (ex(t)) = {t}.
An example is given in Figure 1 for the trace a·a·br·a·cr·br.

We also recall the definition of trace projection below.
Definition 1 (Projection) Let Σ,Σ′ be two sets of events
such that Σ′ ⊆ Σ. Let πΣ′ : Σ∗ → Σ′∗ be the projection
defined by induction on traces:

∀e ∈ Σ, πΣ′(e) =

{
e if e ∈ Σ′

ε otherwise
and ∀t ∈ Σ∗,∀e ∈ Σ : πΣ′(t · e) = πΣ′(t) ·πΣ′(e) where

ε is the neutral element for the concatenation.
In the following, we also distinguish the notion of trace

(i.e. event sequence) from the notion of automaton execu-
tion.
Definition 2 (Execution) Given an automaton A =
(S,Σ, δ, F, s0), an execution ρ is defined as a finite al-
ternating sequence of states in S and events in Σ ending
by a state s0

e0−→ s1
e1−→ ...

ek−1−−−→ sk such that for all
i ∈ [0, k − 1], (si, ei, si+1) ∈ δ. An execution is accepting
if the last state is accepting. The length of an execution ρ,
written |ρ|, is the number of events in ρ. The trace of an ex-
ecution s0

e0−→ s1
e1−→ ...

ek−1−−−→ sk is the sequence of events
e0 · e1 · ... · ek−1.

We end this preliminary section with the synchroniza-
tion operation on automata based on shared events. When
two automata share an event, this event must occur simul-
taneously in both. The other events occur asynchronously,
which means that they only occur in their respective automa-
ton.
Definition 3 (Synchronization) The synchronization of two
automata Ai = (Si,Σi, δi, Fi, s0i), i = 1, 2, is
the automaton A1‖A2 = {S1 × S2,Σ1 ∪ Σ2, δ, F1 ×
F2, (s01, s02)} where ((s1, s2), e, (s′1, s

′
2)) ∈ δ ⇐⇒

(e ∈ Σ1 ∩ Σ2 ∧ (s1, e, s
′
1) ∈ δ1 ∧ (s2, e, s

′
2) ∈ δ2)

∨ (e ∈ Σ1 \ Σ2 ∧ (s1, e, s
′
1) ∈ δ1 ∧ s2 = s′2)

∨ (e ∈ Σ2 \ Σ1 ∧ (s2, e, s
′
2) ∈ δ2 ∧ s1 = s′1)

2.2 Problem statement
We address the problem of defining and computing differ-
ent notions of explanation for the violation of a given be-
havioural property by a DES under partial observation. We
consider that a behavioural model of the system is avail-
able and is represented as a deterministic automaton A =
(S,Σ, δ, F, s0). This automaton can be monolithic or can
result from a multi-component model, in which case the
system is modeled by a set of interacting automata. This
interaction is defined by the synchronization of the com-
mon events of each automaton A = A1‖ . . . ‖An [20]. The
system has a prefix-closed behavioural description. That
means that every prefix of behaviour respecting the be-
havioural description also respects the behavioural descrip-
tion so S = F . The set of events is partitioned into the set
of observable events Σo and the set of unobservable events
Σuo. We make the assumption that there are no unobserv-
able cycles possible inA, in other words we assume that the
number of unobservable events that can be generated by the
system between any two observable events is bounded. Any
execution of the system can be associated with a log L ∈ Σ∗o
that is a finite sequence of observable events. As the system
is partially observable, a log L can be associated with sev-
eral possible traces (these are the traces that are consistent

with the log L). Formally, the set of traces consistent with
the log L is given by:

tr(L) = {t ∈ Σ∗ | πΣo(t) = L} ∩ T (A)

The log L can be represented as an automaton L := ex(L)
such that T (L) = {L}. An example is given in Figure 1 for
the log a · a · br · a · cr · br.

We aim at investigating the reasons why a given safety
property in the system is violated. A safety property is re-
spected by the system as long as the current execution leads
to a state where the property is satisfied. If the execution
of the system leads to a state that does not satisfy the prop-
erty, then we say that the property is violated. The violation
of a safety property is permanent, i.e. all continuations of
an execution violating the safety property also violate the
property. Such a property can be defined as a prefix-closed
event language over Σ such that, if the execution of the sys-
tem generates a trace of this language, it leads to a state that
satisfies the property. In the following, we denote by P an
observer of the violation of the property. The observer P
is a complete automaton associated with the safety property
that accepts as language only the traces of the executions
violating the safety property.

We can now formally represent as an automaton:
1. the set of executions of the system that violate the

safety property: A‖P (see Figure 2);
2. the set of executions of the system that are consistent

with a given log L: A‖L.
3. the set of executions of the system that violate the

safety property and that are consistent with a given
log L: A‖P‖L (see Figures 5, 7).

Note that the synchronization being an associative opera-
tion,A‖P‖L is perfectly defined as (A‖P)‖L =A‖(P‖L).

A state of A‖P‖L is a tuple (sa, sp, sl) where sa, sp and
sl are the respective states in A, P and L. We use the nota-
tion (sa, sp, sl)A‖P = (sa, sp) to pick the state in A‖P as-
sociated with a state in A‖P‖L. Thanks to this association,
in the rest of the paper, we implicitly extend the functions
defined on the states of A‖P on the states of A‖P‖L.

2.3 Case study
An example inspired from a cruise controller for a car will
be used all along this paper as an illustration. The cruise
controller has 3 discrete variables which are the speed v ∈
{0, . . . , 3} of the car, the distance d ≥ 0 with respect to
the front car and the state of the sensor sensor ∈ {ok , ko}.
A state s ∈ S of the system is a triple (v, d, sensor). The
events Σ of the system are the following:
• a represents an acceleration during one time unit, mod-

eled by a transition from (v, d, sensor) to (v + 1, d +
(1− v), sensor);

• br represents braking during one time unit, modeled
by a transition from (v, d, sensor) to (v − 1, d+ (1−
v), sensor);

• cr represents cruising at constant speed during one
time unit, modeled by a transition from (v, d, sensor)
to (v, d+ (1− v), sensor);

• and fail represents a failure of the sensor that measures
the distance of the car with respect to the front car,
modeled by a transition from (v, d, ok) to (v, d, ko).
In the failure mode, the sensor reports a distance twice
the real one.



a a br a cr br

Figure 1: ex(a · a · br · a · cr · br)

For the sake of simplicity, we assume that the front car has
a constant speed of 1.

The initial state is s0 = (0, 2, ok), meaning that the car is
stopped at distance 2 of the front car with a correctly work-
ing sensor. Because the front car is going at constant speed
1 and the car is going at speed v, the distance between the
two cars after a transition labelled cr (no acceleration and
no braking) is d + (1 − v) except for the fail transition,
which does not induce any dynamics on the car. States with
d = 0 model a collision and there is no outgoing transition.
The fail event happens at most once in an execution. The
cruise controller relies on the measurement vm of v that we
suppose here never faulty (∀s ∈ S, vm = v) and the mea-
surement dm of d. If the distance sensor is healthy then
dm = d, but if the sensor is failing, the cruise controller
then believes that the distance is actually twice the real dis-
tance (i.e. dm = 2d).

Figure 2 shows part of the cruise controller automaton A
for d ∈ [0, 4]. The role of A is to enable acceleration (event
a), breaking (event br) or cruise (event cr) depending on the
measured distance between cars. For the purpose of this pa-
per we may consider A to be given. Intuitively, as long as
sensor = ok , (1) the distance d is maintained in the inter-
val [1, 4] in order to enable platooning and avoid collision;
(2) once a speed v ≥ 1 is reached, v is maintained in the
interval [1, 3]; and (3) in each state at least one of the events
a, br, cr is enabled. Once a fault event has occurred, the
behavior of the controller in each observed state is similar
to its nominal behavior. Remember, however, that the faulty
distance sensor reports twice the actual distance and that the
decision of allowing cruse or acceleration is taken from the
erroneous distance value.

The observer P is an automaton that accepts all traces in
Σ∗, and enters a distinct sink state if and only if a violation
of the safety property d > 0 is observed, that is, whenever a
trace leads the system to a state (0, v, sensor). An accepting
trace of A‖P is in T (A) and violates the safety property.

All along the paper, we will consider that the system has
produced the log L = a · a · br · a · cr · br accepted by the
automaton L = ex(L) shown in Figure 1.

The question to be answered is: what kind of explana-
tions can we provide about the violation of the safety prop-
erty d > 0 based on the execution log L and the model A?

3 Sub-sequence-based explanations
In this section, we base the explanation of a property viola-
tion on sub-sequences of traces. More specifically, we aim
at retaining in the explanation only the events relevant to the
violation.

A sub-sequence of a sequence of events w ∈ Σ∗ is a se-
quence of events sw ∈ Σ∗ such that there exists a mono-
tone function ψ : [0, |sw| − 1] → [0, |w| − 1] such that
sw = [w(ψ(i))]i∈[0,|sw|−1]. We write u ⊆ v when u is a
sub-sequence of v.

Definition 4 (Sub-sequence based explanations) Given a
behavioural model A, an observer P and a log L, sub-
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Figure 2: The cruise controller automaton A. The axes in-
dicate the speed v (in abscissa) and the actual distance d (in
ordinate). The left part of the automaton represents the be-
haviours when the sensor is correct, i.e. state ok , and the
right part of the automaton represents the behaviours when
the sensor is in failure mode, i.e. state ko, and it transmits
twice the actual distance. The observable events have thick
lines, the unobservable events have dashed lines. The prod-
uct automaton A‖P has the same structure, with the red
states indicating a violation of the safety property d > 0,
i.e., they are the accepting states of A‖P . The numbers in
the states are levels of choice and are detailed in Section 4.

sequence based explanations are the minimal (with respect
to ⊆) traces w such that:

• ∃w′ : w′ is accepted by A‖P‖L and w ⊆ w′, and

• w is accepted by A‖P .

Sub-sequence based explanations are the minimal accept-
ing traces w of the behavioural model that violate the safety
property, and that are sub-sequences of some word w′ of
A that violates the property and is consistent with the log.
Hence, the observable events of w are a sub-sequence of the
log.

We briefly sketch how to construct such sub-sequence-
based explanations. Adding for each transition (s, a, s′)
of A‖P‖L a silent transition (s, τ, s′) and determinizing
the result yields an automaton that accepts exactly the sub-
words w of some word w′ accepted by A‖P‖L. By further
composing the automaton with A‖P we obtain an automa-
ton that accepts exactly the words w satisfying the two con-
ditions of Definition 4. The minimal accepted words are
then the sub-sequence based explanations.

Example 1 An automaton accepting exactly the words w
that satisfy the two conditions of Definition 4 is shown in
Figure 3. Its minimal accepted words coincides in this ex-
ample with the set of all accepted words, which include
(a · a · fail + a · fail · a + fail · a · a) · a · br: after two
acceleration events, the failure of the sensor allows for a
third acceleration to be performed, and the execution ends
with a braking event. Two events of the log, the first brak-
ing (br) and the first cruise (cr) have been removed by this
explanations. The first braking in the log compensates one
of the past accelerations. This means that in the log, one of
the accelerations is not relevant concerning the violation of
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Figure 3: The minimal words accepted by the automaton are
the subsequence-based explanations for the running exam-
ple.

the safety property. The last braking is not relevant either.
At the point of the execution where the last braking is done,
the violation of the safety property is unavoidable within a
finite number of steps.

A shortcoming of sub-sequence based explanations is the
relevance of the events in the explanation. If we have a sys-
tem that systematically performs an initialization then all the
executions will share a common prefix and therefore also the
sub-sequence based explanation. The initialization might
not be related to the violation of the property and the expla-
nation may lack conciseness. In other words, sub-sequence
based explanations may contain events which are not rel-
evant to the violation of the property. Consequently, sub-
sequence based explanations may not be the best way to ex-
plain failures, particularly for large systems.

4 Choice-based explanations
In this section we present choice-based explanations that, as
indicated by the name, rely on a notion of choice. We first
define the notion of level of choice, which is a special case
of the fate and free will layers of [16] in the case where the
set of environment variables is empty. Our notion of choice
state corresponds to the boundaries of layers i > 0.
Definition 5 (Level of choice) Let ξ : S → N ∪ {∞}.

We say that ξ is a level of choice in the automatonA‖P =
(S,Σ, δ, S0, F ) if :

1. ∀s ∈ F, ξ(s) = 0

2. ∀s ∈ S such that s is not co-reachable, ξ(s) =∞
3. ∀s ∈ S \F, if s• 6= ∅ and ∃i ∈ N∪ {∞}, {ξ(s′) | s′ ∈
s•} = {i} then ξ(s) = i. Those states s are called
non-choice states.

4. ∀s ∈ S \ F, if s• 6= ∅ and |{ξ(s′) | s′ ∈ s•}| > 1
then ξ(s) = 1 + min

s′∈s•
(ξ(s′)). Those states s are called

choice states.
5. Maximality: ξ is maximal among the functions fulfill-

ing the preceding conditions.
The executions of the behavioural model A violating the

safety property end in an accepting state, i.e. in a state of F .

The first condition of Definition 5 requires that the level of
choice of accepting states is 0, it means that no choice has to
be done in those states to violate the safety property because
the violation already happened.

The second condition requires the level of choice of the
states that are not co-reachable to be∞; this means that in
those states, no choice can be done to reach a violation.

The third condition requires that, given a state s, if the
level of choice of the successors is uniform, then the level
of choice of s is the same as its successors. Those states are
qualified as non-choice states because the decision about the
out-going transition does not impact the level of choice.

The fourth condition requires that, given a state s, if the
level of choice of the successors is not uniform, then the
level of choice is equal to the increment by one of the lowest
level of choice in the postset s•. Choice states are the coun-
terpart of non-choice states. When the decision about the
outgoing transition impacts the level of choice, this decision
can be made so as to decrease the level of choice. When,
in a state, it is possible to decrease the level of choice by
choosing a transition, it is also possible to increase the level
of choice by 0 or more.

The last condition is required because we do not want
infinite executions with a finite number of choice states.

Example 2 Figure 2 represents A‖P for the cruise con-
troller presented in the case study. The accepting states,
in red, are the ones violating the property because in these
states d = 0. The level of choice is indicated for each state.
We see that level 0 occurs for more states than the accept-
ing states. In those states the violation is inevitable. For
example, in state (3, 3, ko), the sensor is faulty. The sensor
sends the double of the real distance to the cruise controller.
The controller believes that the car is at a distance 6 of the
front car and that applying cr is safe. However, the real
trace is (3, 3, ko)

cr−→ (3, 1, ko) and once in (3, 1, ko), even
breaking cannot avoid to violate the property since it leads
to the state (2, 0, ko). Notice that the level of choice of the
initial state is 3, it means that 3 "bad" choices are needed to
violate the safety property from the initial state.

We propose the following fixpoint algorithm to compute
the levels of choice.

Definition 6 (Computing the level of choice) GivenA‖P =
{S,Σ, δ, S0, F}, we define the sets (Fi,j)N×N∪{∞} as fol-
lows. For any i, j ∈ N ∪ {∞} let

F0,0 = F

Fi,j+1 = Fi,j ∪ {s ∈ •Fi,j | s• ⊆ Fi,j}
Fi,∞ = ∪∞j=1Fi,j

Fi+1,0 = •Fi,∞ \
⋃

0≤k≤i Fk,∞
Let ξa : S → N ∪ {∞} such that ξa(s) = i ⇐⇒ s ∈

Fi,∞, and if ∀i, s /∈ Fi,∞ then ξa(s) =∞.

The sets (Fi,j)N×N∪{∞} can be computed in the lexico-
graphic order on (i, j) with a finite number of steps. The
computation of ξa is given by the sets (Fi,j). If s ∈ Fi,j

then s is in the level of choice i and s is a choice state if
and only if j is 0. To compute ξa, we first compute F0,0

then we compute F0,j using the Fi,j+1 equation until the
fixed point F0,j+1 = F0,j is reached and F0,∞ = F0,j with
the third equation. In level 0, all the states are non-choice
states. For the other levels, we compute by induction on i.
For each level, the first step is to compute the choice states
Fi,0 which are the predecessor of the states of level i − 1



that are not already at some level lower than i. The second
step is to compute the non-choice states by fixed-point iter-
ation like for level 0. The algorithm stops when there are no
more choice states, i.e. Fimax+1,0 = ∅. When the algorithm
stops, all the co-reachable states are in some level Fi,∞.

Theorem 1 (Correctness of the algorithm) The function ξa
is a level of choice as defined in Definition 5.

When an event occurs in a non-choice state it is not rel-
evant to be part of the explanation. A choice transition is
a transition s e−→ s′ of A‖P such that s is a choice state.
Considering the value ξ(s′) − ξ(s), a choice transition can
be interpreted as follows. If ξ(s′) = ξ(s) − 1 the transition
can be seen as an erroneous action that drives the system
closer to the violation. If ξ(s′) = ξ(s) then the transition
can be seen as a delay, it means that the violation is only de-
layed until reaching the next choice state at the same level.
If ξ(s′) > ξ(s) then the transition repairs past erroneous
actions by increasing the level of choice. Those transitions
are relevant to understand the causes of the violation. The
extreme case is when ξ(s′) = ∞, it means that the rest of
the execution is safe. In an execution, the impact of an event
depends on the future events. If there is a loop in the execu-
tion, then the erroneous actions present in the loop are com-
pensated by transitions that increase the levels of choice and
they might not be related to the violation at the end of the ex-
ecution. The following notion characterises the transitions
of an execution that are not compensated.

Definition 7 (Effective choice transitions) Given A||| =

A‖P‖L, a transition s e−→ s′ of an accepting execution ρ
of A||| is a effective choice transition if

∀s′′ ∈ ρ, s < s′′ =⇒ ξ(s′′) < ξ(s)

where s < s′′ means that the state s occurs before the state
s′′ in the execution ρ.

Let δc(A|||) be the set of effective choice transitions for
some accepting execution of A|||.

The effective choice transitions sum up the violation in
the case a of unique execution. They point at the erroneous
actions that are not compensated by some subsequent ac-
tions. An example is given in Figure 4 where the red tran-
sitions are the effective choice transitions. Given a graph ξ
versus the steps of the execution, it is visually easy to iden-
tify the effective choice transitions by computing the maxi-
mum of ξ on the suffix of the execution.

We also want to provide the human operator with a con-
cise representation of alternative safe executions. This is
done by defining safe alternatives.

Definition 8 (Safe alternatives) Given the automata A‖P
and A||| = A‖P‖L, an effective choice transition s e′−→ s′,
and an event e ∈ Σ, the couple (s, e) is a safe alternative
if and only if there exists a state q′ of the automaton A‖P
such that:

• sA‖P
e−→ q′ ∈ A‖P

• ∀s′′ ∈ s•, ξ(q′) > ξ(s′′)

where sA‖P is the associated state of s in A‖P .
Let δalt(A|||) be the set of all safe alternatives.

Safe alternatives are not contained in executions whose
trace is in tr(L). Therefore, there is no transition s e−→ s′′′

in A|||. This condition is ensured by the condition ∀s′′ ∈
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Figure 4: Level of choice versus steps of execution for the
trace (0, 2, ok)

a−→ (1, 3, ok)
a−→ (2, 3, ok)

br−→ (1, 2, ok)
a−→

(2, 2, ok)
fail−−→ (2, 2, ko)

cr−→ (2, 1, ko)
br−→ (1, 0, ko)

0 1 2 v

0

1

2

3

d

0 1 2 v

3 3

3

0

0

2 1

2

a

a

cr

a

br

fail

br cr
br

br

Figure 5: A‖P‖L′ For the log L′ = a ·a ·br ·a ·fail ·cr ·br.
The level of choice is written in the states. In this case fail
is observable.

s•, ξ(q′) > ξ(s′′). If there is a transition s
e−→ s′′′ then

s′′′A‖P = q′ and ∀s′′ ∈ s•, ξ(q′) > ξ(s′′) does not hold be-
cause ξ(q′) = ξ(s′′′). In an execution violating the safety
property, taking a safe alternative instead of an effective
choice transition creates an alternative execution, prefix of a
safe execution.

Definition 9 (Effective choice explanation) Given a log L,
a behavioural model A and an observer P , let A||| =

A‖P‖L = (S,Σ, δ, s0, F ). Let δnde = {(s, σ, sink) |
(s, σ) ∈ δalt(A|||)} ∪ δc(A|||) ∪ {(s, τ, s′) | ∃σ ∈
Σ, (s, σ, s′) ∈ δ \δc(A|||)}, where sink is a fresh sink state.
We define And

e = {S ∪ {sink},Σ, δnde , s0, F} as the non-
deterministic automaton where the labels of all transitions
that are not effective choice transitions have been replaced
with τ .

The effective choice explanation is the automaton Ae =
(S′,Σ, δe, s

′
0, F

′) obtained by determinization of And
e

where S′ ⊂ 2S , s′0 ∈ S′ and F ′ ⊂ S′.
In the case the system is fully observable, tr(L) is a sin-

gleton. Then, only a unique execution is to be considered to
compute effective choice transitions.

Example 3 Suppose that all events of our running example
are observable. As a log, we takeL′ = a·a·br·a·fail·cr·br
and L′ = ex(L′). We have {L′} = tr(L′). Figure 5
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Figure 6: Effective choice explanation Ae for the fully ob-
servable system A, the observer P and the log L′ as de-
scribed in the example 3.

shows A‖P‖L. As expected, there is only one accepted
trace and it violates the safety property. We have added
safe alternatives in green and computed effective choice
transitions for the only execution. The first 3 transitions
(0, 2, ok)

a−→ (1, 3, ok)
a−→ (2, 3, ok)

br−→ (1, 2, ok) lead to
the state (1, 2, ok) which has the same level of choice as the
initial state. The reason is that the event br repairs past er-
roneous actions, there is a compensation and those states
are not directly related to the violation. For the last tran-
sition in black (2, 1, ko)

br−→ (1, 0, ko) the state (2, 1, ko)
is already in the level of choice 0, it means that the viola-
tion is unavoidable. To compute the effective choice expla-
nation, we replace the labels of these transitions drawn in
black with τ . These transitions are not causally relevant for
the violation of the safety property. With the determiniza-
tion we obtain the effective choice explanation in Figure 6.
In this automaton, the transitions in black are the effective
choice transitions and the transitions in green are the safe
alternatives (where the sink state is not shown). We can in-
terpret this explanation: there is an acceleration in a state
of choice at level 3 then a failure of the sensor that allows
a cruise event which leads to a state where the violation of
the safety property is unavoidable. The violation could have
been avoided if instead of the first acceleration there had
been a cruise event, or instead of the failure of the sensor
there had been a braking or instead of the cruise event there
had been a braking.

In the case the system is partially observable, there are
different executions consistent with the log L, i.e. tr(L) is
not a singleton. We compose the explanations of each possi-
ble execution by considering all the effective choice transi-
tions for every accepting execution as defined in Definition
7 to form the explanation.

Example 4 Let us return to the running example with par-
tial observability as defined in the case study. Figure 7
shows A‖P‖L. We have added safe alternatives in green
and computed effective choice transitions for all accepting
executions. Each one of those executions is consistent with
the behavioural model A and with the log L. To compute
the effective choice explanation, we change the transitions
in black into τ -transitions, exactly like in the previous ex-
ample. After determinization we obtain the effective choice
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Figure 7: A‖P‖L with the log L = a · a · br · a · cr · br,
effective choice transitions in red, safe alternatives in green,
the sink node is not represented.
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Figure 8: Effective choice explanation Ae for the partial
observable system A, the observer P and the log L as de-
scribed in Example 4.

explanation in Figure 8. Contrary to the fully observable
case, we have branching here. We can interpret this expla-
nation as follows: there are 3 stages entailing the violation.
In the first two stages, the acceleration and the failure of the
sensor can occur in any order. Those two events lead to a
state where the regulator wrongly enabled the cruise event
cr. The last stage is the cr event that makes the violation
unavoidable. In each non accepting state, the transitions of
the safe alternatives explain how the violation could have
been avoided.

5 Related work
The present work is closely related to the fault diagnosis
problem in DES initially defined in [20]. In this semi-
nal work, the system is represented as an automaton that
explicitly represents the normal and abnormal behaviours.
In particular, a system run is abnormal as soon as it con-
tains an unobservable fault event. The fault diagnosis prob-
lem then consists in determining the set of fault events that
can have happened in the partially observable runs that are
consistent with the given log L. In the original fault di-
agnosis problem, there is no attempt to actually provide
any kind of detailed explanation of the fault, the only re-



lationship between the diagnosed fault and the observation
is the consistency with the model. On the other hand, sev-
eral other approaches aim at fully reconstructing the com-
plete set of runs that are consistent with the observations [2;
19] without any attempt to synthesize any more concise ex-
planations of the faults. Fault diagnosis has then been ex-
tended to diagnose more complex behaviours, similar to our
property violations, that are called either logic specifications
in [21] or event patterns in [15; 10] but still the returned re-
sult is only the set of possible patterns that have occurred
that are consistent with the observations. More recently, the
work in [5] aims at providing to a human operator an in-
terpretable explanation of the diagnosed fault as a subset of
the observations/logs L called critical observations. Like
choice-based explanations, critical observations can be rep-
resented as an automaton, but they only gather observable
events. Critical observations then ensure that, whatever the
full log L is, and as soon as L contains the critical observa-
tion, the diagnosis candidate F (set of fault events) remains
the same (L is a sufficient condition for the fault diagnosis
F ). The present work follows the same principle that is to
provide to a human operator an interpretable explanation for
the violation of a given partially observable property, how-
ever, we propose explanations that are not necessarily fully
observable but still interpretable with the help of the avail-
able model of the system.

Our proposal for generating explanations is also related
to the reveals relation in a DES as defined in [11]. An
event e reveals an event e′ if e′ occurs in any run of the
system where e occurs: the occurrence of e is then a suf-
ficient condition for the occurrence of e′. More gener-
ally speaking, explanation is a notion that is intrinsic to
abductive diagnosis problems as logically defined in [6;
4] and more recently in [17]. In an abductive diagnosis prob-
lem, the purpose is to explain a set of symptomatic observa-
tions OBSS ⊆ L by fault modes M in the system usually
represented by abducible predicates. Here the relationship
between the explanation and the observation is logical en-
tailment (|=) that is stronger than simple consistency. This
means that there might be no diagnosis candidate (so no ex-
planation) for a given OBSS . Our proposal does not rely
on symptomatic observations as in abductive diagnosis but
on the violation of a partially observable property. If this
violation generates a characteristic set of observations, then
this set could be considered as symptomatic.

Several authors have proposed a construction of explana-
tions for the satisfaction of a property P by an execution
trace based on sub-sequences of the trace that are sufficient
to entail P , such as explanatory diagnoses in the Situation
Calculus [18] and causal compression in rule-based rewrit-
ing systems [7]. Our definition of subsequence-based ex-
planations is similar to the NESS test (“necessary element
of a sufficient set”) in law [14] as it identifies minimal sub-
sequences that are sufficient to entail the property violation.
However, subsequence-based explanations do not convey
any information about the outcome produced by alternative
branches in a non-deterministic system. This issue is ad-
dressed by choice-based explanations.

Our definition of effective choices is inspired by [16],
which leverages game theory to explain counterexample
traces from model-checking by exhibiting the portions of
the trace in which the system could have avoided the vio-
lation of an expected property no matter how the environ-

ment behaves. However, our approach disregards events
that are “compensated” by other events later in the trace,
hence yielding a more concise explanation. A similar idea of
highlighting choice states in which the execution could have
taken a different outcome is followed in [1], but without
the fixpoint construction of [16] and in our approach, early
faults that contribute to the system failure may be discarded
from the explanation there. In contrast to our approach, [16;
1] assume full observability.

Counterfactual causation has been studied in many dis-
ciplines as a precise assessment of individual causes that
contribute to bring about an effect. The influential defi-
nition of actual causality on a structural equations model
(SEM) [12] has subsequently been adapted to enable rea-
soning about system dynamics. For instance, [3] defines
causality for partially ordered sets of events. Again, these
approaches assume full observability.

6 Conclusion
We have presented two constructions of explanations that
are able to cope with partial observability of events. The
first is based on minimal sub-sequences of the traces of
the log that entail a violation of the property. The sec-
ond approach is based on a construction of layers similar
to [16], in which the explanation is constructed from the
choices that definitely move the system closer to the vio-
lation of the property. Both approaches are complemen-
tary: while subsequence-based explanations are well suited
to “condense” the execution trace in sequential portions of
the model but are prone to keep non-pertinent parts such as
initialisation sequences in the explanation, effective choice
explanations highlight the “fateful” choices in an execution,
as well as alternative events that would have helped avoid
the outcome. Effective choice explanations are therefore
able to explain failures stemming from non-deterministic
choices, such as concurrency bugs.

In this work we have focused on defining explanations in
terms of behaviors over events. In future work we intend
to study the use of information from states such as valua-
tions of variables (or abstractions thereof) to convey addi-
tional information in the explanations. The development of
algorithms for efficient and/or on-the-fly construction of ex-
planations is also left for future work. More fundamentally,
we are interested in developing a principled approach in the
spirit of [9] to construct definitions of explanations based on
a set of formal requirements.
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