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Abstract—In this letter, we study the problem of parametric modeling of network-structured signals with graph filters. Unlike the popular polynomial graph filters, which are based on a single graph shift operator, we consider convex combinations of graph shift operators particularly adapted to directed graphs. As the resulting modeling problem is not convex, we reformulate it as a convex optimization problem which can be solved efficiently. Experiments on real-world data structured by undirected and directed graphs are conducted. The results show the effectiveness of this method compared to other methods reported in the literature.
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I. INTRODUCTION

GRAPH signal processing (GSP) is a new mathematical tool dedicated to signals with irregular structures which has recently attracted growing research interest [1]–[4]. A key ingredient of GSP is the graph shift operator, which accounts for the topology of the graph in the vertex domain. It also provides a basis for the graph-Fourier transform, and allows to analyze graph signals in the frequency domain. Most operations on graph signals, e.g., filtering and sampling, rely on graph shift operators.

The Laplacian matrix and the adjacency matrix are typical choices of graph shift operators for undirected graphs [1] or directed graphs [5]. There is, however, no consensus about which one is the most appropriate according to an application. For instance, in [6], the authors introduce an isometric graph shift operator for stationary graph signals. In [7], the authors define a set of shift operators that preserve the energy content of graph signals in the frequency domain. The authors in [8] define an extension of the symmetric Laplacian matrix for directed graphs. Methods of constructing graph-Fourier type bases on directed graphs have also been proposed by means of minimizing the Lovász extension of the graph cut size [9], or minimizing the spectral dispersion function [10]. The authors in [11]–[13] propose to use the random walk operator as a shift operator for directed graphs. They show in [12], [13] how a combination of two operators (here the random walk and the time reversed random walk) can perform better than a single shift operator, yet the combination has not been formulated so as to lead to a convex combination problem.

In this work, we consider generally the design of polynomial graph filters that consist of a combination of shift operators to model graph signals. This, however, gives rise to a challenging non-convex optimization problem. We address this issue by relaxing the original problem and reformulating it as a convex one. The new model has extra degrees of freedom that lead to better modeling performance. This paper is organized as follows. In Section II, we give some necessary preliminaries on graph signal processing and formulate the modeling problem. We relax this problem and introduce its convex counterpart in Section III. The algorithm is also provided in this section. Numerical results are reported in Section IV. We conclude this work in Section V.

Notation: We use normal font letters to denote scalars, boldface lowercase letters to denote column vectors, and boldface uppercase letters to denote matrices. The ℓ-th column of a matrix \( M \) is denoted by \( [M]_\ell \). We use \( \text{diag}(\cdot) \) to denote the diagonal matrix with entries \( d_1, \ldots, d_N \). Operator \( \text{col}(\cdot) \) stacks the column vector entries on top of each other. Operator \( \lambda_{\max}(\cdot) \) represents the maximum eigenvalue of its matrix argument.

II. PARAMETRIC MODELING VIA GRAPH FILTERS

Let \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) denote a graph with a set \( \mathcal{V} \) of \( N \) vertices and a set \( \mathcal{E} \) of edges such that \( \{k, \ell\} \in \mathcal{E} \) if vertices \( k \) and \( \ell \) are connected. A graph \( \mathcal{G} \) can be represented by its adjacency matrix \( W \in \mathbb{R}^{N \times N} \) whose \( (k, \ell) \)-th entry \( w_{k\ell} \) assigns a weight to the relation between vertices \( k \) and \( \ell \) such that \( w_{k\ell} > 0 \), if \( \{k, \ell\} \in \mathcal{E} \), and \( w_{k\ell} = 0 \), otherwise. (1)

We define the diagonal degree matrix \( D = \text{diag}(d_1, \ldots, d_N) \) whose \( k \)-th diagonal entry is the sum of the \( k \)-th row of \( W \), i.e., \( d_k = \sum_{\ell=1}^{N} w_{k\ell} \) for all \( k = 1, \ldots, N \). The combinatorial Laplacian matrix is defined as \( L \triangleq D - W \). For an undirected graph, \( L \) is a symmetric positive semi-definite matrix. The normalized Laplacian matrix is given by \( L_{\text{norm}} = D^{-\frac{1}{2}}L D^{-\frac{1}{2}} \). For a directed graph, the random walk operator is an \( N \times N \) probability transition matrix defined as \( P = D^{-1}W \). If the random walk is irreducible, it has a unique stationary distribution \( \pi \) that satisfies \( \pi P = \pi \). Its time reversed ergodic random walk is given by \( P^* = \Pi^{-1}P^\top \Pi \), where \( \Pi = \text{diag}(\pi_1, \ldots, \pi_N) \).
A graph shift operator $S$ is defined as an $N \times N$ matrix which captures the graph topology such that its entries satisfy:

$$s_{k\ell} > 0, \text{ if } \{k, \ell\} \in \mathcal{E} \text{ or } k = \ell, \text{ and } s_{k\ell} = 0, \text{ otherwise.} \quad (2)$$

In that sense, any matrix which satisfies condition (2) can be used as a graph shift operator. This property of locality allows a distributed implementation [14]–[16]. There are, however, other types of shift operators which do not satisfy (2); See, e.g., the isometric operator in [6]. Given a graph shift operator $S$, we can define a linear shift-invariant graph filter as follows:

$$H \triangleq \sum_{\ell=0}^{L-1} h_\ell S^\ell$$

with $h_\ell \in \mathbb{R}$ the filter coefficients. Consider a graph signal defined as $x = [x_1, \ldots, x_N]^\top \in \mathbb{R}^N$ where $x_k$ is the signal sample at vertex $k$. The filtering process can be expressed as:

$$y = Hx = \sum_{\ell=0}^{L-1} h_\ell S^\ell x = Mh,$$  \hspace{2cm} (4)

with $h = \text{col}\{h_\ell\}_{\ell=0}^{L-1}$, $y$ the $N \times 1$ output vector, and $M$ the $N \times L$ matrix whose $\ell$-th column is given by $[M]_{\cdot, \ell} = S^{\ell-1} x$.

We consider a graph where each vertex $k$ has access to a measurement $y_k$ and a regression data $x_k$, assumed to be related by the linear model:

$$y = Hx + e = Mh + e \quad \text{for some unknown } N \times 1 \text{ vector } h, \text{ where } e \text{ denotes an i.i.d. zero-mean Gaussian noise. The model parameters } h \text{ can be learned by minimizing the following cost function:}$$

$$J(h) = \|y - Mh\|^2 = \sum_{k=1}^{N} (y_k - h^\top m_k)^2$$ \hspace{2cm} (6)

with $m_k$ the $k$-th row vector of $M$. As there is no rule on how to choose operator $S$, some recent studies have investigated combinations of two shift operators [11], [12]. Following the same strategy in this letter, we consider convex combinations of shift operators:

$$S = \alpha S_1 + (1 - \alpha) S_2$$ \hspace{2cm} (7)

where $\alpha \in (0, 1)$ is a combination factor to estimate while minimizing (6). Possible choices for $S_1$ and $S_2$ are, e.g., the adjacency $W$ and the Laplacian $L$ matrices for undirected graphs, the random walk matrix $P$ and its time reversed counterpart $P^*$ for directed graphs. In particular, when $S = \frac{P + P^*}{2}$, the random walk is reversible. Substituting (7) into (4)-(6) leads to:

$$J(h, \alpha) = \|y - \sum_{\ell=0}^{L-1} h_\ell [\alpha S_1 + (1 - \alpha) S_2]^\ell x\|^2$$ \hspace{2cm} (8)

which is not jointly convex with respect to $\alpha$ and $h$. To address this issue, we observe that $\alpha^\ell$ exponentially decreases to zero as $\ell$ increases since $\alpha \in (0, 1)$. Neglecting the higher orders of $\alpha$, cost (8) can be reasonably approximated by:

$$J'(h, \alpha) = \|y - \left[\sum_{\ell=0}^{L-1} h_\ell S_1^\ell + (1 - \alpha) \sum_{\ell=0}^{L-1} h_\ell S_2^\ell\right] x\|^2$$ \hspace{2cm} (9)

where the convex combination of the graph shift operators $S_1$ and $S_2$ has been replaced by a convex combination of two graph filters, say, $H_1 = \sum_{\ell=0}^{L-1} h_1 S_1^\ell$ and $H_2 = \sum_{\ell=0}^{L-1} h_2 S_2^\ell$. Cost function (9) is still not jointly convex w.r.t. $\alpha$ and $h$ since it is a function of $\alpha h$. In the next section, we shall reformulate the optimization problem into a convex one which can be efficiently addressed.

### III. Jointly Estimating Graph Filters Coefficients and the Combination Coefficient

Before proceeding with (9), for clarity, we begin with (6) where we introduce an $\ell_2$-regularization term as follows:

$$J_{\text{reg}}(h) = \frac{1}{2} \|h\|^2 + \frac{1}{2\mu} \sum_{k=1}^{N} (y_k - h^\top m_k)^2$$ \hspace{2cm} (10)

with $\mu$ a small positive value to control the trade-off between the regularization and the fitting terms. The optimum $h^*$ can be obtained by solving the following optimization problem:

$$h^* = \arg \min_{h \in \mathbb{R}^L} \frac{1}{2} \|h\|^2 + \frac{1}{2\mu} \sum_{k=1}^{N} e_k^2$$ \hspace{2cm} (11)

subject to $e_k = y_k - h^\top m_k, \quad k \in \{1, \ldots, N\}$.

The dual problem can be derived by introducing Lagrange multipliers $\lambda_k$ as follows:

$$\mathcal{L}(h, e, \lambda) = \frac{1}{2} \|h\|^2 + \frac{1}{2\mu} \sum_{k=1}^{N} e_k^2 - \sum_{k=1}^{N} \lambda_k (e_k - y_k + h^\top m_k).$$ \hspace{2cm} (12)

The optimality conditions w.r.t. the primal variables lead to:

$$\begin{align*}
    h^* &= \sum_{k=1}^{N} \lambda_k^* m_k \\
    e_k^* &= \mu \lambda_k^*
\end{align*}$$ \hspace{2cm} (13)

where the dual variables are estimated by solving:

$$\lambda^* = \arg \max_{\lambda \in \mathbb{R}^N} -\frac{1}{2} \lambda^\top (MM^\top + \mu I) \lambda + \lambda^\top y$$ \hspace{2cm} (14)

which is a quadratic programming (QP) problem. We consider now the cost function in (9). Graph filters $H_1$ and $H_2$ are coupled through the filter coefficients $h$ and $\alpha$. We relax this coupling by considering the following combination:

$$H_c \triangleq \sum_{\ell=0}^{L-1} (h_{1,\ell} S_1^\ell + h_{2,\ell} S_2^\ell).$$ \hspace{2cm} (15)

We shall use $h_1 = \text{col}\{h_{1,\ell}\}_{\ell=0}^{L-1}$ and $h_2 = \text{col}\{h_{2,\ell}\}_{\ell=0}^{L-1}$ to denote the corresponding filters coefficients.

The linear model (5) can be rewritten as:

$$y = M_1 h_1 + M_2 h_2 + e$$ \hspace{2cm} (16)

where $[M_1]_{\cdot, \ell} = S_1^{\ell-1} x$, $[M_2]_{\cdot, \ell} = S_2^{\ell-1} x$, respectively. We shall further use $m_{1,k}$ and $m_{2,k}$ to denote the $k$-th row vectors of $M_1$ and $M_2$, respectively. This reformulation allows to decouple filters $H_1$ and $H_2$, and to introduce extra degrees of freedom. In order to balance their respective contributions,
we propose to consider the following optimization problem inherited from the multi-kernel learning literature [17]–[19]:

\[ h_1^*, h_2^*, \alpha^* = \arg\min_{h_1, h_2, \alpha} \left\{ \frac{1}{2} \left( \frac{\|h_1\|^2}{\alpha} + \frac{\|h_2\|^2}{1 - \alpha} \right) + \frac{1}{2\mu} \sum_{k=1}^{N} e_k^2 \right\} \]

subject to:

\[ e_k = y_k - h_1^T m_{1,k} - h_2^T m_{2,k}, \quad k \in \{1, \ldots, N\} \]

\[ 0 < \alpha < 1, \]

where \( \alpha \) allows to adjust the balance between \( h_1 \) and \( h_2 \) via their norms. Indeed, the solution of problem (17) tends to that of problem (10) with \( h_2 \) (resp., \( h_1 \)) as \( \alpha \) tends to 0 (resp., 1). Note that function \( \|h\|^2 / \alpha \), called the perspective function, is jointly convex w.r.t. \( h \) and \( \alpha \) [20]. It follows that problem (17) is convex w.r.t. \( h_1, h_2 \) and \( \alpha \).

In order to solve problem (17), we consider the following constrained optimization problem:

\[ \min_{\alpha} J(\alpha) \quad \text{subject to} \quad 0 < \alpha < 1 \]  

(18)

where \( J(\alpha) \) is given by (19). Problem (18) is an optimization problem that is jointly convex w.r.t. \( \alpha, h_1, h_2 \). It can be solved with a two-step procedure w.r.t \( h_1, h_2 \) and \( \alpha \) successively.

A. Solving w.r.t. \( h_1, h_2 \)

The Lagrangian of problem (19) can be written as:

\[ \mathcal{L}' = \frac{1}{2} \left( \frac{1}{\alpha} \|h_1\|^2 + \frac{1}{1 - \alpha} \|h_2\|^2 \right) + \frac{1}{2\mu} \sum_{k=1}^{N} e_k^2 \]

\[- \sum_{k=1}^{N} \lambda_k \left( e_k - y_k + h_1^T m_{1,k} + h_2^T m_{2,k} \right). \]

The optimality conditions for \( \mathcal{L}' \) w.r.t. the primal variables are:

\[ \begin{align*}
  h_1^* &= \alpha \sum_{k=1}^{N} \lambda_k^* m_{1,k} \\
  h_2^* &= (1 - \alpha) \sum_{k=1}^{N} \lambda_k^* m_{2,k} \\
  e_k^* &= \mu \lambda_k^* 
\end{align*} \]

(21)

Note that coefficients \( h_1^* \) and \( h_2^* \) are coupled through \( \alpha \) in the dual domain. Substituting (21) into (20) yields:

\[ \lambda^* = \arg\max_{\lambda \in \mathbb{R}^N} \frac{1}{2} \lambda^T (R_\alpha + \mu I) \lambda + \lambda^T y \]

with \( R_\alpha = \alpha M_1 M_1^T + (1 - \alpha) M_2 M_2^T \).

Problem (22) is a QP problem which can be efficiently solved. Given \( \lambda^* \), coefficients \( h_1^* \) and \( h_2^* \) can be computed with (21).

B. Solving w.r.t. \( \alpha \)

First, note that function:

\[ f_{p,q}(\alpha) = \frac{p}{\alpha} + \frac{q}{1 - \alpha} \]

is convex over \( 0 < \alpha < 1 \). It can be checked that its optimum is given by:

\[ \alpha^* = (1 + \sqrt{q/p})^{-1}. \]

Then, considering (19), and substituting \( h_1^*, h_2^* \) from (21) in (23), the optimum value \( \alpha_i^* \) at iteration \( i \) is provided by:

\[ \alpha_i^* = \left( 1 + \frac{1 - \alpha_{i-1}}{\alpha_{i-1}} \right)^{-1} \]

(24)

where \( \alpha_{i-1}^* \) is the optimum value obtained from the previous iteration. The algorithm can be stopped based on Karush-Kuhn-Tucker conditions, or the duality gap equals to zero. In practice, a numerical error tolerance can be specified by the user. The whole optimization procedure is summarized in Algorithm 1.

Algorithm 1

Input: \( x, y, S_1, S_2, L \).

Initialize: randomly choose \( 0 < \alpha_{-1} < 1 \), compute \( M_1, M_2 \).

Repeat:

1: solve (22) with a generic QP solver to get \( \lambda^* \)
2: update \( \alpha_i^* \) by using (25).

Until: stopping condition is satisfied.

Output: \( h_1^*, h_2^*, \alpha^* \).

IV. NUMERICAL RESULTS

We shall now present a performance comparison of our approach and other methods reported in the literature. We tested graph filter models (4), (8), (9) and (17) for modelling real-world data. We considered the Molène temperature data set of hourly weather observations collected during January 2014 in Brittany (France) [21] for undirected graphs, and the undirected graph filter models (4), (8), (9) and (17) for modelling real-world data. We considered the Molène temperature data set of hourly weather observations collected during January 2014 in Brittany (France) [21] for undirected graphs, and the undirected graph filter models (4), (8), (9) and (17) for modelling real-world data. We considered the Molène temperature data set of hourly weather observations collected during January 2014 in Brittany (France) [21] for undirected graphs, and the undirected graph filter models (4), (8), (9) and (17) for modelling real-world data. We considered the Molène temperature data set of hourly weather observations collected during January 2014 in Brittany (France) [21] for undirected graphs, and the undirected graph filter models (4), (8), (9) and (17) for modelling real-world data. We considered the Molène temperature data set of hourly weather observations collected during January 2014 in Brittany (France) [21] for undirected graphs, and the undirected graph filter models (4), (8), (9) and (17) for modelling real-world data. We considered the Molène temperature data set of hourly weather observations collected during January 2014 in Brittany (France) [21] for undirected graphs, and the undirected graph filter models (4), (8), (9) and (17) for modelling real-world data. We considered the Molène temperature data set of hourly weather observations collected during January 2014 in Brittany (France) [21] for undirected graphs, and the undirected graph filter models (4), (8), (9) and (17) for modelling real-world data.
graph filters \( \hat{H} \) based on models (4), (8), (9) and (17). Here \( y \) is the original graph signals, and \( x \) is the random sampling of \( y \). We use \( p \) to denote the proportion of known signals. The reconstruction error is defined as:

\[
\text{error} = \frac{\| \hat{H}x - y \|^2}{\| y \|^2}.
\]

Figures 1 and 2 depict the reconstruction error for different proportions of known temperatures within Case 1 and Case 2, respectively. In Case 1, we observe in Figure 1 that the combination models (8) and (9) performed better than filters based on single matrix. In Case 2, the combination models (8) and (9) performed as well as the filter based on \( L_{\text{norm}} \), which means that the optimal \( \alpha \) in that case was close to 0. However, it can be observed that the proposed algorithm achieved the best performance in both cases.

**Directed graph:** The political blogs data set consists of 1224 blogs where each blog is either conservative, and labeled as +1, or liberal, and labeled as −1. This data set can be represented by a directed graph where vertices represent blogs, and a directed edge is considered to be present from vertex \( i \) to vertex \( j \) if there is a hyperlink from blog \( i \) to \( j \). We consider a strongly connected part of this graph composed of 793 blogs, in which 351 are liberal and the remaining conservative. After learning the filter model \( \hat{H} \), the reconstructed labels resulting from a random sampling \( x \) were given by \( \hat{y} = \text{sgn}(\hat{H}x) \). Figure 3 reports the reconstruction accuracy for different proportions of known labels. The results are based on 100 realizations of random sampling for each proportion. Observe that the combination models performed better than the filters based on \( W_{\text{norm}} \) or random walk \( P \), and the proposed model (17) performed slightly better than the two other combinations. In terms of computational cost, we compared the running times for designing the different combination models on MATLAB R2018a with Intel Core i5-8500 @ 3.00GHz and 8G RAM. Table II reports the averaged CPU time for a single learning.

![Fig. 1: Reconstruction errors for different proportions of known temperatures: Case 1.](image)

![Fig. 2: Reconstruction errors for different proportions of known temperatures: Case 2.](image)

![Fig. 3: Reconstruction accuracy for different proportions of known labels.](image)

**TABLE I: Shift operators used in the experiments.**

<table>
<thead>
<tr>
<th>Graph type</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undirected, Case 1</td>
<td>( W_{\text{norm}} )</td>
<td>( L_{\text{norm}} )</td>
</tr>
<tr>
<td>Undirected, Case 2</td>
<td>( I - W_{\text{norm}} )</td>
<td>( L_{\text{norm}} )</td>
</tr>
<tr>
<td>Directed</td>
<td>( P )</td>
<td>( P^* )</td>
</tr>
</tbody>
</table>

**TABLE II: Averaged CPU time for different models.**

<table>
<thead>
<tr>
<th>Model</th>
<th>CPU time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>model (8)</td>
<td>2.6763</td>
</tr>
<tr>
<td>model (9)</td>
<td>5.6016</td>
</tr>
<tr>
<td>model (17)</td>
<td>0.7562</td>
</tr>
</tbody>
</table>

**V. CONCLUSION**

In this work, we investigated different models for combining graph filters. In particular, we introduced a convex combination of graph filters. We formulated the corresponding modeling problem as a convex optimization problem and derived a two-step optimization procedure in the dual domain. Numerical results on real-world data, for undirected and directed graphs, demonstrated the efficiency and robustness of the proposed method compared with models and methods reported in the literature. These experiments also showed that designing combinations of graph filters with the proposed algorithm is significantly more computationally efficient.
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