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Abstract. Managing information security risks in an organisation is one of the 

most important tasks an organisation has. Unfortunately, due to the complexity 

of most organisational systems, identifying information security risks can be dif-

ficult. One way to identify possible risks in an organisation is to make use of 

Social Network Analysis (SNA). While they can be used to identify risks, the 

metrics calculated using SNA are often numerous and daunting to managers un-

familiar with SNA. Furthermore, as the data in this form tend to be uncomfortable 

to process, educating managers about risks in their organisation can be quite dif-

ficult. Also, as these metrics often require quantitative processing in order to be 

useful, SNA on its own is not always an attractive method to use to identify risks 

in an organisation. In this paper the use of self-organising maps to identify pos-

sible information security risks in an organisation is investigated. Risk data were 

obtained from an organisation that deals in risk management, which were used to 

build a social network. A number of metrics associated with risk were calculated 

from the network, and these metrics were used to cluster the various entities using 

a self-organising map. Certain entities that pose a possible information security 

risk were identified. The results suggest that it may be viable to use self-organis-

ing maps, in concord with SNA, to more easily identify risks in an organisation 

using visual methods. 

 

Keywords: Self-Organising Maps · Social Network Analysis · Information Se-

curity. 

1 Introduction 

Information security risk management is one of the most crucial parts of information 

security and should be one of the most important actions taken by organisations [1]. 

Unfortunately, due to the relative complexity of most organisational systems, identify-

ing information security risks that are inherent to people using the systems, and making 

managers aware of them, is often quite difficult. One of the methods proposed in recent 

years to address such risks involve the use of Social Network Analysis (SNA) [2-4]. 
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SNA is a method that can be used to evaluate an organisation, for instance a community 

or business, in such a way that social interactions can be studied quantitatively, rather 

than qualitatively [5]. It does however have a significant drawback in that large net-

works, when visualised, may have so many nodes and arcs that the network is visually 

incomprehensible. In order to address this drawback, a number of studies have em-

ployed techniques that alter significant nodes and edges of a visualised network in order 

to draw attention to certain aspects. Some of these techniques include differentiating 

the colour of nodes and edges [6], using differing sized nodes to correspond to certain 

metrics [7], and using labels of various sizes [3]. A somewhat more novel technique 

makes use of Self Organising Maps (SOMs) to directly visualise network data [8]. A 

SOM is an effective technique that can be used not only to visualise high-dimensional 

data, but to visualise it in such a way that the result can act as both a similarity graph 

and a clustering diagram [9]. The SOM technique can be used to identify similar nodes 

within a social network, even in the presence of seemingly contradicting attributes, and 

present this data in a way that managers are quickly informed of risks in the network. 

SOMs have also been used in information security research to propose improvements 

to  intrusion detection methods [10], and as a method for analysing information security 

behavioural data [11, 12]. While the approach suggested by Boulet, Jouve, Rossi and 

Villa [8] does allow for social networks to be visualised as SOMs, it has a shortcoming 

in that the SOMs generated can not necessarily be used in a way that is relevant to the 

process of identifying possible information security risks. This is mainly as a result of 

the fact that, in order to identify risks within a social network, a number of metrics 

calculated from the network data is used rather than the raw data itself.  

In this paper the feasibility of using existing SOM techniques to inform managers of 

possible risks in an organisation is discussed. The value of such an application is two-

fold; firstly, by using a visualisation method that reduces the amount of data that is 

visualised, the often confusing graphs produced by traditional SNA visualisation tech-

niques can be replaced with SOMs that are easier to process graphically. Furthermore, 

as SOM algorithms produce maps that naturally display data of interest, analysis and 

evaluation of the data should no longer require the visualisation results to be adapted 

(node enlargement, colouration, etc.) in order to be meaningful. Secondly, as SOMs 

organise similar data into clusters, their application should make it easier to inform a 

manager of groups of similar at-risk entities. This is thanks to the clustering done by 

the SOM algorithms, as, due to the relationship between certain SNA metrics and the 

CIA triad (Confidentiality, Integrity and Availability), as will be discussed in Section 

2, clustering the nodes according to these metrics allows an evaluator to quickly identify 

similar problematic nodes. Furthermore, because the SOM algorithm uses the calcu-

lated SNA metrics as attributes to determine the clusters, the clusters themselves can 

be used to infer similarities that may not be readily transparent from the available data. 

Another advantage is that managers can be informed and educated of possible risks in 

an organisation early on, which may aid in developing effective awareness, education, 

and training programs. The graphical nature of SOM may also make it a useful tool for 

training inexperienced risk managers, and can potentially aid in identifying standard 

trends and patterns.  



In the remainder of the article the background, research methodology, and results, 

will be discussed respectively. The background discussion will focus on SNA in the 

context of information security, as well as SOMs. The discussion of the method will 

focus on both the application of the techniques, and the data collection phase. The paper 

will then conclude with a discussion of the results and implications. 

2 Background 

The primary theme of this paper is the use of Social Network Analysis (SNA) metrics 

as inputs for a Self-Organising Map (SOM), which should aid in evaluating risk in an 

organisation. In order to demonstrate how this can be done, five SNA metrics will be 

discussed briefly. While there are dozens of SNA metrics that can potentially be used, 

the five discussed here were chosen based on their established relationships with risk 

in the literature. The section will start with a description of SOMs, followed by the 

evaluation of the selected SNA metrics in relation to risk. 

2.1 Self-Organising Maps (SOM) 

The self-organising map (SOM) is a neural network technique that can be used to vis-

ualise and evaluate high-dimensional data [13]. The SOM technique uses given data to 

produce a self-organising neural network wherein the data points are clustered into 

topographical regions [14]. This visualisation technique has a wide range of known 

applications, from evaluating comparable biological adaptations [15] and improving 

optimisation algorithms [16, 17], to clustering data for problem-solving purposes [14, 

18]. One of the greatest advantages SOM has over other high-dimension visualisation 

techniques is that it produces a two-dimensional topographical map that can be evalu-

ated and interpreted without any special knowledge or skills. In addition to clustering 

known data points, depending on the data, the technique can also be used in vector 

quantisation, and as a regression modelling technique [13]. All these methods can ar-

guably be used to obtain valuable information about data, but in the context of this 

paper only the clustering function of SOM will be considered. The algorithm for devel-

oping a SOM [19] is shown below. 

 
Input: Dataset N 

Output: A topographical map M containing the data from N, sorted into topographical areas 
 

Variables: 

𝑤𝑖𝑗 – Weight vector describing topographical area 𝑖𝑗; either randomised or defined at start       

𝑥 – An input vector contained in N  

𝛼 – Learning rate that is a slowly decreasing function of time    
 

1. while Stop condition is false 

2.     For each 𝑥 in N 

3.         For each vector 𝑗 

4.           | Compute 𝐷(𝑗) =  ∑ (𝑤𝑖𝑗 −  𝑥𝑖)2
𝑖  

5.         end 



6.         Find index 𝐽 such that 𝐷(𝐽) is a minimum 

7.         For all units 𝑗 in a topographical area 𝐽, and for all 𝑖: 

8.           | Compute 𝑤𝑖𝑗(𝑛𝑒𝑤) =  𝑤𝑖𝑗(𝑜𝑙𝑑) +  𝛼[𝑥𝑖 − 𝑤𝑖𝑗(𝑜𝑙𝑑)] 

9.         end 

10.     end  

11.     Update 𝛼 

12.     Reduce radius of topographical area at specified times 

13.    Test Stop condition 

14. end 

15. return M 

 

This algorithm produces one map with all of the entities sorted into clusters. Certain 

software suites, such as Viscovery SOMine [20], provide additional information by 

colouring the same map using values from different attributes. 

As stated, SOMs can be used to cluster high-dimensional data on a two-dimensional 

map, producing a result that can be interpreted easily without training. This makes the 

technique especially valuable to those in managerial positions, as these individuals may 

not have the time to study large reports and data sets in detail, and may also hold true 

for the outcomes of SNA based studies – especially if the resulting network is particu-

larly large or complex. By calculating the SNA metrics, as discussed in the next section, 

and applying SOM to the resulting data set, the risks posed by certain individuals or 

groups can be determined and presented visually in a way that is easy to process and 

interpret. Additionally, a number of at-risk individuals may be identified that would not 

necessarily have been evident through the use of more traditional visualisation tech-

niques such as bar-graphs. It is possible for an individual to have all the traits of a high-

risk individual and not be an obvious risk from the data itself. In these instances, a 

clustering technique such as SOM can be used to identify individuals that have similar, 

possibly hidden, attributes. This makes it significantly easier to address certain infor-

mation security risks, as larger scale programmes can be developed to target groups 

consisting of similar individuals. 

In summary, SOM is a valuable technique to use in addition to SNA, as the clustering 

function of SOM can be used to infer invaluable information about information security 

risks if the correct and relevant SNA metrics are used. 

2.2 Social Network Analysis (SNA) in the context of Information Security 

One of the most well-known frameworks for information security is the CIA triad [21], 

which references Confidentiality, Integrity, and Availability. Confidentiality describes 

the access rights that users have to a piece of information. For example, a manager 

having confidential access to certain business data that his employees do not, or should 

not, have. One possible SNA metric that can be used to evaluate a risk to confidentiality 

is closeness centrality. Closeness centrality is calculated by determining all the shortest 

distances to all other nodes within the network [22], so a node with a high closeness 

centrality has a large number of close relationships to other nodes in the network. Such 



a node may therefore have access to information that it should not have access to. Al-

ternatively, if the node is an object or a resource, such as a shared computer or a pho-

tocopier, it could become a significant confidentiality risk if malware or untrustworthy 

maintenance personnel are involved. 

Integrity describes not only how accurate any piece of information is but, by exten-

sion, how trustworthy it is. One of the SNA metrics that can be used to evaluate the risk 

a node poses to the integrity of the information in the network is total degree centrality. 

The total degree centrality measure is concerned with an individual node’s position 

within the network [22, 23], and is determined by using the number of nodes leading 

into and out of a node. A node with a high total degree centrality is well connected 

within the network, and may have enough influence over other nodes to impact the 

integrity of the information passing through them. Consider, as an example, an office 

worker with a high total degree centrality that has to capture data for a corporate data-

base. If this worker were to make a mistake in capturing the data, the integrity of the 

data that a large number of nodes rely on may be compromised.  

The betweenness centrality measure can be used to identify nodes that are risks to 

both integrity and confidentiality. This measure is a representation of the number of 

times that a particular node is part of the shortest path between any two nodes in the 

network [24]. It is reflective of the number of indirect nodes that are connected to that 

node. To demonstrate the rationale behind using betweenness centrality as an indicator 

of risk to both integrity and confidentiality, consider a department with a “go-to” indi-

vidual. This individual will likely have access to greater amounts of information than 

is ideal, and would be in a position to alter the information flowing through the network. 

Furthermore, as nodes with high betweenness measures tend to act as brokers, this in-

dividual may be seen as a trustworthy shortcut to obtain information in the network, 

which places it in a position to obtain greater amounts of information, as well as ma-

nipulate information as it flows through the network.  

The final member of the triad, availability, deals with the ability to access the data 

in a timely manner. Availability is often at odds with both confidentiality and integrity, 

as systems meant to protect availability and confidentiality often impact on the availa-

bility of the data. With regards to SNA, one of the metrics that may identify a high risk 

node in terms of availability is the one that identifies a node as a boundary spanner. A 

boundary spanner is a node that, if removed, will cause one part of the network to be-

come completely isolated [25], thereby negatively impacting the availability of infor-

mation in certain parts of the network.   

The final SNA metric to be mentioned here is eigenvector centrality. Eigenvector 

centrality measures the extent to which a particular node is connected to highly con-

nected nodes [22]. Nodes that have a high eigenvector measure are considered to pos-

sess emergent leadership properties [26] and may be considered a potential risk to con-

fidentiality, integrity, and availability. For example, consider the impact an informal 

leader can have on information in a network. Confidential information may be shared 

with such a node as a result of the connections with highly connected nodes, whereas 

the integrity of the data in the network may be impacted by the additional knowledge 

the node obtains. Availability may also be impacted negatively if the emergent leader 



convinces other nodes to delay the flow of information, or if the information is redi-

rected through the network along suboptimal routes. A summary of the SNA metrics 

discussed, and how they relate to the CIA triad, is given in Table 1. 

Table 1. SNA metrics in the context of Information Security 

SNA Metric 

CIA 

Triad Rationale 

C I A 
Total degree 

centrality 
 X  

Nodes with a high total degree centrality have influence in the net-

work and are connected to a significant portion of the network. 

Closeness cen-

trality 
X   

Nodes with a high closeness centrality have access to a significant 

amount of information in the network. 

Betweenness 

centrality 
X X  

Nodes with a high betweenness centrality may be prone to infor-

mation brokering and tampering.  

Boundary 

spanner 
  X 

If a boundary spanner node is removed, an entire section of the net-

work becomes isolated 

Eigenvector 

centrality 
X X X 

Nodes with a high eigenvector centrality are considered emergent 

leaders and, depending on their influence and attitude, may be a gen-
eral risk, depending on the circumstances 

 

It should be emphasised that, while this brief discussion focussed on each member of 

the CIA triad individually, confidentiality, integrity, and availability are all intercon-

nected. It is possible, for instance, for a significant enough increase in confidentiality 

to result in a significant reduction in availability. This is also true for the relationship 

between confidentiality and integrity, and the relationship between integrity and avail-

ability. The goal is typically to find a balance between these three aspects that is appro-

priate to the particular situation. This interrelatedness should be kept in mind when 

evaluating risks using SNA, as well as when selecting controls to address these risks. 

From this short discussion it is clear that SNA metrics can be used to identify and 

possibly evaluate risks in terms of the CIA triad. The use of SNA metrics as input data 

for a SOM is therefore appropriate, and its use in this manner may help to identify and 

visualise risks in an organisation. This should help to improve overall awareness of 

risks in the organisation, aid in training managers, and may even help to determine 

overall preventative measures. The application in the rest of the paper uses the five 

SNA metrics discussed in this section as input for a SOM. 

3 Method 

The study was conducted using data provided by a manager from a large company that 

deals with risk evaluation. The data are confidential, and were subsequently anony-

mised prior to publication. Using this data, a network was built that describes the rela-

tionship between various entities. This network is shown in Fig. 1. 

The entities, or nodes, of the network include 26 real-world risks, 612 controls, 6 

risk owners, 26 control owners, 13 risk coordinators and 12 governing bodies. The risks 

are those risks that the organisation has to manage, whilst the controls are those controls 

used to manage the risks. The risk- and control owners are ultimately responsible for 



the risks and controls respectively, whereas the risk coordinators ensure that the correct 

risks are managed using the appropriate controls. The governing bodies are responsible 

for determining which control is used with which risk. These bodies also determine 

what the probability of a risk occurring is, as well as the severity of such an occurrence. 

The network is undirected, as unidirectional relationships between entities such as risks 

and risk owners do not seem realistic. 

The network data were processed using the software suite ORA-Lite [24], while the 

SOMs were generated using the Viscovery SOMine Suite [20]. The data for the SOM 

consists of the 5 SNA metrics for each node. In total, 695 nodes are contained in the 

network, and a total number of 1738 links exist between them. The focus of the network 

is on managing real-world risks, and it was subsequently processed in a risk centric 

way, i.e. the relationships between the nodes are based on similar relationships to par-

ticular risks. This means that the relationship between a risk coordinator and a control 

owner, for example, is described only in terms of their shared relationship to the same 

risk. 

 

Fig. 1. Social network showing relationships between risks (blue), risk controls (pur-

ple), risk coordinators (yellow), risk owners (orange), control owners (pink) and the 

governing bodies (green) responsible for appointing the various role-players. 



With networks of this size, the large number of metric values that are produced can be 

quite complex. In order to help evaluate such complex data in a simpler, graphical way, 

the SOM algorithm is used. The SOMs can be used to quickly identify problem areas, 

which should make it easier to evaluate the data. Additionally, as SOMs are graphical 

in nature, they can be applied iteratively to investigate how the risk in a network 

changes over time, or as certain controls are introduced that aim to manage those risks. 

When applying this technique to training risk managers, one of the aims is to high-

light certain trends or groups that may pose a natural risk in the network. In doing so, 

the risk manager should be better informed of the nuances of the network and may be 

able to introduce more effective risk mitigation measures than would have been possi-

ble otherwise. Consider, for example, a network, such as the one shown in Fig. 1, with 

risks, control coordinators, and controls. If a SOM is developed for the network, the 

manager should be able to readily identify groups of nodes that have similar risk pro-

files based on their clustering. If a certain grouping of controls and control coordinators 

are found in the same cluster, for instance, it may indicate that there is a problem with 

the way in which the controls are managed. Alternatively, if all of the control coordi-

nators are grouped into one high risk cluster, it may be appropriate to introduce 

measures, such as policies, to address the risks posed by these nodes. 

Another way in which the technique can be used in training is to monitor how the 

risk profile of certain clusters change when new controls are implemented to address 

the identified risks. As a SOM is graphical in nature, and the geographical structure of 

the map changes as the risk values for the nodes change, it should be possible to identify 

the changes in the network graphically. This is especially true for clusters that lose 

nodes, as the area of the map that the cluster occupies should be reduced. By using the 

SOMs as a graphical aid, the manager should be able to identify which approaches work 

best, and under which circumstances. 

4 Results and discussion 

The SOM algorithm produced a map with three regions, or clusters, when applied to 

the network data. This map is shown in Fig. 2 to Fig. 6. Each figure shows the same 

map, but with different colourations. The colourations are used to show how the values 

of the five measures differ for various nodes. The clusters are the same in each image, 

as one map, built using all five SNA metrics as node attributes, was obtained. 

In Fig. 2, where the boundary spanner measure is used to colour the map, the red 

colouration that covers most of Cluster C2 indicates that the nodes in C2 pose a signif-

icant possible risk, as the nodes in this cluster have a much higher boundary spanner 

value than the nodes in other clusters. A cursory evaluation of the cluster’s data shows 

that C2 exclusively contains all of the nodes that represent the risks. It should be noted 

that, while the risks are all found in the same cluster for this network, this will not 

necessarily be the case for all networks. As the boundary spanner metric indicates that 

a node’s removal will completely isolate a part of the network, this suggests that the 

current structure in the network includes nodes that will be isolated if any of the risks 

are resolved. The network data itself shows that these nodes are primarily controls. If, 



for example, the risk “Corporate Brand” is completely resolved, i.e. if the company 

finds itself in a situation where there is no risk at all to the company brand, then the 

controls that exist to manage that risk, such as “Social Media strategy and protocols” 

and “Expert communications resources”, are no longer needed. In order to ensure that 

these controls are not kept in place unnecessarily, additional measures need to be im-

plemented. 

 

 

Fig. 2. SOM (boundary spanner)  

 

 

Fig. 3. SOM (total degree centrality)  

 

 

Fig. 4. SOM (closeness centrality) 
 

 

Fig. 5. SOM (eigenvector centrality) 

 

 
 

Fig. 6. SOM (betweenness centrality) 

 

The colouration, based on the total degree centrality, used on the SOM in Fig. 3 shows 

that there is an area in cluster C2 where the nodes have unusually high total degree 



centrality values, which is associated with a higher level of risk to integrity. Of the 

nodes in C2, there are six nodes, indicated by the red area in C2, that have a significantly 

higher amount of total degree centrality than the rest of the nodes. These nodes are the 

risks “Forest fires”, “Environmental impacts”, “Interruption to supply networks”, 

“Waste Treatment Capacity”, “Urban Resource Capacity”, and “Rural Resource Ca-

pacity”. All of these risks can have a significant impact if realised, which is why the 

influence they have is so substantial. This also means that any errors with regards to 

these risks, such as the risk of forest fires being over- or underemphasised, can have a 

significant impact on the information that is ultimately used in the network to manage 

other risks. If, for example, the integrity of the information with regards to the chances 

of a forest fire occurring is compromised, then there may not be enough water available 

to address the fire. If the fire affects any industrial assets, this may have environmental 

impacts, which in turn could negatively affect the company’s corporate brand image. 

To protect the integrity of the information of these nodes, additional controls should be 

implemented. 

An area with values much higher than the surrounding areas is shown to be present 

in cluster C3 in both Fig. 4 and Fig. 5. This area, which is situated on the left hand side 

of cluster C3 where it borders Cluster C2, is coloured green in Fig. 4 and green, orange, 

and red in Fig. 5. Additionally, a hotspot is present on the border between C1 and C2, 

as shown in Fig. 4. While the nodes in the hotspot area between C1 and C2 certainly 

pose a risk to confidentiality, the section of C3, where the nodes have much higher 

values for closeness centrality and eigenvector centrality than the rest of the nodes in 

the cluster, warrants further investigation. The higher closeness centrality measure of 

these nodes, shown in Fig. 4, suggest that they are a risk to confidentiality, whereas the 

very high eigenvector centrality measure shown in Fig. 5 indicate that they are an over-

all risk. There are two nodes in particular that fall into this region, one being a risk 

owner that is responsible for 11 out of the 26 risks, and the other being a risk coordinator 

that is responsible for 6 risks. The remainder of C3 is low risk and, as both of these 

nodes are in the cluster, it intimates that the risk posed by this risk owner and risk co-

ordinator could be alleviated by reducing the number of risks that they are responsible 

for. Some of the risks could be transferred to other risk owners and coordinators. Alter-

natively, the risks can be co-owned and co-coordinated with owners and coordinators 

that are responsible for a smaller number of risks. 

With the exception of the small area of low risk in C3, Fig. 4 shows that most of the 

nodes in the network have a high measure of closeness centrality. This suggests that 

controls should be in place to protect the confidentiality of the information in the net-

work in general, as almost any one of the nodes could be responsible for compromising 

confidentiality. 

Fig. 6 highlights the existence of a single hotspot that exists in cluster C1 with re-

gards to betweenness centrality. The hotspot, which is situated on the left hand side of 

C1 and has a red colour, contains a single risk coordinator, which poses a risk to both 

the integrity and the confidentiality of information in the network.  In order to resolve 

this risk, the dependence on the specific risk coordinator should be reduced. The de-

pendence of the risk coordinator can be reduced in one of at least two ways. The first 

method involves transferring some of the coordinator’s responsibilities, such as risks, 



to another coordinator. This coordinator should preferably be located in cluster C1, as 

such a coordinator is likely to have a similar amount of power and influence. The sec-

ond method that could be used is to employ an additional risk coordinator to take over 

some of the duties. This coordinator could also assume some of the duties of the risk 

coordinator in C3, thereby reducing the risk of two nodes simultaneously. 

Based on all the SOMS shown in Fig. 2 to Fig. 6, there are six risks, two risk coor-

dinators, and a risk owner that pose potential risks to the overall security of information 

in this network. From this discussion, the advantage of using the SOM method to visu-

alise SNA metric data is clear: by using SOMs to visualise SNA metric data, a relatively 

simple process can be followed in order to evaluate the risks in a network. The ad-

vantages are especially clear when compared to the process that would be needed in 

order to evaluate the risks in a network, such as the one shown in Fig. 1, or when using 

only raw data and statistical analysis. The use of SOMs in this manner gives managers 

the opportunity to evaluate risks graphically, as well as to compile risk discussion re-

ports that do not require any prior knowledge of SOMs or SNA. This, in turn, could 

help improve the nature and quality of risk management, as a greater number of options 

and plans could develop as a result. Furthermore, SOMs allow for a way to systemati-

cally identify risks, and can also be used to monitor the progress and impact of risk 

mitigation strategies. Depending on the situation, it may be possible to identify positive 

or negative changes in the network almost instantaneously using this method. The cen-

tral premise, i.e. that SOMs can be used to visualise SNA risk data, and in turn help 

educate managers of risks in their organisation in a quick and simple way, is therefore 

feasible.      

5 Conclusion 

Information security risk management is one of the most crucial parts of information 

security, but it is often complicated by the complexity of most organisational systems. 

In order to simplify the task of identifying risks in an organisation, SOM can be used 

to identify possible risks in an organisation by visualising SNA metric data of the or-

ganisation. A SOM, which clusters similar entities into geographically separate regions, 

is relatively simple to evaluate due to its graphical nature. When compared to other risk 

identification techniques that employ SNA metrics, which may require risk managers 

to process and evaluate large tables of numbers, the use of SOM may reduce the amount 

of work needed, as entities that pose a threat to the organisation can be identified with 

relative ease. Additionally, as a SOM is easier to evaluate, inexperienced risk managers 

may find the use of SOM less daunting than to use numerical data and statistical anal-

ysis. Finally, as a SOM provides an additional level of information that may not be 

readily apparent from the data, it could aid in educating risk managers of dangers in the 

organisation that may not be known, or obvious. 
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