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Abstract This paper introduces a new class of numerical methods for the time integration of
evolution equations set as Cauchy problems of ODEs or PDEs. The systematic design of these
methods mixes the Runge–Kutta collocation formalism with collocation techniques, in such a way
that the methods are linearly implicit and have high order. The fact that these methods are
implicit allows to avoid CFL conditions when the large systems to integrate come from the space
discretization of evolution PDEs. Moreover, these methods are expected to be efficient since they
only require to solve one linear system of equations at each time step, and efficient techniques
from the literature can be used to do so. After the introduction of the methods, we set suitable
definitions of consistency and stability for these methods. This allows for a proof that arbitrarily
high order linearly implicit methods exist and converge when applied to ODEs. Eventually, we
perform numerical experiments on ODEs and PDEs that illustrate our theoretical results for
ODEs, and compare our methods with standard methods for several evolution PDEs.
AMS Classification. 65M12, 65M70, 65L20, 65L06, 81Q05, 35Q41, 35K05

Keywords. Cauchy problems, evolution equations, time integration, numerical methods, high order, linearly im-
plicit methods.

1 Introduction

The goal of this paper is to introduce a new class of methods for the time integration of evolution problems, set as
(systems of) deterministic ODEs or PDEs. This class consists in methods of arbitrarily high order that require only
the solution of one linear problem at each time step: no nonlinear system is to be solved by our methods. Therefore,
we call these methods linearly implicit. They rely on the combination of a classical collocation Runge–Kutta method
with a specific treatment for the nonlinearity.

In particular, we show that one can solve numerically virtually any ODE, up to any order, by solving only
linear systems at each time step. Moreover, we believe that this class of methods can help dramatically reducing
the computational time in several cases of time integration of evolution PDEs. Indeed, after space discretization
of an evolution PDE, if one uses, say, an implicit (for stability reasons) Runge–Kutta method, then one needs to
solve a nonlinear problem in high dimension at each time step (and one may use a fixed-point method or a Newton
method to do so, for example). With the methods introduced in this paper, the integration over any time step
can be carried out using only the solutions of linear systems in high dimension, and one can rely on very efficient
techniques, either direct (LU factorization, Choleski factorization, etc) or iterative (Jacobi method, Gauss–Seidel
method, conjugate gradient, Krylov subspace method, etc [21]), depending on the structure of the problem at hand,
to do so.

The methods introduced in this paper are not linear multistep methods (see Chapter III of [11]). Indeed, for a
general vector field, linear multistep methods are either explicit or fully implicit, while the methods introduced in
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this paper are only linearly implicit. We shall introduce suitable concepts of consistency, stability and convergence
for our methods, and we sometimes borrow the vocabulary to that of linear multistep methods, but the definitions
are indeed different. Note that the methods introduced in this paper are not one-step methods either. Therefore,
one cannot use composition techniques (see [23,24,19]) directly to build up high order methods from lower order
ones: deriving a linearly implicit high order method (that is convergent in a reasonable sense) is a challenge per
se, that we tackle in this paper. Another important class of high order methods, introduced by J. Butcher, not to
be consued with the one introduced in this paper, is that of DIMSIMs (Diagonally Implicit MultiStep Integration
Methods) [4], where the word ”implicit” does not refer at all to ”linearly implicit” but rather to ”fully implicit”
(meaning : nonlinearly, even if diagonally). These methods have been later generalised in a class called General
Linear Methods (GLM) [5], that does not contain the methods introduced in this paper either.

The methods introduced in this paper use additional variables to take care of the nonlinear terms with high
order accuracy, while making it possible to solve only linear systems at each time step. Numerical methods using
additional variables are not new. Indeed, such methods have been developped in different contexts in order to
achieve qualitative properties of the methods. For example, the relaxation method introduced by C. Besse [1] for
the nonlinear Schrödinger (NLS) equation is a second order scheme [2] which preserves a discrete energy. That
relaxation method [1] uses one additional variable to approximate part of the nonlinearity in the NLS equation
and is linearly implicit. In this sense, the methods developped in this paper may be seen as generalizations of
this relaxation method. However, our goal is now to develop high order methods. To do so, we use a higher order
collocation approximation of part of the nonlinear terms in the equation. Another class of numerical methods using
additional variables is that of scalar auxiliary variable methods (SAV) [22] and multiple scalar auxiliary variable
(MSAV) [7]. This class was introduced to produce unconditionnaly stable schemes for dissipative problems with
gradient flow structure. The auxiliary variable in this context is used to ensure discrete energy decay. The order of
the methods (1 or 2 in the references above) is not the main issue.

Eventually, let us mention that, of course, high order one step methods in time exist in the literature since the
pioneer work of Runge [20] and Kutta [17]. The interested reader may refer to [11] for the integration of nonstiff
problems and [12] for the integration of stiff problems, and to [6] for historial notes and references. Some methods
are explicit, and lead, for PDE problems, to restrictive CFL conditions in general. Some methods are fully implicit
and require the solution of nonlinear systems that are high dimensional in the PDE approximation context. Other
high order methods have been developed for PDEs. For example, high order exponential integrators have been used
for parabolic problems [15,16] and for NLS equations [10,3]. Beyond the analysis presented in this paper in an ODE
context, one of the goals of this paper is to convince the reader that, in a PDE context, linearly implicit methods
such as that developed below can outperform classical methods from the literature with the same order. This means
that they require less CPU time to compute an approximation of the solution with a given (small) error.

The outline of this paper is as follows. In Section 2, we introduce the methods for a general quasilinear evolution
PDE and we introduce specific notions of stability, consistency and convergence for our class of methods. Morover,
we show, in a constructive way, that stable methods of arbitrarily high order exist in Theorem 3 and Corollary 1.
The main theoretical result of this paper is that one can build up arbitrarily high order convergent linearly implicit
methods (Theorem 4). We conclude Section 2 with examples of methods of order 1, 2, 4 and 6. In Section 3, we
provide numerical examples of solutions of ODEs and PDEs. These numerical experiments illustrate the convergence
result of Theorem 4 for evolution ODEs. Moreover, they indicate that the result of Theorem 4 is still valid in several
PDE contexts. We consider for example a NLS equation in 1d and 2d and nonlinear heat equation in 1d. The main
result of the numerical experiments of Section 3 is that, for ODEs, the linearly implicit methods do not outperform
classical methods from the literature with the same order, no matter whether they are implicit or explicit (see
Section 3.1). However, for the approximation of evolution PDEs in 1d (see Section 3.2.1), with moderate space
discretization, the linearly implicit methods show performances comparable to that of explicit methods. Moreover,
for the approximation of evolution PDEs in 2d (see Section 3.2.2) with precise space discretization (leading to
high number of unknowns), the linearly implicit methods developed in this paper manage to outperform standard
methods from the literature with the same order.

2 Linearly implicit methods of arbitrarily high order

2.1 Introduction of the methods

We consider a quasilinear autonomous evolution equation of the form

Btu “ Lu ` Npuqu, (1)

where L is a linear differential operator and N is a nonlinear function of u. One can think for examples of the NLS
equation, the nonlinear heat equation, or a simple ODE (see Section 3 for actual examples). We start at time t “ 0
with an initial datum u0 in some functional space so that the Cauchy problem is well-posed on some interval r0, T ‹q
with T ‹ ą 0. We choose h ą 0 and set tn “ nh for n P N as long as tn ă T ‹.

Let us know start with the presentation of the new class of methods. Assume a collocation Runge-Kutta method
is given with coefficients 0 ď c1 ă ¨ ¨ ¨ ă cs ď 1, pai,j q1ďi,jďs and pbiq1ďiďs. We denote by c the vector pciq1ďiďs

and by 1 the vector of size s with all entries equal to one.
We denote by u the exact solution of (1) and we set γptq “ Npupt, ¨qq. We assume we are given approximations

γn´1`ci „ γptn´1 ` cihq 1 ď i ď s,
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and un „ uptn, ¨q. For pθ1, . . . , θsq P Rs and D P MspRq to be chosen later, we define explicitly pγn`c1 , . . . , γn`cs q
with the relation

»

—

–

γn`c1

.

..
γn`cs

fi

ffi

fl
“ D

»

—

–

γn´1`c1

.

..
γn´1`cs

fi

ffi

fl
`

»

—

–

θ1
.
..
θs

fi

ffi

fl
Npunq. (2)

Then, we define, linearly implicitly pun,1, . . . , un,sq as the solution of the Runge-Kutta like system

un,i “ un ` h

s
ÿ

j“1

ai,jpL ` γn`cj qun,j 1 ď i ď s. (3)

Last, we set explicitly

un`1 “ un ` h

s
ÿ

i“1

bipL ` γn`ciqun,i. (4)

The steps (2),(3) and (4) define a linearly implicit method

pun`1, γn`c1 , . . . , γn`csq “ Φhpun, γn´1`c1 , . . . , γn´1`csq.

Remark 1 The relaxation method introduced for the NLS equation

iBtu ` ∆u “ λ|u|2u,

in [1] writes
$

’

&

’

%

φn`1{2 ` φn´1{2
2

“ |un|2,

i
un`1 ´ un

h
“

`

´∆ ` λφn`1{2
˘ un ` un`1

2

. (5)

This corresponds to taking L “ i∆ and Npuq “ ´iλ|u|2 in (1) and s “ 1, a1,1 “ 1

2
, b1 “ 1, c1 “ 1

2
, γn`1{2 “

´iλφn`1{2, D “ r´1s and θ1 “ 2 in the numerical method (2),(3),(4).
In order to achieve order 2 with the relaxation method, C. Besse introduced a single auxiliary unknown φ on

a staggered grid, corresponding to the relation φ “ |u|2. Since we want to achieve higher orders, we decide to
introduce several auxiliary unknowns on a staggered grid with s points, corresponding to the relation γ “ Npuq.

Note that the convergence of order 2 of the relaxation method for the NLS equation is a difficult result and
is not a consequence of the results of this paper, which only deals with ODEs in the theoretical part (Section 2)
and allows for PDEs for illustration purposes (Section 3). Indeed, proving the convergence of a numerical time
integration method applied to a PDE requires a functional analysis framework adapted to the PDE at hand and
cannot be done once and for all. For the relaxation method applied to the NLS equation, the convergence of order
2 is proved in [2].

2.2 Consistency and stability of the step (2)

Let us denote by ρpDq the spectral radius of the matrix D, i.e. the biggest modulus of its complex eigenvalues. In
view of relation (2), we decide to set the following definitions for the stability and consistency of the step (2).

Definition 1 The step (2) is said to be stable if

sup
nPN

}Dn} ă `8,

for some norm on MspRq. The step (2) is said to be strongly stable if ρpDq ă 1.

Remark 2 In the definition of the stability above, the boundedness of the sequence pDnqně0 is independant of the
norm chosen on MspRq. Moreover, it is equivalent to the fact that ρpDq ă 1 or ρpDq “ 1 with simple Jordan blocks
for D for all eigenvalues of modulus 1. In particular, if the step (2) is strongly stable, then it is stable. The converse
is not true in general. For example, the classical relaxation method of Remark 1 is stable but not strongly stable.

In order to define the consistency of step (2), we introduce the sˆ s square matrices Vc, Vc´1 and Θ defined by

– for all i ě 1 and j ě 1, pV h
c qij “ pcihqj´1,

– for all i ě 1 and j ě 1, pV h
c´1

qij “ ppci ´ 1qhqj´1,
– for all i ě 1 and j ě 2, pΘqi1 “ θi, pΘqij “ 0.

Definition 2 We say that the step (2) is consistent of order s if for all h ą 0,

V h
c “ DV h

c´1 ` Θ. (6)
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This relation holds for all h ą 0 if and only if it holds for h “ 1, as we show below. Indeed, introducing the diagonal
matrix Gphq with coefficients 1, h, h2, . . . , hs´1, one has V h

c “ V 1
c Gphq and V h

c´1
“ V 1

c´1
Gphq. Since the ci are

distinct, the matrices V h
c and V h

c´1
are invertible. By the relation (6) and using the matrix Gphq, we have

D “ pV h
c ´ ΘqpV h

c´1
q´1 “ pV 1

c Gphq ´ ΘqGphq´1pV 1

c´1
q´1 “ V 1

c pV 1

c´1
q´1 ´ ΘGphq´1pV 1

c´1
q´1. (7)

Since Θ is zero except maybe on its first column, we have ΘpGphqq´1 “ Θ.
The definition of the step (2) of the method (2)-(4) depends on the s2 coefficients of the matrix D and the s

coefficients θ1, . . . , θs. Requiring that the step (2) is of order s provides us with s2 linear equations between these
unknowns (see relation (7)). In Theorem 3, we prove that we can add s equations involving these unknows by
imposing the spectrum of the matrix D and that the system that we obtain has indeed a unique solution. This will
allow in particular to prove the existence of stable and strongly stable steps (2) with order s (see Corollary 1).

Theorem 3 Assume c1, . . . , cs are fixed and distinct as above. For all disctinct λ1, . . . , λs P Czt1u, there exists
a unique θ1, . . . , θs P C and D P MpCq such that the step (2) is of order s and the spectrum of the matrix D is
exactly tλ1, . . . , λsu. If moreover the set tλ1, . . . , λsu is stable under complex conjugation, then the θ1, . . . , θs are
real numbers.

Proof We set M “ pV 1
c´1

q´1V 1
c . Note that M is in fact independant of the choice of the pciq1ďiďs. Indeed, it is the

matrix of the linear mapping P pXq ÞÑ P pX `1q in the canonical basis of Rs´1rXs. This means that the coefficients

pMijq1ďi,jďs of M are given by Mij “ 0 if j ă i and Mij “
`

j´1

i´1

˘

otherwise. In particular, it is upper triangular

and its diagonal elements are equal to 1. This implies ΘpV 1
c´1

q´1V 1
c “ Θ. Assuming step (2) is consistent of order

s, with (7) we obtain

D “ V 1
c

”

pV 1
c´1

q´1V 1
c ´ pV 1

c q´1ΘpV 1
c´1

q´1V 1
c

ı

pV 1
c q´1

“ V 1
c

”

pV 1
c´1

q´1V 1
c ´ pV 1

c q´1Θ
ı

pV 1
c q´1,

so that the matrix D is similar to M ´Y , where Y is the matrix pV 1
c´1

q´1Θ. Note that all the coefficients of Y are
equal to 0, except maybe on the first column. We shall denote by y1, . . . , ys the coefficients in the first column of
Y . Given distinct λ1, . . . , λs P Czt1u, the existence and uniqueness of D and Θ such that step (2) has order s and
the spectrum of D is exactly tλ1, . . . , λsu is equivalent to the existence and uniqueness of y1, . . . , ys P C such that
M ´ Y has spectrum tλ1, . . . , λsu.

Let us fix k P t1, . . . , su. The existence of an eigenvector for M ´Y for the eigenvalue λk is exactly the existence
of a nontrivial vector Zk P Cs such that pM ´ Y qZk “ λkZk. Let us denote by I the identity matrix of size
s and U the upper triangular matrix such that M “ I ´ U . The relation pM ´ Y qZk “ λkZk is equivalent to

p1 ´ λkqZk “ pY ` UqZk. Since Y Zk “ z
pkq
1

Y where z
pkq
1

is the first component of Zk, we infer that the relation
pM ´ Y qZk “ λkZk is also equivalent to

p1 ´ λkqZk “ z
pkq
1

»

—

–

y1
...
ys

fi

ffi

fl
` UZk. (8)

If z
pkq
1

“ 0, then, because of the form of U , Zk “ 0 and hence Zk is not an eigenvector. Therefore, if Zk is an

eigenvector, z
pkq
1

‰ 0 and we can impose without loss of generality that z
pkq
1

“ 1. Together with (8), this implies,
by recursion, that

Zk “

¨

˝

s´1
ÿ

p“0

1

p1 ´ λkqp`1
Up

˛

‚

»

—

–

y1
...
ys

fi

ffi

fl
. (9)

The equation on the first line in (9) is of the form

1 “ P1

ˆ

1

1 ´ λk

˙

y1 ` ¨ ¨ ¨ ` Ps

ˆ

1

1 ´ λk

˙

ys, (10)

where for all i P t1, . . . , su, Pi is a polynomial of degree exactly i (remind that all nonzero coefficients of U are
positive). Moreover, if the relation (10) is verified for some py1, . . . , ysq, then there exists a solution Zk of (8) with

z
pkq
1

“ 1 : one just has to compute the components of Zk in (9) one after the other to obtain an eigenvector of
M ´ Y for the eigenvalue λk. As a summary, we have proved that, for all k P t1, . . . , su, λk is an eigenvalue of
M ´ Y if and only if (10) holds. Therefore, the fact that the spectrum of M ´ Y is tλ1, ¨ ¨ ¨ , λsu is equivalent to
the linear system

»

—

—

—

–

P1

´

1

1´λ1

¯

. . . Ps

´

1

1´λ1

¯

...
...

P1

´

1

1´λs

¯

. . . Ps

´

1

1´λs

¯

fi

ffi

ffi

ffi

fl

»

—

–

y1
...
ys

fi

ffi

fl
“ 1. (11)
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Since for all i P t1, . . . , su, the polynomial Pi has degree i and the pλjq1ďjďs P pCzt1uqs are distinct, the system
above is invertible, so that it has a unique solution. Since (11) has a unique solution in Cs and the polynomials
pPiq1ďiďs have real coefficients, it is easy to check that, if the set tλ1, . . . , λsu is moreover stable under complex
conjugation, then y1, . . . , ys are real numbers, and so are θ1, . . . , θs. This proves the theorem.

Corollary 1 Assume c1, . . . , cs are fixed and distinct as above. Then

– There exists D P MpRq and θ1, . . . , θs P R such that the step (2) is stable and has order s.
– There exists D P MpRq and θ1, . . . , θs P R such that the step (2) is strongly stable and has order s.

Proof Choose λ1, . . . , λs P Czt1u distinct such that for all i, |λi| ď 1 to obtain a stable method (or for all i, |λi| ă 1
to obtain a strongly stable method) in such a way that the set tλ1, . . . , λsu is stable under complex conjugation
and apply Theorem 3.

Remark 3 In order to actually build the matrix D and the coefficients θ1, . . . , θs that define step (2) so that this
step is stable (respectively strongly stable) and has order s, it is sufficient to fix distinct c1, . . . , cs as above, and
choose λ1, . . . , λs P Czt1u with modulus less (respectively strictly less) than 1, and in such a way that the set
tλ1, . . . , λsu is stable under complex conjugation. Then, one forms system (11), the rows of which are the first rows
of the right-hand side of (9) for different values of λk, and solves it for y1, . . . , ys. One easily computes Θ from Y

using the fact that Θ “ V 1
c´1

Y . In the end, the matrix D is computed using (7). Examples are provided in Section
2.4.

2.3 Convergence of the method (2)-(4)

In this section, we prove that the methods presented above, provided that they involve a step (2) with strong
stability and order s, and a Runge-Kutta collocation method of order at least s, are indeed convergent in finite
time, with order s, when applied to an ODE with sufficiently smooth vector field. We assume the unknown u of
equation (1) is scalar and that L “ 0. In fact, up to a change of unknown, any ODE with an equilibrium can be
cast into this form:

u1ptq “ Npuptqquptq. (12)

Our methods and results extend to systems of ODEs of the form (12) where the unknown u is vector-valued and N

is a given smooth matrix-valued function. Similarly, our methods and results extend to the case of complex-valued
functions. But for the sake of simplicity we focus on the real valued scalar case.

We assume N is defined and smooth on some open subset Ω of R. We fix u0 P Ω. There exists a unique
maximal solution to the Cauchy problem (12) for up0q “ u0. This solution is defined on an open interval of the
form pT‹, T ‹q with ´8 ď T‹ ă 0 ă T ‹ ď `8. We fix T P p0, T ‹q. Since the maximal solution is smooth, we have
suptPr0,T s |Npuptqq| ă `8. Since it is defined on the compact interval r0, T s, one can choose r ą 0 such that

V “ tuptq ` v | t P r0, T s, v P R, |v| ď ru Ă Ω. (13)

We set M “ suptPr0,T s |Npuptqq| and we choose m ą 0 such that M ` m ą supuPV |Npuq|.
We discretize the time as in Section 2.1, with h small enough to ensure that T‹ ă t´1. We start by focusing on

the consistency of the method. Namely, we set for all n P N such that tn ď T ,

R1
n “

»

—

–

Npuptn ` c1hqq
..
.

Npuptn ` cshqq

fi

ffi

fl
´ D

»

—

–

Npuptn´1 ` c1hqq
..
.

Npuptn´1 ` cshqq

fi

ffi

fl
´ Npuptnqq

»

—

–

θ1
..
.
θs

fi

ffi

fl
. (14)

Similarly, we define R2
n as the vector of Rs with entry number i equal to

`

R2
n

˘

i
“ uptn ` cihq ´ uptnq ´ h

s
ÿ

j“1

aijNpuptn ` cjhqquptn ` cjhq, (15)

and

R3
n “ uptn`1q ´ uptnq ´ h

s
ÿ

i“1

biNpuptn ` cihqquptn ` cihq. (16)

Lemma 1 Assume that the function N is sufficiently smooth, u0 P Ω and T P p0, T ‹q. Suppose moreover that the
numerical coefficients pciq1ďiďs, pai,j q1ďi,jďs and pbiq1ďiďs define a Runge–Kutta collocation method of order s

and that the step (2) is of order s. For any norm on Rs, there exists a constant C ą 0 such that for a sufficiently
small h ą 0,

max
ně0, tn`1ďT

}R1

n} ď Chs, (17)

max
ně0, tn`1ďT

}R2
n} ď Chs`1, (18)

max
ně0, tn`1ďT

|R3
n| ď Chs`1. (19)
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Proof Let us start with the estimate on R1
n. First of all we use a Taylor expansion and write for all 1 ď i ď s

Npuptn ` cihqq “
s´1
ÿ

k“0

pcihqk
k!

pN ˝ uqpkqptnq `
ż cih

0

pcih ´ σqs´1

ps ´ 1q! pN ˝ uqpsqptn ` σqdσ.

Let us denote by Xptnq the vector of Rs with pN ˝uqpk´1qptnq{pk´1q! as component number k. The relation above
allows to write

»

—

–

Npuptn ` c1hqq
.
..

Npuptn ` cshqq

fi

ffi

fl
“ VcXptnq `

»

—

—

—

—

—

—

–

ż c1h

0

pc1h ´ σqs´1

ps ´ 1q! pN ˝ uqpsqptn ` σqdσ
.
..

ż csh

0

pcsh ´ σqs´1

ps ´ 1q! pN ˝ uqpsqptn ` σqdσ

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

:“ VcXptnq ` rn1,1. (20)

Similarly, we have

»

—

–

Npuptn´1 ` c1hqq
..
.

Npuptn´1 ` cshqq

fi

ffi

fl
“ Vc´1Xptnq `

»

—

—

—

—

—

—

–

ż pc1´1qh

0

ppc1 ´ 1qh ´ σqs´1

ps ´ 1q! pN ˝ uqpsqptn ` σqdσ
..
.

ż pcs´1qh

0

ppcs ´ 1qh ´ σqs´1

ps ´ 1q! pN ˝ uqpsqptn ` σqdσ

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

:“ Vc´1Xptnq ` rn1,2.

(21)
Moreover we have

Npuptnqq

»

—

–

θ1
...
θs

fi

ffi

fl
“ ΘXptnq. (22)

Mutiplying (21) by D and substracting the result and (22) to (20), we infer that

R1
n “ VcXptnq ´ DVc´1Xptnq ´ ΘXptnq ` rn1,1 ´ Drn1,2.

Since the step (2) is of order s, we have using (6)

R1
n “ rn1,1 ´ Drn1,2.

Moreover with (7) we have
D “ V 1

c pV 1

c´1
q´1 ´ ΘpV 1

c´1
q´1,

so that D does not depend on h. Let } ¨ } be a norm on Rs. The vectors rn
1,1 and rn

1,2 satisfy

max
ně0, tn`1ďT

`

}rn1,1} ` }rn1,2}
˘

ď Chs,

for some C ą 0 and all sufficiently small h ą 0. This proves (17). Since the Runge–Kutta method with coefficients
ai,j and bi is a collocation method of order at least s at points ci, the bounds (18) and (19) are classical (see for
example Section II.1.2 in [13]).

Theorem 4 Assume that the function N is sufficiently smooth, u0 P Ω and T P p0, T ‹q. Suppose moreover
that the numerical coefficients pciq1ďiďs, pai,jq1ďi,jďs and pbiq1ďiďs define a Runge–Kutta collocation method
of order s and that the step (2) is strongly stable and of order s. Provided that r is fixed as in (13) and M

and m accordingly, there exists constants C ą 0 and h0 ą 0, such that, for all h P p0, h0q, if the initial data
u0 P Ω (respectively pγ´1`c1 , ¨ ¨ ¨ , γ´1`csq P NpV qs) is sufficiently close to its exact analogues u0 P Ω (respectively
pNpupt´1 ` c1hqq, ¨ ¨ ¨ , Npupt´1 ` cshqqq P NpV qs) in the sense of relations (37)–(38), then for all n P N such that
tn´1 ď T , the step (3) has a unique solution in Rs and for all n P N such that tn ď T ,

|γn´1`ci | ď M ` m, @ i P v1, sw (23)

max
kPv0,nw

|uptkq ´ uk| ď eCnh

„

|u0 ´ u0| ` C

ˆ

max
iPv1,sw

|γ´1`ci ´ Npupt´1 ` cihqq| ` hs

˙

. (24)

Let us first introduce all the notations we use in the proof. We denote by Γn the vector of Rs with component
i equal to γn`ci . Let us define the convergence errors Pn P Rs with component number i equal to pPnqi “
Npuptn ` cihqq ´ γn`ci , Qn P Rs with component number i equal to Qn,i “ uptn ` cihq ´ un,i (provided un,i is
well defined), and en P R with en “ uptnq ´ un. We set zn “ max0ďkďn |ek|. We denote by | ¨ |8 the norm on Rs

defined as the maximum of the absolute values of the components of the vectors. Moreover, we denote by } ¨ }8 the
norm on MspRq induced by | ¨ |8. In the following proof, the letter C denotes a positive real number which does
not depend on h (but depends on M and r in particular) and whose value may vary from one line to the other.
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Proof Since step (2) is strongly stable we have ρpDq ă 1. Therefore, there exists a norm | ¨ |D on Rs such that the
norm } ¨ }D induced by this norm on MspRq satisfies }D}D ă 1. In the following we set δ “ }D}D . Since Rs is of

dimension s, there exists a κ P p0, 1s such that for all x in Rs, κ|x|D ď |x|8 ď 1

κ
|x|D.

We divide the proof in two parts. First we assume an a priori bound for the numerical solution. Namely we
assume that for all n such that tn ď T :

– (H1) |Γn|8 ď M ` m,
– (H2) the step (3) has a unique solution pun,iq1ďiďs in Rs,
– (H3) un P V .

We show that, in this case, we have an explicit bound for the convergence errors Pn and zn (see equations (34) and
(36)).

Second, we assume that h0 and the initial errors P´1 and e0 are small enough and we show that the bounds of
the first part of the proof are indeed satisfied.

First part. In addition to the bounds above, we assume that h P p0, 1q and n satisfy tn`1 ď T . Substracting (2)
from (14) we obtain

Pn “ DPn´1 ` pNpuptnqq ´ Npunqq

»

—

–

θ1
.
..
θs

fi

ffi

fl
` R1

n. (25)

We infer that
|Pn|D ď }D}D |Pn´1|D ` C|en| ` |R1

n|D, (26)

where the constant C is the product of the Lipschitz constant of N over the compact V times |pθ1, ¨ ¨ ¨ , θsqt|D.
Substracting (3) from (15) we obtain

en,i

“ en ` h

s
ÿ

j“1

ai,j
`

Npuptn ` cjhqquptn ` cjhq ´ γn`cjun,j

˘

` pR2

nqi

“ en ` h

s
ÿ

j“1

ai,j
`

Npuptn ` cjhqq ´ γn`cj

˘

uptn ` cjhq ` h

s
ÿ

j“1

ai,jγn`cj puptn ` cjhq ´ un,jq ` pR2
nqi

“ en ` h

s
ÿ

j“1

ai,jPn,juptn ` cjhq ` h

s
ÿ

j“1

ai,jγn`cj en,j ` pR2
nqi.

We infer that
|Qn|8 ď |en| ` Ch|Pn|8 ` Ch|Γn|8|Qn|8 ` |R2

n|8,

which gives with the first point of the assumptions above

|Qn|8 ď |en| ` Ch|Pn|8 ` ChpM ` mq|Qn|8 ` |R2
n|8.

Provided that ChpM ` mq ď 1{2, we have

|Qn|8 ď 2|en| ` Ch|Pn|8 ` 2|R2
n|8. (27)

Substracting (4) from (16) we obtain

en`1 “ en ` h

s
ÿ

i“1

bi pNpuptn ` cihqq ´ γn`ciq uptn ` cihq ` h

s
ÿ

i“1

biγn`ci puptn ` cihq ´ un,iq ` R3

n

“ en ` h

s
ÿ

i“1

biPn,iuptn ` cihq ` h

s
ÿ

i“1

biγn`cien,i ` R3
n.

We infer that
|en`1| ď |en| ` Ch|Pn|8 ` Ch|Γn|8|Qn|8 ` |R3

n|,
which gives with the first point of the assumptions above

|en`1| ď |en| ` Ch|Pn|8 ` ChpM ` rq|Qn|8 ` |R3
n|.

Using (27), we have
|en`1| ď p1 ` Chq|en| ` Ch|Pn|8 ` Ch|R2

n|8 ` |R3
n|. (28)

From (26) we have by induction

|Pn|D ď δn`1|P´1|D ` C

n
ÿ

k“0

δn´k
`

|ek| ` |R1

k|D
˘

. (29)
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Using the norm equivalence and (29) in (28) we obtain

|en`1| ď p1 ` Chq|en| ` Ch

κ

«

δn`1|P´1|D ` C

n
ÿ

k“0

δn´k
`

|ek| ` |R1

k|D
˘

ff

` Ch|R2
n|8 ` |R3

n|, (30)

which gives with Lemma 1

|en`1| ď p1 ` Chq|en| ` Ch

κ

«

δn`1|P´1|D ` C

n
ÿ

k“0

δn´k
`

|ek| ` |R1

k|D
˘

ff

` Chs`2 ` Chs`1. (31)

Using the maximal error defined previously and the fact that δ ă 1 since the step (2) is strongly stable, we have

|en`1| ď p1 ` Chqzn ` Ch

«

δn`1|P´1|D ` pzn ` hsq
n

ÿ

k“0

δn´k

ff

` Chs`1

ď p1 ` Chqzn ` Ch

„

δn`1|P´1|D ` pzn ` hsq 1

1 ´ δ



` Chs`1,

and then
|en`1| ď p1 ` Chqzn ` Chδn`1|P´1|D ` Chs`1. (32)

Using that zn`1 “ maxtzn, |en`1|u, we infer

zn`1 ď p1 ` Chqzn ` Ch|P´1|D ` Chs`1. (33)

By induction it follows that for all n in N such that tn ď T ,

zn ď p1 ` Chqnz0 ` Ch p|P´1|D ` hsq
n´1
ÿ

k“0

p1 ` Chqk

ď eCnhz0 ` Ch p|P´1|D ` hsq p1 ` Chqn
1 ` Ch ´ 1

ď eCnh pz0 ` C p|P´1|D ` hsqq
ď eCnh pz0 ` C p|P´1|8 ` hsqq . (34)

Using (29) and the same estimations as above, we have moreover

|Pn|D ď |P´1|D ` Cpzn ` hsq. (35)

We infer
|Pn|8 ď CeCnh pz0 ` |P´1|8 ` hsq . (36)

Second part. From now on, we denote by C the maximum of the constants appearing in the right hand sides of
(34) and (36). Choose h0 P p0, 1q sufficiently small to have h0 ă mint´T‹, T ‹u and CeCT hs

0
ă r and CeCT hs

0
ă m

and h0}A}8pM ` mq ă 1. Assume u0, γ´1`c1 , . . . , γ´1`cs P R and h P p0, h0q satisfy

eCT

ˆ

|u0 ´ u0| ` C

ˆ

max
iPv1,sw

|γ´1`ci ´ Npupt´1 ` cihqq| ` hs
0

˙˙

ă r, (37)

and

CeCT

ˆ

|u0 ´ u0| ` max
iPv1,sw

|γ´1`ci ´ Npupt´1 ` cihqq| ` hs
0

˙

ă m. (38)

First, with (36) and (38), we have

|P0|8 “ max
iPv1,sw

|γ0`ci ´ Npupt0 ` cihqq| ă m.

Therefore by triangle inequality we have

|Γ0|8 ď |P0|8 ` |pNpupt0 ` cihqqq1ďiďs|8 ă M ` m.

And then, the hypothesis (H1) of the first part is satisfied for n “ 0.
Moreover, with (37), we have |u0 ´ u0| ď r so that u0 P V and the hypothesis (H3) of the first part is

satisfied with n “ 0. We infer that the system (3) (with L “ 0) has a unique solution in Rs since we assumed
h ď h0 ă 1{p}A}8pM ` mqq. This implies that the hypothesis (H2) of the first part is satisfied for n “ 0. Then
we can apply the analysis of the first part to obtain (34) and (36) with n “ 1. Using (37) and (38), we infer that
hypotheses (H1), (H2) and (H3) are satisfied with n “ 1 and the result follows by induction on n.
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2.4 Examples of linearly implicit methods

In this section we present possible choices of methods of order 1, 2, 4 and 6. The general building procedure is the
following: We choose s P N‹, we fix 0 ď c1 ă c2 ă ¨ ¨ ¨ ă cs ď 1 and we compute ai,j and bi for 1 ď i, j ď s using
the formulas

ai,j “
ż ci

0

Ljpτqdτ and bi “
ż

1

0

Lipτqdτ,

where Lipτq “
s

ź

k“1

k‰i

pτ ´ ckq
pci ´ ckq is the ith Lagrange polynomial at points c1, . . . , cs. This way, the coefficients ai,j , bi

and ci are those of a Runge-Kutta collocation method. Next we choose λ1, . . . , λs P Czt1u with moduli strictly
less than 1, all distincts and in such a way that the set tλ1, . . . , λsu is invariant under complex conjugation. We
compute the polynomials P1, . . . , Ps appearing in (10) defined using (9) in the proof of Theorem 3. We solve (11)
for y1, . . . , ys and compute θ1, . . . , θs using Θ “ pV 1

c´1
qY . Finally, we compute the matrix D using (7). This way,

we define a step (2) that is strongly stable and of order s (see Definitions 1 and 2). Using Theorem 4, the numerical
method (2)-(4) is convergent of order s.

A linearly implicit method of order 1: We choose s “ 1 and c1 “ 1 so as to rely on the implicit Euler method. Then
a1,1 “ 1 and b1 “ 1. Choosing λ1 “ 1{2, we have y1 “ 1{2 and θ1 “ 1{2.

Two linearly implicit methods of order 2:

1- With Gauss points: For s “ 2 and the Gauss points c1 “ 1

2
´

?
3

6
, c2 “ 1

2
`

?
3

6
. Then the Runge-Kutta

collocation method has Butcher tableau

1

2
´

?
3

6

1

4

1

4
´

?
3

6

1

2
`

?
3

6

1

4
`

?
3

6
1{4

1

2

1

2

.

2- With uniform points: For s “ 2 and the uniform points c1 “ 0, c2 “ 1. Then the Runge-Kutta collocation
method has Butcher tableau

0 0 0

1 1{2 1{2
1

2

1

2

.

For the two cases, we choose λ1 “ 1{2, λ2 “ ´1{2. This leads to y1 “ 2, y2 “ 3{4 and θ1 “ y1 ` pc1 ´1qy2, θ2 “
y1 ` pc2 ´ 1qy2.

A linearly implicit method of order 4: We choose s “ 4 and c1 “ 0, c2 “ 1{3, c3 “ 2{3, c4 “ 1. Then the Runge-
Kutta collocation method has Butcher tableau

0 0 0 0 0

1{3 1{8 19{72 ´5{72 1{72
2{3 1{9 4{9 1{9 0

1 1{8 3{8 3{8 1{8
1{8 3{8 3{8 1{8

.

Choosing λ1 “ 0, λ2 “ 1{4, λ3 “ 1{2, λ4 “ 3{4 for we have

¨

˚

˚

˝

y1
y2
y3
y4

˛

‹

‹

‚

“

¨

˚

˚

˝

5{2
117{64
11{32
1{64

˛

‹

‹

‚

and

¨

˚

˚

˝

θ1
θ2
θ3
θ4

˛

‹

‹

‚

“

¨

˚

˚

˝

1
1235{864
833{432

5{2

˛

‹

‹

‚

.

A linearly implicit method of order 6: We choose s “ 6 and pciq1ďiď6 a uniform subdivision of r0, 1s. Then the
Runge-Kutta collocation method has Butcher tableau

0 0 0 0 0 0

1{5 19{288 1427{7200 ´133{1200 241{3600 ´173{7200 3{800
2{5 14{225 43{150 7{225 7{225 ´1{75 1{450
3{5 51{800 219{800 57{400 57{400 ´21{800 3{800
4{5 14{225 64{225 8{75 64{225 14{225 0

1 19{288 25{96 25{144 25{144 25{96 19{288
19{288 25{96 25{144 25{144 25{96 19{288

.
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Choosing λk “ eipk´1q π
3

2
for k “ 1, . . . , 6, we have

¨

˚

˚

˚

˚

˚

˝

y1
y2
y3
y4
y5
y6

˛

‹

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˚

˝

6
2783{320
1239{256
659{512
43{256
21{2560

˛

‹

‹

‹

‹

‹

‚

and

¨

˚

˚

˚

˚

˚

˝

θ1
θ2
θ3
θ4
θ5
θ6

˛

‹

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˚

˝

65{64
193389{125000
1133667{500000
1608733{500000
1111047{250000

6

˛

‹

‹

‹

‹

‹

‚

.

3 Numerical experiments

In this section, we illustrate the properties of the methods described in Section 2.1 and analysed in Section 2.3.
We first present numerical examples on ODEs, with a scalar case in Section 3.1. In particular, we illustrate the
results above, such as Theorem 4, for several methods introduced above, and we compare the results we obtain
with that obtained using other classical numerical methods. Then, we present numerical experiments for PDEs
that fit the framework used in Section 2.1 but do not fit stricto sensu the framework of the analysis carried out
in Section 2.3. This allows for comparison with classical methods for the same problems anyway. We first focus
on a nonlinear Schrödinger equation in Section 3.2 and then move to a nonlinear heat equation in Section 3.3.
The methods described and analysed in this paper would also be relevant for several other examples of quasilinear
evolution equation of the form (1).

When comparing the efficiency of numerical methods in this section, we consider as a measure of performance
the (lowest possible) CPU time required to achieve a given precision on the numerical result. This CPU time has
indeed disadvantages since it depends on the algorithms used to solve the problems, the software used to implement
the algorithms and the machine on which the software is run. However, we believe one cannot talk about efficiency
whithout taking into account some form of CPU time. And, for reproducibility issues, we detail below as much
as possible which discretizations and algorithms are used to implement the numerical methods that we consider.
Moreover, we try to be as fair as possible when implementing methods from the litterature to compare them with
the linearly implicit methods introduced in this paper.

As we shall see in this section, in terms of efficiency, the linearly implicit methods introduced in this paper
behave rather poorly on scalar problems, when compared with classical methods from the literature (see Section
3.1). In contrast, they outperform standard methods when applied to several evolution PDE problems, that we
consider, once discretized, as high dimensional systems of ODEs (see Sections 3.2 and 3.3). In the following, the
computations are carried out using MATLAB and the linear systems are solved using the backslash MATLAB
command. In particular, we do not adapt ourselves the numerical method used to solve the linear systems and the
gain in computational time one can obtain using linearly implicit methods can surely be improved using taylored
methods depending on the matrix structures.

3.1 Application to a scalar nonlinear ODE

We consider the scalar ODE
u1ptq “ ´uptq ` u3ptq. (39)

This corresponds to taking L as minus the identity operator and Npuq “ u2 in (1). The exact maximal solution
starting from u0 P p0, 1s at t “ 0 is given for t ě 0 by

uptq “ u0
b

u2
0

´ pu2
0

´ 1qe2t
.

We start with methods of order 1. We use the linearly implicit method of order 1 introduced in Section 2.4. We
compare the results we obtain on the problem above with the Euler implicit and explicit schemes as well as the Lie
splitting method. We choose u0 “ 0.9 and the final time T “ 2. The results are displayed in Figure 1. Numerical
experiments indicate that the four schemes are of order 1. For the linearly implicit scheme, this is a consequence of
Theorem 4. Moreover the CPU time required to reach a given numerical error is much lower for the explicit Euler
scheme, the implicit Euler scheme and the Lie splitting than for the linearly implicit method.

We then consider methods of order 2. We compare the linearly implicit method of order 2 defined in Section
2.4 for Gauss points with other methods of the literature: the midpoint method with Butcher tableau

1{2 1{2
1

,

the RK2 method with Butcher tableau
0 0 0

1{2 1{2 0

0 1

,
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Fig. 1 Comparison of methods of order 1 applied to (39): On the left hand side, maximal numerical error as a
function of the time step (logarithmic scales); on the right hand side, CPU time (in seconds) as a function of the
maximal numerical error.

and the Strang splitting method.
The results are displayed in Figure 2. Once again the four methods are of order 2. This is a consequence of

Theorem 4 for the linearly implicit method. The CPU time required for a given numerical error is much lower for
the Strang splitting scheme than for the midpoint and RK2 schemes, and much higher for the linearly implicit
method than for the other schemes.
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0
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0.15
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0.25
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Fig. 2 Comparison of methods of order 2 applied to (39): On the left hand side, maximal numerical error as a
function of the time step (logarithmic scales); on the right hand side, CPU time (in seconds) as a function of the
maximal numerical error.

Similar results are obtained (but not displayed here) for methods of order four and six which illustrate Theorem
4 for the corresponding linearly implicit methods introduced in Section 2.4. Moreover the CPU time required to
reach a given numerical error is always higher for the linearly implicit schemes than for other classical methods of
the same order for the ODE (39).

3.2 Application to the nonlinear Schrödinger equation

3.2.1 One dimensional nonlinear Schrödinger equation: The soliton case

In this section, we consider the nonlinear one dimensional Schrödinger equation:

iBtu “ ´B2
xu ´ q|u|2u, (40)

which corresponds to the evolution problem (1) with L “ iB2
x and Npuq “ iq|u|2. We consider the initial condition

u0pxq “
d

2a

q
sech

`?
ax

˘

,
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where q ą 0 and a “ q2{16, so that the corresponding exact solution of (40) is the zero speed soliton and reads

upt, xq “
d

2a

q
sech

`?
ax

˘

exppiatq. (41)

We use q “ 4 and a “ 1 for the numerical simulations. The final time is set to T “ 5. For the space discretization,
we consider the interval r´50, 50s with homogeneous Dirichlet boundary conditions since the exact solution (41)
decays very fast when |x| tends to `8. We use 214 equispaced points in space for methods of order 1 in time and 218

equispaced points in space for methods of order 2 in time. For splitting methods, one has to integrate numerically
equation (40) with q “ 0. This is done via the approximation

exp pihBq “
ˆ

I ` i
h

2
B

˙ ˆ

I ´ i
h

2
B

˙´1

` Oph3q, (42)

where I denotes the identity matrix, B the Laplacian with Dirichlet boundary conditions matrix, and h ą 0 the
small time step. In particular, the splitting methods we use below are also linearly implicit. The numerical error
we consider for all numerical methods is the discrete L2-norm of the difference between the numerical solution and
the projection of the exact solution (41) on the space grid at final time T .

First we compare methods of order one. We consider the linearly implicit method of order 1 introduced in
Section 2.4, the implicit Euler scheme and the Lie splitting scheme. The results are given in Figure 3. The figure
on the left hand side shows that the three methods are of order 1. This illustrates the fact that the conclusion of
Theorem 4 for the linearly implicit method holds numerically in this PDE context. For such a simulation, we can
see, on the figure on the right hand side, that now the CPU time required to reach a given error is smaller for the
linearly implicit method than for the fully implicit Euler method. However the Lie splitting method is the least
time consuming method since it is explicit (in fact our implementation of the Lie splitting method makes it linearly
implicit, see (42)) and has a good order constant.
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Fig. 3 Comparison of methods of order 1 applied to (40): On the left hand side, maximal numerical error as a
function of the time step (logarithmic scales); on the right hand side, CPU time (in seconds) as a function of the
maximal numerical error.

We then consider methods of order 2. For this experiment we use the linearly implicit method of order 2
introduced in Section 2.4 for the uniform points, the Crank-Nicolson scheme [8,9] and the Strang splitting method
[18]. For the implementation of the Strang splitting method, we use the classical conjugation with the Lie splitting
method which we recall briefly below and relies on the identity

ˆ

exp

ˆ

i
h

2
B

˙

˝ Φh ˝ exp

ˆ

i
h

2
B

˙˙k

“ exp

ˆ

i
h

2
B

˙

˝ pΦh ˝ exp pihBqqk ˝ exp

ˆ

´i
h

2
B

˙

, (43)

where Φh denotes the numerical flow of the nonlinear part of (40) defined componentwise using the function
v ÞÑ exppihq|v|2qv, and k is any nonnegative integer. The numerical flow of the Lie splitting method is ΦLie

h
“

Φh ˝ exppihBq and that of the Strang splitting method is Φ
Strang

h
“ exp pihB{2q ˝ Φh ˝ exp pihB{2q. Therefore,

relation (43) also reads
´

Φ
Strang
h

¯k
“ exp

ˆ

i
h

2
B

˙

˝
´

ΦLie
h

¯k
˝ exp

ˆ

´i
h

2
B

˙

, (44)

for all nonnegative integer k. The implementation of the Strang splitting method we use for numerical simulations
uses both the right hand side of the equation (44) and the approximation formula (42). The results are displayed in
Figure 4. The numerical order of each method is the one expected i.e. 2. This illustrates once again the numerical
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relevance of Theorem 4 beyond the ODE context. As we can see on the figure on the right hand side, the CPU
time required to reach a given error for the Crank-Nicolson method is higher than the one for the linearly implicit
method of order 2 which is also a little higher than the one for the Strang splitting method.

Remark 4 For this example, if instead of using the linearly implicit method of order 2 with uniform points, we
use the linearly implicit method of order 2 with Gauss points, we numerically obtain the superconvergence of the
method and a numerical order equal to 4. This is due to the fact that in this particular case the modulus of the
solution is constant in time as it can be seen on (41).
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Fig. 4 Comparison of methods of order 2 applied to (40): On the left hand side, maximal numerical error as a
function of the time step (logarithmic scales); on the right hand side, CPU time (in seconds) as a function of the
maximal numerical error.

3.2.2 Two dimensional nonlinear Schrödinger equation

In this section, we consider the following 2D nonlinear Schrödinger equation:

iBtu “ ´∆u ´ |u|2u, (45)

with homogeneous Dirichlet boundary conditions on the domain represented in gray in the Figure 5 with lx “ ly “
1, px “ 2 and py “ 3. The initial datum we chose reads

u0px, yq “ sin p2πxq sin p2πyq exp p2iπxq , (46)

when px, yq belongs to the domain. In this particular case, the spectrum of the Laplace operator is not accessible
and one cannot use efficiently spectral methods such as exponential Runge–Kutta methods or Lawson methods [3].

1

3

5 6

4

2

Lx “ pxlx

ly

lx

Ly “ pyly

Fig. 5 2D domain used in the simulation of the nonlinear Schrödinger equation (45)

We use a finite differences discretization in space with, for J P N˚, pxJ `1 points in the x-direction and pyJ `1
points in the y-direction in such a way that the step is the same in the two directions. This way, the numerical
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unknown un at time tn is a vector of N “ pppy ´ 1qJ ´ 1q ˆ ppxJ ´ 1q ` J ˆ pppx ´ 1qJ ´ 1q complex numbers. No
matter the way we label the unkowns, the matrix B of the Laplace operator with homogeneous Dirichlet boundary
conditions is a sparse matrix of size N ˆ N . For the numerical simulations we use J “ 50 which gives N “ 12251
unknowns. Moreover, we consider T “ 0.5 as a final time. The methods we consider are the two linearly implicit
methods of order 2 introduced in Section 2.4 (one with Gauss points, the other one with uniform points), the Crank-
Nicolson scheme and the Strang splitting method. As one has no direct access to the exact solution of (45) with
initial condition (46), we precompute as a reference solution the numerical solution provided by a Runge–Kutta
method at Gauss points with 5 stages (which therefore has order 10) with a time step of 10´3. Our numerical results
are displayed in Figure 6. As expected, the order of each method above is 2. For the two linearly implicit methods,
this again illustrates that the results of Theorem 4 extend numerically to this PDE case. Note that, the constant
of order is really better for the linearly implicit method with Gauss points than all the other ones. Moreover the
CPU time required to achieve a given precision is also smaller for the linearly implicit method with Gauss points.
This is the first example where a linearly implicit method developped in this paper clearly outperforms standard
methods from the literature.
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Fig. 6 Comparison of methods of order 2 applied to (45): On the left hand side, maximal numerical error as a
function of the time step (logarithmic scales); on the right hand side, CPU time (in seconds) as a function of the
maximal numerical error.

3.3 Application to the nonlinear heat equation

In the previous sections, we have proved and illustrated that the linearly implicit methods developed in this paper
have good quantitative properties. The goal of this section is to illustrate that they can indeed also have good
qualitative properties. Indeed, on some nonlinear heat equation with gradient-flow structure, we give an example
below of a linearly implicit fully discrete scheme which preserves the nonnegativity of the solution (just as the exact
flow does) as well as the decay of a discrete energy which is consistent with the continuous energy of the problem.

Let us consider the one dimensional nonlinear heat equation given by

Btu “ B2
xu ` u3, (47)

with homogeneous Dirichlet boundary conditions on Ω “ p´50, 50q. This corresponds to equation (1) with L “ B2
x

and Npuq “ u2. Equation (47) is the L2-gradient flow equation for the energy:

Epuq “ 1

2

ż

Ω

pBxuq2dx ´ 1

4

ż

Ω

u4dx, (48)

defined for u P H1
0

pΩq. It is well-known in the literature (see [14] for example) that

Proposition 5 For all u0 P H1
0

pΩq, u0 ‰ 0, the equation (47) has a unique maximal solution u in C0pr0, T˚q, H1
0

pΩqqX
C1pp0, T˚q, L2pΩqq with up0q “ u0 for some T˚ ą 0. Moreover this solution u satisfies

@ t P p0, T˚q, dEpuptqq
dt

ď 0. (49)

Finally if u0 ě 0 on Ω then for all t P r0, T˚q, uptq ě 0 on Ω.
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In order to give an example with good qualitative properties, we consider the fully discrete one stage method
presented in Section 2.4.

Let us denote by N the number of unknowns, so that δx “ 100{pN ` 1q. We denote by x¨, ¨y the scalar product

on RN defined for v, w P RN by xv, wy “ δx
řN

k“1
vpkqwpkq and by } ¨ }2 the associated norm. Moreover, for all

v P RN , we denote by v˝2 the vector of RN with component k equal to v˝2pkq “ vpkq2.
Then, the stage (2) reads here

γn`1{2 “ 1

2
γn´1{2 ` 1

2
u˝2
n , (50)

and the stages (3), and (4) can be summarized by

un`1 ´ un

h
“

`

B ` diagpγn`1{2q
˘ un`1 ` un

2
, (51)

where B denotes the matrix of the Laplacian operator with homogeneous Dirichlet boundary conditions on Ω on
the equispaced grid, with space step size δx, as defined after (42). We still denote by u0 the evaluation of the initial
datum u0 on the equispaced grid. In addition, we denote by γ´1{2 the evaluation of Npu0q on the same grid.

The fully discrete energy associated to the numerical scheme is given for u, γ P RN by

Erlxpu, γq “ ´1

2
xu,Buy ´ 1

2
xγ, u˝2y ` 1

4
xγ, γy. (52)

Note that this formula is consistent with the continuous energy E defined in (48).

Proposition 6 Let us assume u0 P H1
0

pΩq. Still denote by u0 the projection of u0 onto the equispaced grid with
N interior points. Choose T P p0, T˚q.

1- Let us assume that there exists h0, δx0 ą 0 such that for all h P p0, h0q and all δx P p0, δx0q with h ă δx2,
the sequence pγn`1{2qně0 is bounded in RN with the maximum norm as long as pn ` 1{2qh ď T . Then, for all

h P p0, h0q, δx P p0, δx0q and n such that pn ` 1{2qh ď T and h{δx2 ă 1, γn`1{2 is a nonnegative real-valued
vector. Moreover assuming u0 ě 0, there exists a constant h1 P p0, h0q such that for all h ď h1 and δx P p0, δx0q
with h{δx2 ă 1, the sequence punqně0 is a sequence of nonnegative vectors as long as nh ď T .

2- For all h P p0, h0q and for all n P N such that pn ` 1qh ď T , the sequence pun, γn´1{2qně0 satisfies

Erlxpun`1, γn`1{2q ď Erlxpun, γn´1{2q. (53)

Proof Let us give the main ideas of the proof of proposition 6.

1- The sign of γn`1{2 is a direct consequence of (50) and the choice of the initial condition γ´1{2 “ Npu0q :
it is a convex combination of vectors with same signs. Moreover assuming u0 ě 0, the nonnegativity of un can be
obtained by induction using the following arguments. The equation (51) can be written

ˆ

1 ´ h

2
B ´ h

2
diagpγn`1{2q

˙

un`1 “
ˆ

1 ` h

2
B ` h

2
diagpγn`1{2q

˙

un (54)

Since h{δx2 ă 1 and un ě 0, one has

ˆ

1 ` h

2
B

˙

un ě 0. Since un ě 0 and γn`1{2 ě 0, one has that

diagpγn`1{2qun ě 0, so that the right-hand side of (54) is nonnegative componentwise. Moreover, the operator
in the left-hand side of (54) has nonnegative inverse since it is an M-matrix for h1 P p0, h0q small enough (depend-
ing on the bound on the maximum norm of the sequence pγn`1{2qně0). Indeed, one can check that it is a Z-matrix
since its off-diagonal coefficients are nonpositive, and it is also a P-matrix (for h P p0, h1q).

2- Taking the scalar product of (51) with un`1 ´ un we obtain

1

h
}un`1 ´ un}22 “ 1

2
xun`1, Bun`1y ´ 1

2
xun, Buny ` 1

2
xγn`1{2, u

˝2
n`1 ´ u˝2

n y,

which gives

1

h
}un`1 ´ un}22 “ ´Erlxpun`1, γn`1{2q ` Erlxpun, γn´1{2q

` xγn`1{2,
1

4
γn`1{2 ´ 1

2
u˝2
n y ` xγn´1{2,´1

4
γn´1{2 ` 1

2
u˝2
n y.

Then, using (50), a straightforward computation leads to

1

h
}un`1 ´ un}22 ` 3

4
}γn`1{2 ´ γn´1{2}22 “ ´Erlxpun`1, γn`1{2q ` Erlxpun, γn´1{2q, (55)

which implies the result (53).
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Fig. 7 Comparison of methods of order 1 applied to (47): On the left hand side, maximal numerical error as a
function of the time step (logarithmic scales); on the right hand side, CPU time (in seconds) as a function of the
maximal numerical error.

We display in Figure 7 the comparison of the method above with the Lie splitting method, with the linear part
approximated by a formula similar to (42), and with the implicit Euler method. We compute the L2 numerical errors
using a reference solution obtained by a standard method of order 10 with a very small time step. Unsurprisingly,
the three methods are of order 1 numerically. Moreover, the linearly implicit method is faster than the implicit
Euler method for a given error, but slower than the Lie splitting method. Note that all the methods preserve the
nonnegativity of the solution (as long as one has a bound on }un}2 and h is sufficiently small with respect to this
bound, and under an additional CFL condition for the Lie splitting method).

We display in Figure 8 the plots of the initial datum and the final time solution obtained at T “ 1 with the
same linearly implicit method of order 1 (for h “ 1{p5 ˆ 211q) (left hand side) and the plot of the evolution of Erlx

(right hand side). This illustrates the results of Proposition 6 : the numerical solution starting from a nonnegative
initial datum stays nonnegative, and the discrete energy does not increase with time (see (53)).
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Fig. 8 Initial datum and solution at the final time T “ 1 with respect to space (left hand side) and evolution of
Erlx with respect to time (right hand side).

4 Conclusion and perspectives

This paper introduces a new class of methods for the time integration of evolution problems set as systems of
ODEs (or PDEs after space discretization). This class contains methods that are only linearly implicit, no matter
the evolution equation. Moreover, the paper describes a specific way to design linearly implicit methods of any
arbitrarily high order. Using suitable definitions of consistency and stability, we prove that such methods are
actually of high order for ODEs, and the proof extends to finite systems of ODEs. We illustrate numerically that
some of these methods are of the expected order for two examples of PDEs (nonlinear Schrödinger equation in 1d
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and 2d and a nonlinear heat equation in 1d), and discuss some of their qualitative properties. Our numerical results
show that the linearly implicit methods introduced in this paper behave rather poorly in terms of efficiency for
simple small systems of ODEs. In contrast, they illustrate numerically that a linearly implicit method of order 2
outperforms standard methods of order 2 from the litterature for a NLS equation on a domain where no spectral
method can be applied.

Perspectives of this work include a rigorous analysis of these linearly implicit methods in PDE contexts (i.e.
before discretization in space). In this direction, a recent result [2] proves that the relaxation method (5), which
belongs to the class of methods presented here (see remark 1), is of order 2 when applied to the NLS equation.
Another question is that of the possibility to design, in a systematic way, linearly implicit methods of high order
with some qualitative properties adapted to the PDE problem (e.g. preservation of mass or energy for NLS equation,
energy decrease for parabolic problems).

Acknowledgements This work was partially supported by the Labex CEMPI (ANR-11-LABX-0007-01).

References

1. Besse, C.: A relaxation scheme for the nonlinear Schrödinger equation. SIAM J. Numer. Anal. 42(3), 934–952
(electronic) (2004). DOI 10.1137/S0036142901396521. URL http://dx.doi.org/10.1137/S0036142901396521

2. Besse, C., Descombes, S., Dujardin, G., Lacroix-Violet, I.: Energy preserving methods for nonlinear Schrödinger
equations. (preprint 2019)

3. Besse, C., Dujardin, G., Lacroix-Violet, I.: High order exponential integrators for nonlinear Schrödinger equa-
tions with application to rotating Bose-Einstein condensates. SIAM J. Numer. Anal. 55(3), 1387–1411 (2017).
DOI 10.1137/15M1029047. URL https://hal.archives-ouvertes.fr/hal-01170888/document

4. Butcher, J.: Diagonally-implicit multi-stage integration methods. Applied Numerical Mathe-
matics 11(5), 347 – 363 (1993). DOI https://doi.org/10.1016/0168-9274(93)90059-Z. URL
http://www.sciencedirect.com/science/article/pii/016892749390059Z

5. Butcher, J.: General linear methods. Computers & Mathematics with Applications
31(4), 105 – 112 (1996). DOI https://doi.org/10.1016/0898-1221(95)00222-7. URL
http://www.sciencedirect.com/science/article/pii/0898122195002227. Selected Topics in Numerical Methods

6. Butcher, J., Wanner, G.: Runge-kutta methods: some historical notes. Applied Numerical Math-
ematics 22(1), 113 – 151 (1996). DOI https://doi.org/10.1016/S0168-9274(96)00048-7. URL
http://www.sciencedirect.com/science/article/pii/S0168927496000487. Special Issue Celebrating the Cente-
nary of Runge-Kutta Methods

7. Cheng, Q., Shen, J.: Multiple scalar auxiliary variable (msav) approach and its application to the phase-
field vesicle membrane model. SIAM Journal on Scientific Computing 40(6), A3982–A4006 (2018). DOI
10.1137/18M1166961. URL https://doi.org/10.1137/18M1166961

8. Crank, J., Nicolson, P.: A practical method for numerical evaluation of solutions of partial differential equations
of the heat-conduction type. Proc. Cambridge Philos. Soc. 43, 50–67 (1947)

9. Delfour, M., Fortin, M., Payre, G.: Finite-difference solutions of a nonlinear Schrödinger equation. J. Com-
put. Phys. 44(2), 277–288 (1981). DOI 10.1016/0021-9991(81)90052-8. URL http://dx.doi.org/10.1016/0021-
9991(81)90052-8

10. Dujardin, G.: Exponential Runge-Kutta methods for the Schrödinger equation. Applied Numerical
Mathematics 59(8), 1839 – 1857 (2009). DOI https://doi.org/10.1016/j.apnum.2009.02.002. URL
http://www.sciencedirect.com/science/article/pii/S0168927409000105

11. Hairer, E., Norsett, S., Wanner, G.: Solving Ordinary Differential Equations I: Nonstiff Problems, vol. 8.
Springer (1993). DOI 10.1007/978-3-540-78862-1

12. Hairer, E., Wanner, G.: Solving Ordinary Differential Equations II. Stiff and Differential-Algebraic Problems,
vol. 14. Springer Verlag Series in Comput. Math. (1996). DOI 10.1007/978-3-662-09947-6

13. Hairer, E., Wanner, G., C., L.: Geometric Numerical Integration: Structure-Preserving Algorithms for Ordi-
nary Differential Equations, 2nd ed edn. Springer Series in Computational Mathematics 31. Springer Berlin
Heidelberg (2002)

14. Hayakawa, K.: On nonexistence of global solutions of some semilinear parabolic differential equations. Proc.
Japan Acad. 49, 503–505 (1973). URL http://projecteuclid.org/euclid.pja/1195519254

15. Hochbruck, M., Ostermann, A.: Exponential Runge-Kutta methods for parabolic problems. Applied Nu-
merical Mathematics 53(2), 323 – 339 (2005). DOI https://doi.org/10.1016/j.apnum.2004.08.005. URL
http://www.sciencedirect.com/science/article/pii/S0168927404001400. Tenth Seminar on Numerical Solution
of Differential and Differntial-Algebraic Euqations (NUMDIFF-10)

16. Hochbruck, M., Ostermann, A.: Exponential integrators. Acta Numerica 19, 209?286 (2010). DOI
10.1017/S0962492910000048

17. KUTTA, W.: Beitrag zur naherungsweisen integration totaler differentialgleichungen. Z. Math. Phys. 46,
435–453 (1901)

18. Lubich, C.: On splitting methods for Schrödinger-Poisson and cubic nonlinear Schrödinger equations. Math.
Comp. 77(264), 2141–2153 (2008). DOI 10.1090/S0025-5718-08-02101-7. URL https://doi.org/10.1090/S0025-
5718-08-02101-7

19. McLachlan, R.I.: Families of high-order composition methods. Numerical Algorithms 31(1), 233–246 (2002).
DOI 10.1023/A:1021195019574. URL https://doi.org/10.1023/A:1021195019574



18 Guillaume Dujardin, Ingrid Lacroix-Violet

20. Runge, C.: Ueber die numerische auflsung von differentialgleichungen. Mathematische Annalen 46, 167–178
(1895). URL http://eudml.org/doc/157756

21. Saad, Y.: Iterative Methods for Sparse Linear Systems, second edn. Society for Industrial and Applied Mathe-
matics (2003). DOI 10.1137/1.9780898718003. URL https://epubs.siam.org/doi/abs/10.1137/1.9780898718003

22. Shen, J., Xu, J.: Convergence and error analysis for the scalar auxiliary variable (sav) schemes to gradi-
ent flows. SIAM Journal on Numerical Analysis 56(5), 2895–2912 (2018). DOI 10.1137/17M1159968. URL
https://doi.org/10.1137/17M1159968

23. Suzuki, M.: Fractal decomposition of exponential operators with applications to many-body theories and
Monte Carlo simulations. Phys. Lett. A 146(6), 319–323 (1990). DOI 10.1016/0375-9601(90)90962-N. URL
http://dx.doi.org/10.1016/0375-9601(90)90962-N

24. Yoshida, H.: Construction of higher order symplectic integrators. Physics Letters A
150(5), 262 – 268 (1990). DOI https://doi.org/10.1016/0375-9601(90)90092-3. URL
http://www.sciencedirect.com/science/article/pii/0375960190900923


