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Robust multi-person tracking with robots opens the door to analysing engagement and social signals in real-world environments. Multi-person scenarios are characterised by (i) a time-varying number of people, (ii) intermittent auditory (e.g., speech turns) and visual cues (e.g., person appearing/disappearing) and (iii) impact of the robot actions in perception. The various sensors (cameras and microphones) available for perception, provide a rich flow of information of intermittent and complementary nature. How to jointly exploit these cues to tackle the multi-person tracking problem with an autonomous system has been an intense research line of the Perception Team in the past few years. In this demo we want to present our, now mature, achievements in the field, and demonstrate two robotic systems able to track multiple persons using auditory and visual cues, when they are available. We will bring the two robots and the necessary computing resources with us, as well as the required presentation materials to discuss the models, methods and tools supporting this technology with the attendants.

ABSTRACT

Our formulation lies within the tracking-by-detection framework, meaning that, at every time frame \( t \) we assume the existence of \( K_t \) auditory and \( M_t \) visual detections (that will be presented later). The set of auditory and visual detections (observations) is formally denoted as \( o_t = (o_{t,1}, \ldots, o_{t,K_t}, \ldots, o_{t,K_t+M_t}) \). These observations are supposed to be generated by \( N_t \) persons with (unobserved) position \( s_t = (s_{t,1}, \ldots, s_{t,N_t}) \). Additional latent assignment variables serve to indicate which person generated each observation: \( z_{t,k} = n \) denotes that observation \( k \) was generated by person \( n \) at time \( t \). \( z_{t,k} = 0 \) denotes clutter and \( z_t = (z_{t,1}, \ldots, z_{t,K_t+M_t}) \). Within a probabilistic framework, the tracking problem writes:

\[
\hat{s}_t = \arg \max_{s_t} \sum_{z_t} p(s_t, z_t | o_{1:t}), \tag{1}
\]

where \( 1 : t \) indicates from 1 to \( t \).

We now need to define the observation and dynamic models:

\[
p(o_{t,k} | z_{t,k}, s_t) \quad \text{and} \quad p(s_t | s_{t-1}). \tag{2}
\]

Depending on the applications this probability distributions could be e.g., Gaussian [5], von Mises [3] or von Mises-Fisher [11]. However, in any of these cases, the combinatorial problem associated to the marginalisation of (1), leads to a mixture model with a number of components that grows exponentially with time [4]. Therefore, the exact probability distribution is not computationally tractable after a few visual frames: an approximation is required.
As briefly discussed above, the number of persons $N_t$ varies over time. Therefore, we require a track birth and death process. We tackle this issue through a hypothesis testing problem. At every frame $t$, we check all the auditory and visual observations considered to be clutter ($z = 0$) in the previous $t_D$ frames. We test two hypothesis: the null hypothesis is that these observations are unstructured, and the alternate hypothesis is that part of the clutter observations are consistent enough to be generated by a person not yet tracked. If that is the case, a new person is created and $N_t$ is increased by one. A track with no assigned detections during $t_D$ frames is discarded (see [4] for more details).

### 2.5 Software architecture

An overview of the software architecture used in the Demo is shown in Figure 1. We use the Robotics Operative System [1], and develop two kind of nodes: the driver nodes, which are platform-dependent, and the robot perception and action nodes, which are platform-independent. The audio-visual perception and tracking modules constitute the main contribution of the demo, while the behavior control and motor commands consist of basic features.

### 3 DEMO DESCRIPTION

During this demo, we will demonstrate the audio-visual multi-person tracking capabilities of our system in two different robotic platforms, a commercial robot and a prototype robotic head (shown in the figure). We will also bring with us the necessary support material to explain and describe the various methods and technologies used in our tracking system. Together with the robots, we will bring the necessary computing resources (computer with a GPU) necessary to make the tracking run in real-time while keeping high tracking robustness and quality.

Up to our knowledge, ours is the first multi-person tracking system able to exploit intermittent auditory and visual cues, based on a sound mathematical formulation that has been translated into an on-line algorithm working on robotic platforms. With this demonstrator we would like (i) to show the scientific and technological challenges associated to the problem, (ii) to describe the proposed solution able to tackle all these issues and (iii) to present the software architecture running in two different robotic platforms.
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