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Abstract

The problem addressed in this paper appertains to the domain of motion saliency
in videos. However this is a new problem since we aim to extract the temporal
segments of the video where motion saliency is present. It turns out to be a
frame-based classification problem. A frame will be classified as dynamically
salient if it contains local motion departing from its context. Temporal motion
saliency detection is relevant for applications where one needs to trigger alerts
or to monitor dynamic behaviours from videos. It can also be viewed as a
prerequisite before computing motion saliency maps. The proposed approach
handles situations with a mobile camera. It involves two main stages consist-
ing first in cancelling the global motion due to the camera movement, then in
applying a deep learning classification framework. We have investigated two
ways of implementing the first stage, based on image warping, and on residual
flow respectively. Experiments on real videos demonstrate that we can obtain
accurate classification in highly challenging situations.

1 Introduction

This paper is concerned with motion saliency in videos. Motion saliency infor-
mation allows one to highlight objects undergoing separate, singular or unex-
pected motion in the video sequence. The specific problem addressed in this
paper is the temporal detection of motion saliency in videos, i.e., determining
throughout the video which frames contain motion saliency. This enables to
recover time intervals for which motion saliency is present in the video.

To our knowledge, this problem has not been investigated so far, but it is
crucial for numerous applications. It can help detecting obstacle irruption for
mobile robotics or autonomous vehicles, raising alert for video-surveillance, trig-
gering attention for video analysis, or highlighting relevant information for video
summary. This frame-based classification acts as a pre-attention mechanism.
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More specifically, our method can be viewed as a prerequisite to the computa-
tion of dynamic saliency maps. The existing methods extract salient moving
objects, while implicitly assuming that the frame is dynamically salient. Our
method precisely addresses the latter issue.

As aforementioned, temporal detection of motion saliency in videos is a
classification problem. It consists in deciding for every frame of a video sequence
whether it should be labelled as dynamically salient or not, that is, whether it
contains elements whose local motion departs from their context. By context,
we mean global (or dominant) motion. We will adopt to solve this classification
problem the convolutional neural network (CNN) framework. Before classifying
each frame of the video, we cancel the global motion usually due to the camera
movement. We have investigated two ways of implementing it, based on image
warping and on residual flow respectively. This leads to two main variants of
our motion saliency detection approach.

The paper is organised as follows. Section 2 contains a brief review of motion
saliency methods. Deep learning methods relevant to this problem are also
discussed. In Section 3, we present the synthetic and real video datasets built
to evaluate our classification scheme. In Section 4, we describe our approach
and the two variants based on image warping and on residual flow respectively.
Experimental results are reported in Section 5. Section 6 includes concluding
comments.

2 Related work

To the best of our knowledge, there is no previous work that focuses on temporal
motion saliency detection. Then, we will mainly browse contributions related
to the computation of dynamic saliency maps in videos.

Research on dynamic saliency has mainly dealt with highlighting foreground
objects moving in front of a static scene ([36, 38]). The scene may nevertheless
be not fully static, but may comprise dynamic textures ([5]), such as flags in
the wind or ripples on the water, that should not be considered as salient ([36]).
Salient motion may be embedded in a global motion, when the camera is moving.
A first category of methods compensate the camera motion in the image ([18,
10]). A second class of approaches combines spatial and temporal information
without first cancelling the camera motion ([8, 14, 21, 37]). [13] use spatio-
temporal cues and represent videos as spatio-temporal graphs with the aim of
minimizing a global function. Related problems are the detection of anomalies
in crowded scenes ([27, 39]), and the use of eye-fixation maps for visual saliency
([4, 20, 28]).

Deep learning has greatly improved performances in many image processing
tasks, notably for image classification ([16, 34, 9]). Video processing applica-
tions such as optical flow computation ([11, 33]), moving object segmentation
([36]), automated description of videos ([40]), or action recognition in videos
([31, 30, 19]) showed that convolutional neural networks can also be success-
fully applied to videos. In particular, deep learning was recently applied to
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video saliency tasks. This is for instance the case for [38], who estimate spatio-
temporal saliency maps with motion and appearance information. They de-
sign an architecture comprising two successive CNNs, the first one dealing with
spatial saliency and the second one refining the saliency map with temporal
information. [17] use spatiotemporal deep features and define a spatiotemporal
conditional random field to estimate saliency maps.

Most of the existing methods assume that motion saliency is attached to a
foreground object moving in front of a (mostly) static scene. Then, appearance
may play a key role and is consequently exploited. We take a more general
definition of motion saliency. It involves all situations where local motion de-
parts from its context with differences or not in appearance. Moreover, existing
methods supply valued motion saliency maps. One could consider that they
could recognize a dynamically non-salient frame, by providing a ”practically”
empty output. Yet, it would require designing an additional stage to reliably
decide it. Anyway, we experienced that motion saliency maps are hallucinated
by existing methods on non-salient frames. This shows that existing methods
are not able to address the frame-based motion saliency detection problem.

3 Datasets

We start by describing the synthetic and real datasets used in our experiments.
The dataset is indeed a key point for learning-based approaches, especially in
the case of deep learning methods such as the ones we propose in this paper.

3.1 Synthetic dataset

Machine learning methods, and especially deep learning methods, require a
training set large enough for successful learning and generalisation ([32]). Re-
cently it was demonstrated for computer vision applications ([6, 22]), that learn-
ing can be efficiently achieved on synthetic datasets. We have then built a syn-
thetic dataset for a first training stage of the networks involved in our methods.

Each element of the synthetic dataset consists of a frame pair. The second
frame of the pair is obtained by applying to the first frame a parametric motion
model. We take an affine motion model. Motion saliency is attached to added
patches taken from other images and undergoing a different affine motion. Im-
ages of PascalVOC 2012 ([7]) were used to generate this dataset. Samples are
provided in Fig. 1. Frames are generated with a probability of 0.5 for absence
of motion saliency, 0.25 for presence of one salient moving patch, and 0.25 for
presence of two salient moving patches. Added patches have a limited size, of
approximately 0.5% to 1.5% of the frame. We deliberately chose to include
small-size patches to produce motion saliency examples hard to detect.

By generating salient examples in this manner, the risk could be that the
network manages to detect salient frames thanks to the appearance of the added
patches generally different from the content of the reference frame. To avoid
this, non salient frames can also contain up to two added patches coming from

3



(a) (b)

(c)

Figure 1: Samples of the synthetic video dataset. (a) The top frame is not
salient while the bottom frame is salient. Both include added patches cropped
from another image, but only the one in the second example undergoes an
independent motion. (b) The corresponding motion fields are represented with
the colour code depicted in c). The optical flow is globally smooth in the top
row, while it includes an outlier patch in the bottom row. (c) Colour code for
the flow field represented below.

unrelated images, but still undergoing the global motion. The shape of the
patches extracted from other images was generated randomly, as illustrated in
Fig. 1.

In order to maximise the variability of the training samples, frame pairs are
generated on the fly during training. Approximately 4 million training samples
are generated this way. The validation and test sets contain 2000 frame pairs
each.

3.2 Dataset of real videos

A dataset with real videos is necessary for fine-tuning the networks and to assess
the motion saliency classification methods. Since the proposed methods will
have to handle videos with a mobile camera, the camera should be moving for
a significant part of the dataset. Moreover, the ground truth has to supply the
presence of motion saliency or not at the frame level. The dataset constructed by
[2] meets these requirements. It gathers FBMS-59 ([24]), Complex Background
([23]) and Camouflaged Animals ([3]), all of them being specifically re-annotated
for the problem of moving object segmentation. This dataset contains difficult
examples, in particular the videos of Camouflaged Animals for which motion
information strongly prevails in the perception of the salient moving animals.
We label a frame as dynamically salient in the ground truth, if it contains at least
one independently moving object in the ground truth of the original dataset.

Since our objective is to detect temporal intervals of motion saliency in
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Figure 2: Four samples of the real dataset. The two first examples involve
non salient frames. The two last ones comprise dynamically salient frames
(respectively, including a moving cat, and a (small) moving car behind the
parked cars). Four consecutive frames are displayed for each example.

videos, non salient frames are required to serve as negative examples. Non
salient frames are rare in the dataset of [2]. Consequently, we acquired 71 ad-
ditional videos with no salient frames, i.e., depicting static scenes, but acquired
with a mobile camera. These videos depict indoor, urban and natural scenes.
The ground-truth is by construction available for all the frames of the 71 addi-
tional non-salient videos.

The final dataset includes 144 videos, and is split in a training set of 94
videos, a validation set of 13 videos and a test set of 37 videos, for a total of
3451 labelled frames. The three sets contain approximately the same amount
of salient and non salient frames. During training, data augmentation with
resizing, cropping, temporal inversion and flipping around a vertical axis, was
applied. The batches used to train our networks are built so that salient and
non salient frames are correctly balanced. Samples are displayed in Fig. 2.
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Figure 3: Our overall motion saliency detection framework

4 Temporal motion saliency detection

Our overall approach is summarized in Fig. 3. Its core module is the frame clas-
sification, which will be achieved with a convolutional neural network (Section
4.1). We have investigated two ways to implement the global motion compen-
sation: image warping (Section 4.2), and residual flow (Section 4.3).

We assume that the dominant motion (or global motion) can be represented
by a single affine motion model. We have considered two parametric dominant
motion estimation algorithms, Motion2D and DeepDOM, described in Section
4.4.

In addition, we have designed two baselines for comparison purpose, since
there are no existing methods available for temporal motion saliency detection.
The first baseline merely thresholds the average residual flow magnitude (Section
4.5). It essentially allows us to assess the difficulty of the problem. The second
baseline is defined in Section 4.6. It leverages the two-stream network introduced
in [31].

4.1 Frame classification on motion saliency

Due to the clear superiority of CNN-based methods in any image classification
problem to date, we adopt a CNN framework for the frame classification is-
sue attached to the temporal detection of motion saliency. The input will be
specified for each method of temporal motion saliency detection. The input
will be formatted as 240x240 frames. We defined the structure of the CNN for
classification (Fig. 4) from preliminary experiments on the synthetic dataset.
We conclude from these experiments that a too deep network led to overfitting.
Therefore, only three convolutional layers are kept, with 7x7 kernels to have
large enough receptive fields. The convolutional layers involve respectively 64,
96 and 128 features maps, with a stride of 2. This architecture also comprises
max pooling with a stride of 2, batch normalization, the ReLU non-linearity
and dropout.

Our objective is to build a flexible framework. As a consequence, we keep
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Figure 4: CNN for motion saliency classification (’str’ stands for stride). The
number of channels are mentioned at the relevant places. The input is either the
2-channel residual flow or the 6-channel concatenation of the two RGB images.
The final output is the probabillity of motion saliency, computed with a sigmoid.

the same architecture for the classification in all the motion saliency detection
methods, whatever the input data. With this specification, we can also draw
a fair comparison of the methods. The CNN architecture was trained for each
method with the cross-entropy loss.

The network only supplies the probability of the frame to be dynamically
salient. A frame is then classified as dynamically salient if this probability is
greater than 0.5, and non salient otherwise. Notwithstanding, we are not facing
a threshold setting issue. Comparing to 0.5 is equivalent to taking the maximum
of the two probabilities, when their sum is equal to one. We first designed a
network with two output yielding probabilities for the dynamically salient and
non-salient classes respectively. We experimentally noticed that the sum of
the two probabilities was very close to one, without formally imposing this
constraint in the network. More precisely, the mean of the absolute difference
between 1 and the sum, on the overall test set, was 3.7 10−5, and its maximum
value amounts to 4.7 10−4, knowing that the test set is well balanced between the
two classes. Then, for the sake of simplicity and efficiency, we built a network
with one single output.

4.2 Motion saliency detection based on image warping

The first way to cancel the dominant motion is to warp the second image of
the pair onto the first one. The method will then rely on the CNN to extract
relevant features from the aligned frames to infer whether motion saliency is
present or not, i.e., the frames are partly or fully aligned.

The first step of this method consists in warping the second frame onto the
first one with the estimated affine motion model. Then, the frame classification
is performed with the convolutional neural network introduced in Section 4.1.
The two colour images, which are the first input image and the second warped
image, are concatenated into a 6-channel input.

Depending on the dominant motion estimation algorithm used, this method
will be called WS-Motion2D or WS-DeepDOM, with WS standing for Warping-
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Figure 5: Motion saliency detection based on frame warping

based Saliency. The network is expected to compare the warped frames and to
find motion saliency by implicitly searching for misaligned objects due to their
independent motion.

4.3 Motion saliency detection based on the residual flow

Our second motion saliency detection method fully acknowledges the fact that
motion saliency is first and foremost related to motion. Instead of using colour
frames as input, we directly exploit information related to motion. This allows
us to be explicitly agnostic on appearance. We compute the residual optical
flow, by subtracting the affine flow ωθ̂, given by the estimated dominant motion

model of parameters θ̂, to the computed optical flow field ω:

∀p ∈ Ω, ωres(p) = ω(p)− ωθ̂(p) (1)

where Ω is the image grid. The residual flow will serve as input of the CNN
classifier of Fig. 4. This method is summarized in Fig. 6. The two components
of the residual flow are the two channels of the input of the classifier. A residual
flow close to a zero field over the whole image means a non salient frame.

Figure 6: Motion saliency classification based on the residual flow
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The optical flow is computed with FlowNet2.0 ([11]). FlowNet2.0 was chosen
since it is real time, while delivering good performance. The speed of the optical
flow algorithm is indeed critical, as optical flow is computed during training for
each pair of every batch. Also, expected use cases of motion saliency detection
methods are likely to require a real-time execution. Depending on the motion
estimation algorithm used, this method will be denoted RFS-Motion2D or RFS-
DeepDOM, with RFS standing for Residual Flow Saliency.

4.4 Parametric estimation of the dominant motion

Most of the time, the image motion induced by the camera forms the dominant
motion in the frame. This dominant motion corresponds to the apparent motion
of static elements in the scene, which usually occupy the main part of the frame.
In case of a shallow scene, i.e., depth and orientation variations in the static
scene are small compared to the distance to the camera, a unique 2D parametric
motion model, such as an affine model, correctly approximates the dominant
motion. We adopt this simple but efficient approach. Results reported in Section
5 will show that it generalises well even for non shallow scenes in practice. Let
us note that for a close-up on a moving object, the dominant motion becomes
precisely the motion of this object. The temporal motion saliency detection is
still valid, since we are interested in detecting local motion departing from the
global one. For every pixel p ∈ Ω with p = (x, y), the flow field given by the
parametric motion model can be written as:

ωθ(p) =

(
a1 + a2x+ a3y
a4 + a5x+ a6y

)
(2)

where θ = (a1, ..., a6) is the vector of the model parameters.

Figure 7: DeepDOM network leveraging the one from [29] for the parametric
estimation of the dominant motion.

We used two methods to estimate the affine motion model. We first resorted
to the classical robust multi-resolution algorithm Motion2D ([25]) to estimate
the dominant affine motion model between two frames. It is real-time and it
has proven its efficiency in many applications.

As an alternative, we have applied the network proposed in ([29]), initially
designed to estimate geometric transformations between two images, which can
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be acquired from very distant viewpoints. The objects to match may even be
different instances of the same object class. In our case, the two input images
are far closer and the displacements are smaller, but the frames may involve
outliers, i.e., independently moving objects. The architecture is summarized in
Fig. 7. It was trained separately from the saliency detection methods, with the
synthetic dataset described in Section 3.1. The convolutional neural network
after the correlation operation is composed of two successive convolutional layers
with respectively 7x7 and 5x5 kernels, that are followed by a fully connected
layer. This network is called DeepDOM, for Deep Dominant Motion estimation.
The loss function used to train this network is similar to the one used in [29].
A grid G of nodes q is deformed by the estimated global motion of parameters
θ̂ and by the ground truth θGT . The loss function ε(θ̂) compares the two sets
of grid displacements as follows:

ε(θ̂) =
1

N

∑
q∈G
||ωθGT

(q)− ωθ̂(q)||
2
2. (3)

4.5 Basic baseline

To assess the difficulty of the task, we defined a very simple baseline based on
the residual flow. We compute the following criterion to decide whether the
frame t is dynamically salient:

Φ(t) ≥ λ , with Φ(t) =
1

|Ω|
∑
p∈Ω

‖ω(p, t)− ωθ̂(t)(p)‖2 (4)

where ω is the optical flow, ωθ̂ is the flow field corresponding to the dominant

motion model of estimated parameters θ̂, and Ω is the image domain. Motion2D
is used to estimate the dominant motion, and FlowNet2.0 to compute the optical
flow.

Φ(t) characterizes the amount of residual motion in the frame t after can-
celling the global motion. We threshold Φ(t) to classify the frame t as dynam-
ically salient or not. To correctly set the threshold value λ, we compute the
empirical distribution of Φ(t) on the frames of the validation set of the real
video dataset. Then, an exponential law is fit to it. A p-value test with a
probability of false alarm of 5% is applied to set the threshold λ.

4.6 Two-stream network as a baseline

Due to the lack of existing methods to compare with, we designed a second more
challenging baseline, which is a direct application of the well-known two-stream
network introduced in ([31]). The two-stream network involves two CNNs in
parallel, one for the spatial stream, and one for the temporal stream. The two-
stream network provided convincing results for the action recognition task. It
was also exploited in other works, such as in [35] for dynamic texture synthesis
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Figure 8: Two-stream network for motion saliency classification.

and for the prediction of eye-fixation maps in [1]. We can expect that it is a good
candidate for temporal motion saliency detection as well. However, we need to
adapt it for this new task. We have to produce a prediction for each frame
of a video, and not one prediction for the whole video. Regarding the spatial
stream, we concatenate the two considered frames of the video. Accordingly, as
input of the temporal stream, we take the optical flow field computed between
the two frames only. In this version of the two-stream network, we still use the
classification CNN of Fig. 4 for both streams, and FlowNet2.0 to compute the
optical flow. The resulting network is summarized in Fig. 8.

5 Experimental results

5.1 Experimental setting

We use the Caffe library ([12]) to implement the networks presented in Section
4. The optimization was achieved with the Adam method ([15]) with the param-
eters proposed by the authors. The runtime for the processing of a batch during
the learning stage (prediction and back-propagation), with a GPU Tesla M40
and a 2.9 GHz processor is respectively of 1.4 sec, 1.8 sec, 0.7 sec and 1.2 sec
for WS-DeepDOM, WS-Motion2D, RFS-DeepDOM and RFS-Motion2D. The
batch size consists of 32, 32, 8 and 12 elements respectively. In the test stage,
the prediction for one frame is performed in respectively 20.0, 15.2, 10.4 and 9.5
fps.
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5.2 Comparison of the dominant motion estimation meth-
ods

The accuracy of the dominant motion estimation methods is likely to play an
important role in the performance of the temporal motion saliency detection
methods. We evaluated them on the synthetic dataset, which contains 2000
elements for which the ground truth is available by construction. With Deep-
DOM, we obtained a mean error for the estimation of the dominant motion of
0.20 pixels with a standard deviation of 0.08. With Motion2D, the mean error
is of 0.03 pixels and the standard deviation is of 0.41. For the synthetic dataset,
Motion2D provides an estimation of the motion closer to the ground truth. Yet,
the accuracy obtained by DeepDOM remains reasonable.

5.3 Choice of the time step

An important aspect is the choice of the time step ∆t between the two frames
at test time. A time step of 1 means that we consider two successive frames of
the video, a time step of 2, frames at t− 2 and t, etc. We can expect that more
distant frames will make the highlight of independently moving objects with
small motion magnitude easier. On the other hand, the parametric estimation
of the dominant motion is supposed to be more precise on temporally closer
frames. Table 1 illustrates this behaviour for the RFS-Motion2D method. To
find the best trade-off, time step was set to 1 during training, and the validation
set with real videos is used to select the best time step for every method. Each
method has thus the most appropriate time step for testing. It will also make
the comparison fairer.

5.4 Experimental evaluation and comparison

5.4.1 Evaluation on the synthetic dataset

All the motion saliency detection methods were trained first on the synthetic
database introduced in Section 3.1. The evaluation on the synthetic validation
set showed that for all the methods, the accuracy was higher than 98%. Such
a good performance can be explained by the fact that the synthetic dataset is
ideal, as it displays strictly affine motions.

5.4.2 Evaluation on the real video dataset

Table 2 collects the comparative results. First of all, the simple baseline relying
on criterion (4) based on the residual flow yields only a 54.4% accuracy, which
shows that the problem is not trivial. The two-stream network has an accuracy
of 80.9%, which is better, but leaves room for improvement. Let us note that
the spatial and temporal streams, when used separately to make the prediction,
do not provide equivalent results. The temporal stream performs better than
the spatial stream by a large margin. This confirms that for the temporal
motion saliency detection task, explicit motion information is the key input. In
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contrast to the action classification task investigated in ([31]), no improvement
was obtained by combining the two streams.

Table 2 shows that the best method is RFS-Motion2D, which is based on the
residual flow. It reaches an overall accuracy of 87.5%. Globally, we draw the
same conclusion than for the two-stream baseline, that is, for a given dominant
motion estimation algorithm, methods which take flow as input perform better
that methods that take images as input.

Figure 9: Classification examples for RFS-Motion2D. Top left rows and top
right rows show six frames properly classified as respectively non dynamically
salient and dynamically salient. The bottom row displays four failure cases.
The first frame is wrongly classified as dynamically salient due to wind in the
bushes; the red circle surrounds the salient moving object in the three next
frames wrongly classified as non salient.

Samples of results are displayed in Fig. 9 for visual assessment. In the
processed videos, the static scene is not always shallow, and moving objects
may be not easily visible. However, the classification results remain convincing
as illustrated in the top rows of Fig. 9. Difficult cases involving static objects
in the foreground as trees or walls, dynamic textures as a flowing river, or
camouflaged moving objects as the snail, are correctly classified. The bottom

13



Method Motion saliency timeline

Ground truth

RFS-Motion2D

RFS-DeepDOM

WS-Motion2D

WS-DeepDOM

Figure 10: Comparative timelines of the frame classification on 12 real videos
of different length (orange stands for dynamically salient, blue for non-salient).

row of Fig. 9 contains failure cases for frames involving wind in the bushes, or
small moving objects (respectively car, dog, scorpion) partially hidden.

5.5 Impact of the quality of the dominant motion estima-
tion

Using DeepDOM did not improve the results compared to the classical method
Motion2D. This suggests that Motion2D still outperforms DeepDOM for real
images. Methods WS and RFS are not equally affected by a lower accuracy
of the dominant motion estimation method on real videos. Table 2 shows that
the performance decrease is 2.9% for RFS and 8.7% for WS, when the training
is performed on the synthetic dataset only. This suggests that RFS is more
robust to a less precise motion estimation method. Intuitively, WS really needs
a correct cancellation of the camera motion when comparing registered pixels at
the same location to detect motion saliency. In contrast, optical flow contains
information directly exploitable, and the camera motion compensation acts as
a “denoising” step.

5.5.1 Choice of the parametric motion model

All the reported experiments involve an affine motion model. To evaluate how
the chosen motion model impacts the classification performance, we ran WS-
Motion2D with two different motion models: the affine one and the 8-parameter
quadratic one. The latter consists of a polynomial of degree 2 for the two
components of the velocity vector for a total of 8 free parameters. It accounts
for the 2D projected motion of a 3D rigid motion of a planar scene, similarily
to the homography for geometric transformation. The WS-Motion2D method
has been chosen for this comparative evaluation, since it is more affected by the
quality of the global motion estimation as mentioned above. The classification
CNN is not trained again. Results reported at the bottom of Table 2 (referred
as WS-Motion2D affine and quadratic) show that modifying the motion model
at test time has almost no impact on the performance.
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5.6 Impact of fine-tuning

By comparing results collected in Table 2 and Table 3, which reports the per-
formance of the methods trained only on the synthetic dataset, we notice that
further training on real videos always improves the performance. WS-Motion2D
has already good performance with training on synthetic data only, but the other
methods really benefit from the fine-tuning on real videos.

5.7 Temporal evaluation

The temporal behaviour of the four variants is illustrated in Fig. 10 with timeline
plots. The 12 real video clips respectively depict moving camel, cars (twice),
cat, tractor, giraffe and scorpion for the seven dynamically salient clips, and
field, river, countryside, campus and indoors for the five non salient ones. Nine
of them are represented in Fig. 9. All methods supply more stable results on
non salient videos than on dynamically salient ones. The seventh clip in the
row is a very difficult example (the scorpion one) of the Camouflaged Animals
dataset. RFS methods are able to partly detect motion saliency in this video,
whereas WS methods fail, demonstrating that motion information is the key
clue and appearance may be useless.

Results obtained with RFS-Motion2D for a subset of the test set, and con-
catenated in a single video, are provided in the supplementary material. The

Time step ∆t 1 2 3 4 5 6 7 8 9
Accuracy 84.9 89 88.3 88.9 89.6 88.9 88.9 89.2 88.5

Table 1: Rates of correct classification in percentage for RFS-Motion2D on the
real validation set for several time steps ∆t.

Method Time Overall Salient Non salient
step frames frames

Baseline Φ 4 54.4 64.6 42.8
Two-stream network 1 80.9 64.3 99.7

Temporal stream only 2 83.2 71.4 96.7
Spatial stream only 3 72.6 50.4 98.0

WS-DeepDOM 2 76.5 59.4 96.2
RFS-Motion2D 5 87.5 79.7 96.4
RFS-DeepDOM 3 84.6 73.0 98.0

WS-Motion2D affine 6 85.2 78.4 93.0
WS-Motion2D quadratic 6 85.2 77.9 93.5

Table 2: Rates of correct classification on the test set with real videos. Best
performance in bold, second best underlined.
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Method Overall Salient Non salient
frames frames

WS-Motion2D 80.9 76.8 85.7
WS-DeepDOM 67.3 62.3 73.1
RFS-Motion2D 76.0 62.2 91.8
RFS-DeepDOM 69.7 44.1 99.0

Table 3: Rates of correct classification on the test set with real videos, where
methods are trained only on the synthetic dataset.

colour of the frame border, resp. orange or blue, designates the prediction, resp.
dynamic saliency or non saliency. The green (resp. red) square at the bottom
right indicates that the prediction is correct (resp. wrong). The video shows
that non saliency is correctly predicted even when the shallow scene assumption
is not valid, with for instance walls, trees or pillars in the foreground. The video
includes the camouflaged snail case which is successfully handled.

5.8 Additional experiments

We applied RFS-Motion2D to the DAVIS2016 dataset ([26]), which includes 50
videos with 3455 annotated frames. It was initially built for the video object
segmentation task. The objects of interest are foreground moving objects. All
the frames should be labeled as dynamically salient. We run RFS-Motion2D
without any fine-tuning on the DAVIS2016 dataset. We obtained an overall
correct classification rate of 93.3%, which is significantly better than the one
obtained for our real dataset (79.7% for salient frames, see Table 2). Moving
objects in our dataset usually exhibit a smaller motion magnitude than those of
the DAVIS2016 dataset. Our dataset also includes the challenging Camouflaged
Animals samples.

In addition, we conducted an experiment regarding the claim made at the
end of Section 2. We applied the method of [38] on the non-salient videos, using
the code made available by the authors. As expected, the method supplied non-
empty motion saliency maps in every frame, sometimes involving large non-
salient areas. To be fair enough, we added a decision step for an effective
classification, and we got a correct classification rate of non-salient frames of
58%. In contrast, our method reached a rate of 98% (Table 2). This shows that
existing methods are not able to handle the problem we solve.

6 Conclusion

We have formulated the problem of temporal motion saliency detection in videos.
We proposed two methods involving camera motion compensation and CNN-
based classification. They were favourably compared to a baseline exploiting
the two-stream network. A synthetic dataset has been constructed and an
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existing real dataset has been extended. The best method (RFS-Motion2D)
reaches an overall accuracy of 87.5% on our real dataset, and even 93.3% on
the DAVIS2016 dataset. It takes advantage of an explicit motion information
given by the residual flow. Future work will try to improve the dominant motion
estimation for complex scenes, and to investigate the introduction of temporal
regularisation in the frame-based classification.
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