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Continuous-Discrete Sequential Observers for

Time-Varying Systems under Sampling and

Input Delays

Frederic Mazenc and Michael Malisoff, Senior Member, IEEE

Abstract

We provide continuous-discrete observers for a large class of time-varying linear systems where the

inputs and outputs have sampling and delays, and where the systems and outputs contain uncertainties.

We allow the delays in the output and input to differ and to be arbitrarily long. We use the observers to

design controls that ensure input-to-state stability, under delays and sampling. The observers and controls

have no distributed terms. We illustrate our work in two examples including a DC motor model.

I. INTRODUCTION

Global asymptotic stabilization of systems with delays or outputs can be challenging when

the output is not available for continuous measurement. This has motivated a large literature on

stabilization problems under discrete sampling of an output, which have important engineering

implications [1]. Notable tools in this literature include prediction and reduction model ap-

proaches (and other methods) for delay compensation, which can be advantageous in applications

because they can compensate for arbitrarily long input delays. Prediction and reduction model

approaches construct dynamic extensions that generally lead to distributed terms in controls, so

the control formulas often incorporate an integral of past control or state values.

Reduction model methods in [2] were confined to cases with continuous measurements of

the complete state, but [2] covered linear systems with piecewise constant inputs. For systems

with only discrete output measurements, several methods exist. For example, if the input delay

is a multiple of the constant length c̄ of all sampling time intervals in the input and output

measurements, then one can apply a discrete time reduction model method from [3]; see [4].
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The seminal works [5] and [6] and more recent works (e.g., [2], [7]) used continuous-discrete

observers, which apply in cases that are not amenable to static piecewise constant state feedback

or to continuous observers. The work [8] used continuous-discrete observers to build globally

asymptotically stabilizing output feedback under input delays, and [8] combined reduction model

methods with continuous-discrete observers. Other works treated delays, discrete measurements,

and sampling separately (but see the nonlinear stabilization work [9] for systems with inputs with

zero-order hold under discrete delayed inputs). By contrast, here we use the sequential observers

and subsequential predictors approach that was started in [10] and that was further developed

in [11], and that eliminates the need for distributed terms in the control. For the first time, this

paper adapts this approach to cases where continuous-discrete observers are appropriate, and we

allow time-varying systems with different delays in the input and output, under sampling.

The work [8] for LTI systems with sampling in the input and the output uses a dynamic exten-

sion. However, the distributed terms in works like [8] and [9] may not always lend themselves

to implementations, since the controls are not in a closed form. In the present work, our closed

form stabilizing controls apply to linear time-varying systems with sampling in the input and in

the output, and uncertainties in the output measurements and in the original plant. Then we can

prove input-to-state stability under arbitrarily long delays in the input and output.

This work adds significant value relative to our conference version [12] by (i) covering linear

time-varying systems (which arise from tracking reference trajectories), (ii) providing sufficient

conditions for our Schur matrix condition to hold, and (iii) including an application to a DC

motor model. These three features were not present in [12], which was confined to LTI systems.

II. STATEMENT OF MAIN RESULT

We study systems having the form8
<

:
ẋ(t) = A(t)x(t) + B(t)u(g(t)� ⌧) + �1(t)

y(t
i

) = C(t
i

)x(t
i�r

) + �2(ti) , i � r
(1)

where t
i

= i⌫ for a known constant ⌫ > 0 for all integers i � 0, the constant input and output

delays ⌧ � 0 and r 2 N and the bounded continuous matrix valued functions A, B, and C are

known, the state x and the output y are valued in Rn

x and Rn

y respectively for any dimensions

n
x

and n
y

, g is a right continuous nondecreasing piecewise continuous unbounded function

that satisfies g(t)  t for all t � 0 and so can represent sampling in the control u (e.g., by

choosing g(t) = s
i

for all t 2 [s
i

, s
i+1), where s0 = 0 and where the sample times s

i

admit
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positive constants s and s̄ such that s  s
i+1 � s

i

 s̄ for all integers i � 0), and the unknown

� = (�1, �2) is piecewise continuous and bounded and has finite right limits at each t � 0.

Including g(t) is motivated by sampling that commonly occurs when controls are implemented,

and by the challenge of proving robustness to sampling [8]. We use standard definitions for the

input-to-state stable (or ISS) property; see [13]. We assume that our initial functions for (1) are

constant at the initial time t0 = 0, I denotes an identity matrix, and �C is the fundamental matrix

for ż(t) = C(t)z(t) for any continuous choice of C. We assume the following, where M
a

 M
b

for square matrices M
a

and M
b

of the same size means M
b

�M
a

is nonnegative definite, | · | is

the usual Euclidean norm and the induced matrix norm, and | · |1 is the essential supremum:

Assumption 1. There are constant matrices A0 2 Rn

x

⇥n

x

, C0 2 Rn

y

⇥n

x

, and L0 2 Rn

x

⇥n

y

; an

integer d and a constant ` > 1 such that d = `⌧/⌫; bounded piecewise continuous functions

�
A

: R!Rn

x

⇥n

x

and �
C

: R!Rn

y

⇥n

x

; and a symmetric positive definite P02Rn

x

⇥n

x

such that:

(i) the equalities A(t) = A0 + �
A

(t) and C(t) = C0 + �
C

(t) hold for all t 2 R;

(ii) the matrix M0(⌫) = (I+⌫L0C0e
�(⌧/d)A0

)e⌫A0
is such that M>

0 (⌫)P0M0(⌫)�P0  �I; and

(iii) the pair �⇤ = (�
A

, �
C

) is such that |P0|G(�⇤)H(�⇤) < 1, where G(�⇤) = e⌫|A0|
(e⌫|�A|1 �

1)(1 + ⌫|L0||C|1) + ⌫|L0||�C |1e⌫|A0|
and H(�⇤) = (1 + ⌫|L0C|1)e⌫|A|1

+ |M0(⌫)|.

When �
A

and �
C

are zero functions, we can find a P0 to satisfy part (ii) of Assumption 1 if

(I +LC)e⌫A is Schur stable, by choosing L = ⌫L0 (and choosing d large enough and using the

continuity of eigenvalues as functions of the entries of the matrix). If (A0, C0) is observable,

then Appendix A.1 below shows a way to satisfy condition (ii) of Assumption 1. Since the

Mean Value Theorem gives e⌫|�A|1 � 1  e⌫|�A|1⌫|�
A

|1, condition (iii) from Assumption 1

then holds if ⌫|�⇤|1 is sufficiently small. For instance, if ⌫ 2 (0, 1) and |�⇤|1  1, then

G(�⇤)  ¯G|�⇤|1⌫ and H(�⇤)  ¯H, where ¯G = e|A0|+1
[1 + |L0|(|C0| + 1)] + |L0|e|A0| and

¯H = e|A0| �e(1 + |L0|(|C0|+1))+1 + |L0C0|e⌧ |A0|�, so part (iii) of Assumption 1 holds if ⌫ and

�⇤ also satisfy ⌫|�⇤|1 < 1
|P0|ḠH̄ . While [8] allows outputs and nonperiodic sampling, [8] leads to

distributed terms in controls, even when A, B, and C are constant matrices. Finally, we assume:

Assumption 2. The ratio ⌧/⌫ is a rational number.

We prove the following, where + refers to the right limit, and | · |I is the supremum over any

interval I; see Remark 1 for the definition of a solution for (2a)-(2b).
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Theorem 1. Let Assumptions 1-2 hold for some positive integer d > max{3, ⌧/⌫} and some

constant ` > 1, and choose L0 from Assumption 1. Set p = d+ `r, and consider the families of

continuous-discrete systems(
ż1(t) = A(�1(t))z1(t) + B(�1(t))u

�
g(t+ ⌧

d

� r⌫)� ⌧
� 8t 2 J

i

z1(t
+
i

) = z1(ti) + ⌫L0

⇥
C(t

i

)z1
�
t
i

� ⌧

d

�� y(t
i

)

⇤
, i � r

(2a)

and

(
ż
j

(t) = A(�
j

(t))z
j

(t) + B(�
j

(t))u
�
g(t+ j⌧

d

� r⌫)� ⌧
� 8t 2 J

i

z
j

(t+
i

) = z
j

(t
i

) + ⌫L0C(t
i

) 
j

�
t
i

� ⌧

d

�
, i � r

(2b)

for j = 2, . . . , p, where J
i

= (t
i

, t
i+1] for i � 0 and we set  1(t) = z1(t) � x (�1(t)) and

 
j

(t) = z
j

(t)� z
j�1

�
t+ ⌧

d

�
for j = 2, . . . , p for any choice of the piecewise continuous locally

bounded function u, and where �
j

(t) = t + j⌧

d

� r⌫ for all t � 0 and j 2 {1, 2, . . . , p}, and

where A, B, C, u, and g are from (1). Set  = ( 1, . . . , p

). Then the following conclusions

hold: (a) We can find positive constants c1 and c2 such that | (t)|  c1
�
e�c2t| (t+

r

)|+ |�|[0,t]
�

holds for all t � t
r

and for all solutions of (1) and (2a)-(2b). (b) The estimate

|z
p

(t� ⌧)� x(t)|  pc1
�
e�c2(t�⌧)| (t+

r

)|+ |�|[0,t]
�

(3)

holds for all t � t
r

+ ⌧ along all solutions of (1) and (2a)-(2b). (c) If, in addition, there is

constant matrix K such that ẋ(t) = A(t)x(t) +B(t)Kx(g(t)) + �
a

(t) is exponentially ISS with

respect to the arbitrary locally bounded piecewise continuous uncertainty �
a

, then the (x, )

dynamics, consisting of (1) and the  = ( 1, . . . , p

) system in closed loop with u(t) = Kz
p

(t),

are ISS with respect to � = (�1, �2). ⇤

Remark 1. Solutions of (2a)-(2b) are understood as follows. The z
j

subsystems (called sequential

observers) are continuous time ones (whose dynamics are defined by the first equations in (2a)-

(2b) for all t > 0), except their states are reset to z
j

(t+
i

) at the times t
i

. Then z
p

provides

an observer for the state x of (1), by conclusion (b). A guide for finding K in part (c) is to

choose K such that ẋ(t) = [A(t)+B(t)K]x(t) is uniformly globally exponentially stable to 0

(which is possible, e.g., if (A(0),B(0)) is a controllable pair and K is such that A(0)+B(0)K

is Hurwitz, under suitable bounds on the time variation of A and B, by simple calculations),

since then the requirements hold if sup

t�0 |t� g(t)| is small enough, by converse Lyapunov

function theory (e.g., [13, Theorem 4.14]) and [14], which give an ISS Lyapunov function for

ẋ(t) = A(t)x(t) + B(t)Kx(g(t)) + �
a

(t). Our condition d >max{3,⌧/⌫} shows that smaller

⌫’s produce higher dimensional observers (but our control and observers are free of distributed

terms for all r and ⌧ ). It is tempting to guess that robustness in [12] can be used to directly
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extend [12] to linear time-varying systems, but this would not be right because the robustness

in [12] is to added uncertainties on the right side, not uncertainties in coefficient matrices. ⇤

III. PROOF OF THEOREM 1

We divide the proof into three parts. In the first part, we show that part (ii) of Assumption

1 remains true (up to a scaling of P0 by a positive constant) when M0(⌫) in its inequality is

replaced by a suitable analog of M0(⌫) for time-varying linear systems. The second part provides

key relations that enable us to prove the conclusions (a)-(c) of the theorem in the third part.

First Part. Setting L = ⌫L0, we prove that there is a constant c0 > 0 such that the matrices

M
ij

= �

A��
j

(t
i

, t
i�1) + LC(t

i

)�

A��
j

(t
i

� ⌧/d, t
i�1) satisfy M>

ij

P0Mij

� P0  �c0I for all

integers i � 0 and j 2 {1, 2, . . . , p}. We will use the facts (which follow from Appendix

A.2 with the choices A = A � �
j

) that
��
�

A��
j

(t, s)� eA0(t�s)
��  e(t�s)|A0|

(e(t�s)|�
A

|1 � 1) and

|�
A��

j

(t, s)|  e|A|1(t�s) hold for all s � 0 and t � s and j. By the triangle inequality, for all

integers i � 0 and j 2 {1, 2, . . . , p}, our choice of G in part (iii) of Assumption 1 is such that

|M
ij

�M0(⌫)|  ��e⌫A0 � �
A��

j

(t
i

, t
i�1)

��

+

��L [C0 � C(t
i

)] e(⌫�⌧/d)A0
��
+

��LC(t
i

)

�
e(⌫�⌧/d)A0 � �

A��
j

�
t
i

� ⌧

d

, t
i�1

����

 e⌫|A0| �e⌫|�A|1 � 1

�
+ |L||�

C

|1e⌫|A0|

+⌫|L0||C0 + �
C

|1e⌫|A0| �e⌫|�A|1 � 1

�
= G(�⇤)

by using the estimates |L�
C

(t
i

)e(⌫�⌧/d)A0 | |L||�
C

|1e|⌫�⌧/d||A0|  |L||�
C

|1e⌫|A0| which follow

because d � ⌧/⌫, and recalling the ⌫|L0||�C |1e⌫|A0| in the G(�⇤) formula and the fact that

L = ⌫L0. Also, |M
ij

|  e⌫|A|1
(1 + |LC|1) and so also |M

ij

+ M0(⌫)|  H(�⇤) for all i and

j. Hence, we can use (iii) from Assumption 1 and the matrix difference of squares formula to

find a constant c0 2 (0, 1) such that V >
(M>

ij

P0Mij

� P0)V = V >
(M>

0 (⌫)P0M0(⌫) � P0)V +

V >
(M>

ij

�M>
0 (⌫))P0(Mij

+M0(⌫))V  �c0|V |2 for all i � 0, V 2 Rn

x , and j = 1, 2, . . . , p.

Second Part. Let P = P0/c0, where c0 is from the first part of the proof. Then M>
ij

PM
ij

�P 
�I for all i � 0 and j = 1, 2, . . . , p. From the definition of {t

i

}, we can rewrite (2a) as

ż1(t) = A(�1(t))z1(t) + B(�1(t))u
�
g(t+ ⌧

d

� r⌫)� ⌧
�

for all t 2 J
i

, and z1(t
+
i

) = z1(ti) +

LC(t
i

)[z1(ti � ⌧

d

) � x(t
i

� r⌫)] � L�2(ti) for all i � r, because L = ⌫L0. Since ẋ(�1(t)) =

A(�1(t))x(�1(t)) + B(�1(t))u (g (�1(t))� ⌧) + �1 (�1(t)) for all t � 0, it follows from the

preceding formulas for ż1(t) and z1(t
+
i

) that  1 as defined in our theorem satisfies
8
><

>:

˙ 1(t) = A(�1(t)) 1(t)� �1
�
t+ ⌧

d

� r⌫
�
, 8t 2 J

i

 1(t
+
i

) = z1(ti) + ⌫L0C(t
i

)

⇥
z1

�
t
i

� ⌧

d

�� x(t
i

� r⌫)
⇤� x

�
t
i

+

⌧

d

� r⌫
�� ⌫L0�2(ti)

=  1(ti) + ⌫L0C(t
i

) 1

�
t
i

� ⌧

d

�� ⌫L0�2(ti)

(4)
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for all i � r. Since t
i

� ⌧

d

2 (t
i�1, ti) for all i � 1 (because t

i+1 � t
i

= ⌫ > ⌧/d for all i), we

can integrate the first equality in (4) along (t
i�1, ti] and then on (t

i�1, ti � ⌧/d] using variation

of parameters, and then substitute the resulting formulas for  1(ti) and  1(ti � ⌧/d) into the

last expression for  1(t
+
i

) in (4), to obtain

 1(t
+
i

) = M
i1 1(t

+
i�1) +N0(�, i) , where

N0(�, i) = � R
t

i

t

i�1
M⇤(�, ti, w)dw � ⌫L0�2(ti)� ⌫L0C(t

i

)

R
t

i

�⌧/d

t

i�1
M⇤(�, ti � ⌧/d, w)dw

(5)

and M⇤(�, s, w) = �A��1(s, w)�1(w + ⌧/d� r⌫). Let z0(t) = x(t� r⌫). Then we have

ż
j

(t) = A(�
j

(t))z
j

(t) + B(�
j

(t))u (G⇤(t, j)� ⌧) 8t 2 J
i

z
j

(t+
i

) = z
j

(t
i

)� ⌫L0�j

(t
i

) + ⌫L0

⇥
C(t

i

)z
j

�
t
i

� ⌧

d

�� C(t
i

)z
j�1(ti)

⇤
, i � r

(6)

for all j 2 {1, . . . , p}, where G⇤(t, s) = g
�
t+ s⌧

d

� r⌫
�
, and where �

k

= �2 if k = 1 and

�

k

= 0 otherwise. Consequently, since ⌧/d < ⌫, it follows that for all j 2 {2, . . . , p}, we have

˙ 
j

(t) = A(�
j

(t)) 
j

(t) 8t 2 J
i

, and  
j

(t+
i

) =  
j

(t
i

) + ⌫L0C(t
i

) 
j

(t
i

� ⌧/d) 8i � r. (7)

By integrating the first equation in (7) over
�
t
i

� ⌧

d

, t
i

⇤
, we obtain  

j

(t
i

) = �

A��
j

(t
i

, t
i

�
⌧

d

)

⇥
z
j

�
t
i

� ⌧

d

�� z
j�1

�
t+
i

�⇤
. By (6), it follows that  

j

(t
i

) = �

A��
j

(t
i

, t
i

� ⌧

d

)[z
j

(t
i

� ⌧

d

)�z
j�1(ti)�

⌫L0C(t
i

)(z
j�1(ti � ⌧

d

)� z
j�2(ti))+ ⌫L0�j�1(ti)] holds for all j 2 {2, . . . , p} and i � r. Hence,

 
j

(t
i

) = �

A��
j

(t
i

, t
i

� ⌧

d

)

�
 
j

(t
i

� ⌧

d

) + ⌫L0�j�1(ti)
� � �

A��
j

(t
i

, t
i

� ⌧

d

)⌫L0C(t
i

) 
j�1(ti � ⌧

d

)

holds for all j 2 {2, . . . , p} and i � r, so by (7),
⇢

˙ 
j

(t) = A(�
j

(t)) 
j

(t) , 8t 2 J
i

 
j

(t+
i

) = F
j

(i) 
j

�
t
i

� ⌧

d

�� �

A��
j

�
t
i

, t
i

� ⌧

d

�
LC(t

i

) 
j�1

�
t
i

� ⌧

d

�
+�

]

j�1(ti), i � r
(8)

for all j 2 {2, . . . , p}, where F
j

(i) = �
A��

j

(t
i

, t
i

�⌧/d)+⌫L0C(t
i

) and �]

j�1(ti) = �A��
j

(t
i

, t
i

�
⌧/d)⌫L0�j�1(ti). Integrating the first equality of (8) over (t

i�1, ti � ⌧/d] now gives
⇢

˙ 
j

(t) = A(�
j

(t)) 
j

(t) , 8t 2 J
i

 
j

(t+
i

) = M
ij

 
j

�
t+
i�1

�� �
A��

j

�
t
i

, t
i

� ⌧

d

�
LC(t

i

) 
j�1

�
t
i

� ⌧

d

�
+�

]

j�1(ti), i � r
(9)

for all j 2 {2, . . . , p}, by the definition of the M
ij

’s from the start of the first part of the proof.

Since the first lines of (4) and (9) (integrated along the J
i

’s) and the fact that ⌧/d < ⌫ give

 1

�
t
i

� ⌧

d

�
= �

A��1

�
t
i

� ⌧

d

, t
i�1

�
 1(t

+
i�1)�

R
t

i

�⌧/d

t

i�1
�

A��1

�
t
i

� ⌧

d

, w
�
�1
�
w +

⌧

d

� r⌫
�
dw (10)

and  
j

�
t
i

� ⌧

d

�
= �

A��
j

�
t
i

� ⌧

d

, t
i�1

�
 
j

(t+
i�1) for all integers i � r and j 2 {2, . . . , p}, we can

combine (5) with the second equality of (9) to obtain the discrete time system
⇢
 1(t

+
i

) = M
i1 1(t

+
i�1)+N0(�, i)

 
j

(t+
i

) = M
ij

 
j

(t+
i�1)+N1(i, j) j�1(t

+
i�1)+N1(�, j, i) for all i � r and j 2 {2, . . . , p} (11)

where N1(i, j) = ��
A��

j

�
t
i

, t
i

� ⌧

d

�
LC(t

i

)�

A��
j

�
t
i

� ⌧

d

, t
i�1

�
and

N1(�, j, i) = �
]

1(ti) + �A��
j

�
t
i

, t
i

� ⌧

d

�
LC(t

i

)

R
t

i

�⌧/d

t

i�1
�

A��
j

�
t
i

� ⌧

d

, w
�
�1
�
w +

⌧

d

� r⌫
�
dw
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when j = 2 and N1(�, j, i) = 0 if 3  j  p.

Third Part. We first use the function V (x) = x>Px (where P = P0/c0 is from the start of

the second part of the proof) to prove that the dynamics for the discrete time variable D(i) =

 (t+
i

) = ( 1(t
+
i

), . . . , 
p

(t+
i

)) are exponentially ISS with respect to � = (�1, �2). By substituting

in the formula from the second equation in (11), and then recalling that M>
ij

PM
ij

�P  �I for

all i and j and Young’s inequality, and setting �V (j, i) = V ( 
j

(t+
i

))� V ( 
j

(t+
i�1)), we obtain

�V (j, i)  � >
j

(t+
i�1) j

(t+
i�1) + 2(M

ij

 
j

(t+
i�1))

>P
�
N1(i, j) j�1(t

+
i�1) +N1(�, j, i)

�

+

�
N1(i, j) j�1(t

+
i�1) +N1(�, j, i)

�>
P
�
N1(i, j) j�1(t

+
i�1) +N1(�, j, i)

�

 �| 
j

(t+
i�1)|2 + |N1(�, j, i)|2|P |+ | 

j�1(t
+
i�1)|2|N1(i, j)|2|P |

+

⇥
2{|N1(i, j)||P ||N1(�, j, i)|}{| j�1(t

+
i�1)|}

+2(M
ij

 
j

(t+
i�1))

>P
�
N1(i, j) j�1(t

+
i�1) +N1(�, j, i)

� ⇤

 �1
2 | j

(t+
i�1)|2 +N2| j�1(t

+
i�1)|2 +N2(�, j, i) for j = 2, . . . , p and i � r,

(12)

where N2 = sup{|N1(i, j)|2|P |+ 1
4 +4|M

ij

|2|P |2|N1(i, j)|2 : i � 0, 1  j  p} and N2(�, j, i) =

|N1(�, j, i)|2(|P | + 4|N1(i, j)|2|P |2 + 4|M
ij

|2|P |2), and where the second inequality followed

from using the inequality 2ab  1
4a

2
+ 4b2 three times with appropriate a and b (once with

a = | 
j�1(t

+
i�1)|, and then twice using a = | 

j

(t+
i�1)|) to upper bound the terms in squared

brackets in (12). The sup in the definition of N2 is finite because Lemma A.2 implies that

sup{|�
A��

j

(t
i

, t
i

� ⌧/d)| : i � 1, 1  j  p} and sup{|�
A��

j

�
t
i

� ⌧

d

, t
i�1

� | : i � 1, 1 
j  p} are finite and because C is bounded. Also, for each i � r, we have �V (1, i) 
� >

1 (t
+
i�1) 1(t

+
i�1)+2(M

i1 1(t
+
i�1))

>PN0(�, i)+N0(�, i)
>PN0(�, i)  �1

2 | 1(t
+
i�1)|2+N3(�, i),

where N3 = (2max

i

|M
i1|2|P |2 + |P |)|N0|2, and using (11) and 2(M

i1 1(t
+
i�1))

>PN0(�, i) 
1
2 | 1(t

+
i�1)|2+2|M

i1|2|P |2|N0(�, i)|2. Since the last upper bound on the right side of (12) depends

linearly on | 
j�1(t

+
i�1)|2, we can recursively build a strict Lyapunov function for the variable D

to complete the proof; see Appendix A.3 below for complete details.

IV. ILLUSTRATIONS

Two-Dimensional Example. Consider the special case where

A(t) =

"
0 q + �

A1(t)

�q + �
A2(t) 0

#
, C(t) = [ a+ �

C1(t) b+ �
C2(t) ] (13)

and ⌫ =

1
q

�
⇡

2 + 2k⇡
�
, where a, b, and q > 0 are constants and k is any nonnegative integer, for

any choice of B. We show how we can satisfy Assumption 1 with

A0 =

"
0 q

�q 0

#
, C0 = [ a b ], �

A

(t) =

"
0 �

A1(t)

�
A2(t) 0

#
, and �

C

(t) =

"
�
C1(t)

�
C2(t)

#>

. (14)
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If we set ⌫L0 = [ L1 L2 ]
> for real constants L1 and L2 to be determined, then

M0(⌫) =

"
L1a sin(q⌧/d)� L1b cos(q⌧/d) 1 + L1a cos(q⌧/d)� L1b sin(q⌧/d)

L2a sin(q⌧/d)� L2b cos(q⌧/d)� 1 L2a cos(q⌧/d)� L2b sin(q⌧/d)

#
. (15)

For ⌧ = 0, the eigenvalues 1
2(L2a � L1b ±

p
(L2a� L1b)2 � 4(1 + L1a+ L2b)) of (15) are

valued in (�1, 1) if L1a+L2b = �1 and L1b�L2a = c are satisfied for some c 2 (�1, 1). For

each c 2 (�1, 1), we can find values L
i

that satisfy preceding system of equations if a and b

are not both zero. Hence, for each ⌧ > 0 and q > 0, we can find a d > 0 so that M0(⌫) is Schur

stable when a and b are not both zero (by choosing d so that q⌧/d is small enough, and using

continuity of eigenvalues as functions of the entries of a matrix), which allows us to find the P0

required by Assumption 1. For instance, if q=3.8, a=1, b=0, ⌧ =1, d=30, `=12, L1=�1,

L2=
1
2 , �

A1=0, �
A2=0.04 sin(t), �

C

=0, k=0, and ⌫=0.4, then we can use Mathematica [15] to

solve M>
0 (⌫)P0M0(⌫)�P0 = �I for P0 and then use the G and H formulas from Remark A.2

(and the fact that A>
0 = �A0) to check that Assumptions 1-2 are satisfied. Hence, for any output

delay r 2 N, Theorem 1 provides the observer z
p

, where z
p

is the state of the last subsystem

in (2b) and p = d + `r = 30 + 12r. Moreover, with B = [�0.52 0]

> and K = [0.18 0],

we can use [14] (with V (t, x) = x>P⇤x where P⇤ is the solution of (A]

0)
>P⇤+P⇤A

]

0 = �I

and A]

0 = A0 + BK, g(t, x) =B, u
s

(t, x) =Kx, f(t, x) = A(t)x, W (x) = 0.82|x|2, c1 = 0.01,

c2=248.11, and c3=0.01) to check that we can allow any sample rate s̄2 [0, 0.93] in the input

(in the g(t) as defined in Section II) and establish an ISS result, using part (c) of Theorem 1.

Robotic DC Motor. Consider the case of a single-link direct-drive manipulator actuated by

a permanent magnet DC brush motor, which produces this model from [16]:

Mq̈ + Bq̇ +N sin(q) = I, L ˙I = V
e

�RI �K
B

q̇,

where M =

J

K

⌧

+

mL2
0

3K
⌧

+

M0L2
0

K

⌧

+

2M0R
2
0

5K
⌧

, N =

mL0G

2K
⌧

+

M0L0G

K

⌧

, and B =

B0
K

⌧

(16)

and where B0 is the viscous friction coefficient at the joint, G is the gravitational constant,

I(t) is the motor armature current, J is the rotor inertia, K
B

is the back-emf coefficient, the

coefficient K
⌧

characterizes the electromagnetic conversion of armature current to torque, L is

the armature inductance, L0 is the length of the link, m is the mass of the link, M0 is the mass

of the load, q(t) is the position of the load (which is the angular motor position), R0 is the

radius of the load, R is the armature resistance, and V
e

is the input current voltage. All of the

constants in (16) are positive. Our work [17] provided continuous-discrete observers for (16).

However, [17] left open the problem of observer design under input and output delays. Here

we help address these remaining challenges for a linearization of (16) around a C1 reference
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trajectory x
r

(t) = (q
r

(t), q̇
r

(t), I
r

(t)), which produces the tracking error dynamics
⇢

ẋ1(t) = x2(t), ẋ2(t) = b1x3(t)� a1 cos(x1r(t))x1(t)� a2x2(t)

ẋ3(t) = b0u(g(t)� ⌧)� a3x2(t)� a4x3(t), y(t
i

) = x1(ti�r

) + �2(ti) ,
(17)

where x1 = q � q
r

, x2 = q̇ � q̇
r

, x3 = I � I
r

, u = V
e

is the control, a1 = N /M, a2 = B/M,

a3 = K
B

/L, a4 = R/L, b0 = 1/L, and b1 = 1/M [17]. We can now apply our theorem with

A(t) =

2

4
0 1 0

�a1 cos(x1r(t)) �a2 b1
0 �a3 �a4

3

5 , A0 =

2

4
0 1 0

0 �a2 b1
0 �a3 �a4

3

5 (18)

and C(t) = C0 = [1 0 0] and �
C

= 0, where the only nonzero entry of �
A

is �a1 cos(x1r(t)), so

|�⇤|1 = |(�
A

, �
C

)|1 = a1. For instance, using Mathematica [15] to solve M>
0 (⌫)P0M0(⌫)�P0 =

�I for P0, we can check that if a2=b1=a3=0.5, a4=0.1, and ⌧=1, then Assumptions 1-2 are

satisfied with ⌫=0.3, L0=�(1/⌫)[ 0.2 0.18 0.05 ]

>, `=9, d=30, and any |�⇤|12 [0, 0.0725),

and then Theorem 1 gives the observer z
p

where p = 30 + 9r and r 2 N is the output delay.

V. CONCLUSIONS

We provided a new continuous-discrete observer for linear time-varying systems with input

delays, uncertainties, sampling in the output observations, and additive uncertainties on the

control and outputs. Our work is new even in the special case of LTI systems, and is motivated by

many engineering applications where only sampled output values are available. Our sequential

observer method produced observers and stabilizing feedbacks without distributed terms. We

allow arbitrarily long constant input and output delays, which can differ. We provided sufficient

conditions for the sampling rate ⌫ in the output to satisfy our assumptions, and in future work,

we hope to find ways to allow even larger values of ⌫. We also hope to extend our work to

aperiodic sampling in the output, and to use ideas from [1] to cover nonlinear systems.

APPENDICES

Appendix A.1: Checking Part (ii) from Assumption 1. We prove the following result:

Lemma A.1. Let (A0, C0) 2 Rn

x

⇥n

x ⇥Rn

y

⇥n

x

be an observable pair, L0 be any constant matrix

such that H = A0+L0C0 is Hurwitz, and the positive values ⌧ , d, and ⌫ be such that ⌧/d < ⌫.

Let the positive definite symmetric matrix P
a

be such that P
a

H +H>P
a

 �I . Set

�(⌫) = 1
⌫

h
e

⌫|A0|�1�⌫|A0|
⌫

+ |L0C0|
�
e⌫|A0| � 1

�i
(A.1)

and R(⌫) = 2�(⌫)|P
a

| + |H>P
a

H| + 2⌫�(⌫)|P
a

H| + ⌫2|P
a

|�(⌫)2. Then if ⌫R(⌫)  1/2, then

the matrix P0 = (2/⌫)P
a

satisfies the requirements of part (ii) of Assumption 1. ⇤
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Proof. For any M 2 Rn

x

⇥n

x , we have esM = I + M
R

s

0 e`Md` for all s � 0 and eM =

I + M + M2
R 1

0

R
m

0 e`Md`dm; the first equality is by the Fundamental Theorem of Calculus,

and then the second equality followed by setting s = 1 and then s = ` in the first equality.

Specializing the second equality to the case where M = ⌫A0, and specializing the first equality

to the case where M = (⌫ � ⌧

d

)A0 and s = 1, we then have M0(⌫) = I + ⌫H + ⌫2�(⌫), where

�(⌫) = A2
0

R 1

0

R
m

0 e`⌫A0
d`dm+

�
1� ⌧

⌫d

�
L0C0A0

R 1

0 e(⌫�
⌧

d

)

`A0
d`. (A.2)

This gives M0(⌫)
>P

a

M0(⌫) � P
a

= ⌫
�
H>P

a

+ P
a

H
�
+ ⌫2

�
�(⌫)>P

a

+ P
a

�(⌫) +H>P
a

H
�
+

⌫3
�
�(⌫)>P

a

H +H>P
a

�(⌫)
�
+ ⌫4�(⌫)>P

a

�(⌫), by collecting terms. Hence, our choice of P
a

gives M0(⌫)
>P

a

M0(⌫)� P
a

 ⌫ [�I + ⌫R(⌫)], where R(⌫) = �(⌫)>P
a

+ P
a

�(⌫) +H>P
a

H +

⌫
�
�(⌫)>P

a

H +H>P
a

�(⌫)
�
+⌫2�(⌫)>P

a

�(⌫), and we can bound and then evaluate the integrals

from (A.2) to get |�(⌫)|  �̄(⌫) and |R(⌫)|  ¯R(⌫). Since ⌫ ¯R(⌫)  1/2, we conclude that

M0(⌫)
>P

a

M0(⌫)� P
a

 �(⌫/2)I , so the lemma follows from our choice of P0.

Appendix A.2: Comparison Lemma. We used this lemma in our proof of Theorem 1:

Lemma A.2. Let A02Rn

x

⇥n

x

and �A : R!Rn

x

⇥n

x

be piecewise continuous and bounded. Then

the fundamental solution �A associated with A(t) = A0 + �A(t) satisfies |�A(t, s)|  e|A|1(t�s)

and

��
�A(t, s)� eA0(t�s)

��  e(t�s)|A0|
(e(t�s)|�A|1 � 1) for all s � 0 and t � s. ⇤

Proof. The function z(t, s) = �A(t, s)�eA0(t�s) satisfies @

@t

z(t, s) = A(t)�A(t, s)�A0e
A0(t�s)

=

A0z(t, s) + �A(t)�A(t, s) and z(s, s) = 0 if t � s � 0. Hence, by variation of parameters,

z(t, s) =
R

t

s

eA0(t�r)�A(r)�A(r, s)dr if t � s � 0. (A.3)

Also, Gronwall’s inequality applied to any solution of µ̇ = A(t)µ gives |�A(t, s)µ(s)| = |µ(t)| 
e|A|1(t�s)|µ(s)|, by the representation µ(t) = µ(s) +

R
t

s

A(w)µ(w)dw. Since we can choose any

µ(s) 2 Rn

x , this gives |�A(t, s)|  e|A|1(t�s) (by the definition |�A(t, s)| = inf{c 2 [0,1) :

|�A(t, s)x|  c|x| for all x 2 Rn

x} of the matrix norm of �A(t, s)), which we can combine with

(A.3) to get |z(t, s)|  R
t

s

e|A0|(t�r)e(|A0|+|�A|1)(r�s)
dr|�A|1  e(t�s)|A0||�A|1

R
t

s

e|�A|1(r�s)
dr,

which one integrates to get the second conclusion of the lemma.

Remark A.2. We can sometimes obtain less conservative bounds on |�A(t, s)| and |�A(t, s)�
eA0(t�s)|, using special properties of A0. For instance if A>

0 = �A0, then |�A(t, s)|  e|�A|(t�s)

holds for all s � 0 and t � s (by checking that the time derivative of V (x) = 1
2 |x|2 along all

solutions of ẋ = A(t)x satisfies

˙V  2|�A|1V (x(t)), and then integrating the result), which
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we substitute into (A.3) to get |z(t, s)|  R
t

s

|eA0(t�r)||�A|1e|�A|1(r�s)
dr = e|�A|1(t�s) � 1.

1
It

follows from the first part of our proof of our theorem that the theorem remains true in the

A>
0 = �A0 case if we replace e⌫|A0|

in the G(�⇤) formula by 1 and replace the formula for H
by H(�⇤) = (1 + ⌫|L0C|1)e|�A|1⌫

+ 1 + ⌫|L0C0|. We illustrate these points in Section IV.

Appendix A.3: End of Proof of Theorem 1. Applying (12) for j = p and then j =

p � 1, and then adding the results, provides the bound �V (p, i) + (2N2 + 1)�V (p � 1, i) 
�1

2(| p�1(t
+
i�1)|2+ | 

p

(t+
i�1)|2)+2(N2+1)

¯N2(�, i)+(2N2+1)N2| p�2(t
+
i�1)|2, where ¯N2(�, i) =

max

j

N2(�, j, i) (which is finite valued because A is bounded), so the �V (p � 1, i) cancelled

the N2| p�1(t
+
i�1)|2 in the �V (p, i) formula. Repeating this process for �V (p� s, i) for larger

integers s � 2 provides constants N3 � 0 and !
i

> 0 for which this exponentially ISS Lyapunov

decay estimate holds along all solutions of (11):
P

p

j=1 !i

�V (j, i)  �!0

P
p

j=1 !i

V ( 
j

(t+
i�1))+

N3|�|2[0,t]. Now the existence of positive constants c
a

and c
b

such that the ISS estimate

| (t+
i

)|  c
a

�
e�c

b

(t
i

�t

r

)| (t+
r

)|+ |�|[0,t]
�

(A.4)

holds for all integers i � r follows from standard ISS results [18]. Combining (A.4) with the

fact that the first equalities in (4) and (9) provide a positive constant c̄ such that

| (t)|  c̄(| (t+
i

)|+ |�|[0,t]) for all t 2 J
i

and i � 0 (A.5)

now allows us to prove part (a) of the theorem.2

To prove the remaining conclusions (b)-(c) of the theorem, first note that

z
p

(t) = x
�
t+ p⌧

d

� ⌫r
�
+

pP
s=1

 
s

(t+ (p� s)⌧/d) (A.6)

for all t 2 R (by an induction on p). Hence, since ` 2 N satisfies d⌫ = `⌧ , and since p� `r = d,

it follows that

z
p

(t) = x (t+ ⌧) +
pP

s=1
 
s

(t+ (p� s)⌧/d) , (A.7)

which we evaluate at t � ⌧ and combine with (a) to get (b); the �⌧ in e�c2(t�⌧) in (3) was

used to take the (p�s)⌧
d

� ⌧ � �⌧ into account. We prove (c) by combining (a) and (A.7),

by writing the closed loop x system from (c) as ẋ(t) = A(t)x(t)+B(t)Kz
p

(g(t)�⌧)+�1(t) =

1This follows from the orthogonality of the matrix e

A0s for all s � 0, which follows because A0 = �A>
0 gives A0A>

0 =

�A>
0 A>

0 = A>
0 A0 and so also I = e

sA>
0 +sA0

= e

sA>
0
e

sA0 . We also used the relation x

>A0x =

1
2x

>A0x+

1
2x

>A>
0 x = 0.

2Condition (A.5) was used to convert (A.4) into a continuous time decay estimate. To find c̄, note that since (4) and (9)

give | ˙ 
j

(t)|  |A|1| 
j

(t)| + |�1|[0,t] for all t 2 J

i

, i, and j, we get | ˙ (t)| 
p
2(|A|1| (t)| +p

p|�1|[0,t]), so Gronwall’s

inequality gives | (t)|(⌫

p
2p|�1|[0,t]+| (t+

i

)|)e
p
2⌫|A|1 for all t 2 J

i

and i, so we can pick c̄ = e

p
2⌫|A|1

max{⌫
p
2p, 1}.
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A(t)x(t)+B(t)Kx(g(t))+�
a

(t), where �
a

(t)=B(t)K
P

p

s=1  s

(g(t)�⌧ + (p�s)⌧/d)+�1(t), and

then finding �̄ 2 K1 and constants c̄
i

> 0 such that |x(t)| c̄1e
�c̄2t/2|x(t/2)|+�̄(|�

a

|[t/2,t]) for all

t � 0 along solutions of this closed loop system, then using (a), the ISS assumption, and (A.5)

and (A.7) to find a constant c⇤ > 0 and a �⇤ 2 K1 such that |x(t/2)|�⇤(|x(0)|+| |[�⌧,0]+|�|[0,t])
and |�

a

|[t/2,t]c⇤(e�c2t| |[�⌧,0]+|�|[0,t]) along all solutions of this closed loop system for all t � 0.
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