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Abstract. The problem of generating tests detecting all logical and tim-
ing faults which can occur in real-time systems is challenging; this is be-
cause the number of (timing) faults is potentially too big or in�nite. As
a result, it might be time consuming to generate an important number of
adequate tests. The traditional model based testing approach considers
a fault domain as the universe of all machines with a given number of
states and input-output alphabet while mutation based approaches de-
�ne a list of mutants to kill with a test suite. In this paper, we combine
the two approaches by developing a mutation testing technique for real-
time systems represented with deterministic timed �nite state machines
with timed guards and timeouts(TFSM-TG). In this approach, fault do-
mains consisting of fault-seeded versions of the speci�cation (mutants)
are represented with non-deterministic TFSM-TG. The test generation
avoids the one-by-one enumeration of the mutants and is based on con-
straint solving. We present the results of an empirical proof-of-concept
implementation of the proposed approach.

1 Introduction

This paper deals with mutation testing of timed systems. Traditional model-
based testing approaches consist of using the model of the speci�cation as a
base for the generation of a test suite, then applying it on the implementation
of the system under test. This is a black-box testing, meaning that the imple-
mentation is considered as unknown, but with the assumption that it may be
described by a formal model. It is the so-called test hypothesis. Since it is gen-
erally impossible to generate an exhaustive test suite, several approaches have
been proposed to limit the size of test cases while providing enough con�dence.
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Concerning FSM model-based testing, one may consider coverage criteria of the
speci�cation: the test may be satisfying if for instance all the transitions or all
the states are covered by the test suite. Another approach consists of obtaining
a su�cient fault coverage: the test suite is guaranteed to detect all faults of a
speci�c nature, e.g. output faults (the output provided by a transition is not
correct) or transfer faults (the arrival state of a transition is not correct). As
an example, the so called W-method [6] is known to detect both transfer and
output faults whereas TT-method [16]4 focuses only on output faults. Gener-
ally, fault coverage based methods consider the traditional fault domain as the
universe of all machines with a speci�c alphabet and a given number of states.
On the other side, mutation testing is a technique originally developed to verify
if a given test suite has a satisfying detecting power. In model-based testing,
the principle consists of applying a certain number of small variations, called
mutations, on the speci�cation, then to check if these mutations are detected
by the test suite. It is generally called �killing the mutants�. Note that mutation
testing techniques are also used in code based testing, but in this case, the mu-
tations are applied directly in the source code. Dealing with real-time systems
increases the di�culty of testing. For instance, faults related to timing errors
should also be detected by a test method. For timed model based testing, many
di�erent models and conformance relations have already been proposed in the
past. Some of them use a discrete representation of the time in the speci�cation
model, such as synchronous models [4,23,13], some other methods extend the
so-called ioco theory [25] by de�ning a new conformance relation adapted to
timed automata [1] with inputs and outputs [12,10,15,2,19,3]. Another category
extends the FSM based testing theory using timed extensions of the FSM model
and an adapted fault model [11,14,7,28].

The work in [9] proposes a method to generate a test suite with guaran-
tee fault coverage for partial deterministic TFSM extended with timed guards
only. TFSM with timed guards and timeouts (TFSM-TG) can express timed
behaviors which cannot be expressed with TFSM with timeouts only [5]. More
recently [26] proposes a method to generate tests detecting all the nonconform-
ing implementations of an initialized TFSM with timeouts and TFSM-TG. The
implementations belong to the traditional fault domain and they can have more
states than the speci�cation, up to a given number. The tests are generated by
applying the W-method on an (possible huge) abstraction of TFSM-TG with
classical FSM and transforming the resulting abstract tests into timed tests.

In this paper, we combine fault coverage based approaches and mutation
testing applied to real-time systems. We propose a mutation testing technique
for real-time systems represented with complete and deterministic TFSM-TG.
We derive complete test suites from mutation machines. A mutation machine
can be designed to represent the traditional fault model; but it can also repre-
sent customized fault models as well. Customized fault models could be parts
of the traditional fault model and they can be covered with a reduced number
of tests. The tests generated for the traditional fault model remain valid to test
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customized fault models. However they could su�er from redundancy and could
include useless tests. Running implementations with tests is time consuming.
Then, reducing the number of tests to apply is really useful. This is the main
motivation of our work. Our test generation approach is based on constraint
resolution. It uses the distinguishing automaton of the speci�cation and the
mutation machine to determine revealing combs. They characterized the unde-
tected mutants and serve to encode them with Boolean formula. We use a solver
to check the satis�ability of the formula and conclude about the completeness
of test and generate new tests if needed. We propose an abstraction of timed
states of TFSM-TG and we use it to build the distinguishing automaton. This
paper extends the approach proposed in [21,17] in a timed context. This is the
main contribution of our paper. It is adapted to be applied on the TFSM-TG
model. This contribution includes the abstraction of timed states, the de�nition
of the distinguishing automaton for TFSM-TG, and the representation of the
transitions passed during executions of TFSM-TG with the so-called combs.

The paper is organized as follows. The next section introduces the general
theoretical background, a fault model for TFSMs-TG and the coverage of fault
models with complete test suites. Section 3 characterizes detected mutants with
revealing combs. In Section 4 we introduce an abstraction for executions of
TFSM-TG and we de�ne the distinguishing automaton. Section 5 presents an
encoding of undetected mutants with Boolean formulas. We present a method
for the test analysis and a method for the complete test suite generation in
Section 6; we also present the results of an empirical proof-of-concept tool. We
conclude the paper in Section 7.

2 Preliminaries

A timed guard π is an interval π = 〈lπ, uπ〉 where lπ is a non-negative inte-
ger, while uπ is either a non-negative integer or ∞, lπ ≤ uπ, and the sym-
bols 〈 and 〉 represent ] or [. For example, the interval [0, 5[ contains all the
non-negative real numbers smaller than 5. We let Π denote the set of timed
guards. Given a timed guard π = 〈lπ, uπ〉 and a real number x, we de�ne
π−x = 〈max(0, lπ − x),max(0, uπ − x)〉.

2.1 Timed FSM with timed guards and timeouts

De�nition 1. A timed �nite state machine with timeouts and timed guards [5]
(TFSM-TG) is a 6-tuple S = (S, s0, I, O, λS , ∆S) where S, I and O are �-
nite non-empty set of states, inputs and outputs, respectively, s0 is the initial
state, λS ⊆ S × I × Π × O × S is an input/output transition relation and
∆S ⊆ S × N≥1 ∪ {∞} × S is a timeout transition relation.

Remark that we allow de�ning multiple timeout transitions in states of
TFSM-TG, in the opposite of [5]. Later this will be used to compactly rep-
resent sets of implementations of a TFSM-TG speci�cation. S in state s �res an



input/output transition (s, i, π, o, s′) to reach the transition's target state s′ and
produces output o if input i is applied in transition's starting state s when timed
guard π is respected; π expresses the minimal and the maximal delays in s to
�re the transition. It �res a timeout transition (s, δ, s′) ∈ ∆S de�ning timeout δ
in s and reaches s′ if no input is applied in s before δ expires. Let δmax(s) de-
note the maximal (possibly in�nite) timeout de�ned in state s. We require that
the maximal �nite constant in guards of the transitions de�ned in every state s
should be smaller than δmax(s). Because multiple timeouts can be de�ned in the
same state, S necessarily �res a timeout transition de�ning δmax(s) if no input
is applied at s before δmax(s) expires. A clock measuring the amount of the time
elapsed in every state is implicitly reset when transitions are �red.

A timed state of TFSM-TG S is a pair (s, x) ∈ S × R≥0 where s ∈ S is a
state of S and x ∈ R≥0 is the current value of the clock and x < δ for some
δ ∈ N≥1 ∪ {∞} such that (s, δ, s′) ∈ ∆S . The initial timed state of S is (s0, 0).

An execution step of S in timed state (s, x) corresponds either to the time
elapsing or the �ring of an input/output or timeout transition; it is permitted by
a transition t of S. Formally, a tuple ((s, x), a, t, (s′, x′)) ∈ (S × R≥0) × (((I ×
O)∪R≥0)× (λS ∪∆S))× (S×R≥0) is an execution step if it satis�es one of the
following conditions:

� (timeout) t = (s, δ, s′) ∈ ∆S , a ∈ R≥0, x+ a = δ and x′ = 0
� (time-elapsing) t = (s, δ, s′′) ∈ ∆S , a ∈ R≥0, x+a < δ, x′ = x+a and s′ = s
� (input/output) t = (s, i, 〈l, u〉, o, s′) ∈ λS , x ∈ 〈l, u〉, a = (i, o) with (i, o) ∈
I ×O and x′ = 0

In the time-elapsing step, the target state s′′ of t and s′ can be di�erent. This is
because the timeout δ is not expired and t is not �red; δmax(s) is never exceeded.

An execution of S in timed state (s0, x0) is a �nite sequence of steps e =
stp1stp2 . . . stpn with stpk = ((sk−1, xk−1), ak, tk, (sk, xk)), k ∈ [1, n] such that
stp1 is not an input/output step and stpk is an input/output step implies that
stpk−1 is a time-elapsing step for every k ∈ [1..n]. If needed, the elapsing of zero
time unit can be inserted before input/output steps which are not immediately
preceded with a time-elapsing step. The timed input/output sequence of execution
e is the sequence (i1, o1)d1(i2, o2)d2 . . . (il, ol)dl in ((I × O) × R≥0)∗ such that
(i1, o1)(i2, o2) . . . (il, ol) is the sequence of input/output pairs occurring in the
execution and d1d2 . . . dl ∈ Rl≥0 is a sequence of non-negative real numbers and
tk is the amount of the time elapsed since the occurrence of ik−1 or the beginning
of the execution if no input has occurred. l is smaller than the number of steps
in the execution. The timed input sequence and the timed output sequence of
the execution e are inp(e) = i1d1i2d2 . . . ildl and out(e) = o1d1o2d2 . . . oldl,
respectively; they are said to be applicable and produced in (s, x), respectively.
We denote by inp(s, x) the set of timed input sequences applicable in (s, x).
Given a timed input sequence α, let outS((s, x), α) denote the set of all timed
output sequences which can be produced by S when α is applied in s, i.e.,
out((s, x), α) = {out(e) | e is an execution of S in (s, x) and inp(e) = α}.
We let ExecS and ExecS(α) denote the set of executions of S and the set of
executions with the timed input sequence α.



Transitions starting in the same state are called compatible if they are timeout
transitions or have the same input and the intersection of their timed guards is
non-empty. A TFSM-TG S is deterministic (DTFSM-TG) if it has no compatible
transition; otherwise, it is non-deterministic. S is initially connected if every state
of S is part of a reachable timed state. Let λS(s, i) denote the set of input/output
transitions de�ned in state s with input i. S is complete if the union of the timed
guards of the transitions in λS(s,i) equals [0,∞[ for every (s, i) ∈ S × I; it
implies that every i ∈ I is the input of at least one input/output step from every
reachable timed state of S. Note that inp(s, x) = (I × R≥0)∗ for every timed
state (s, x) of a complete machine S.

We de�ne distinguishability and equivalence relations between timed states
of complete TFSMs-TG. Then, we extend these relations to TFSM-TG. Sim-
ilar notions were introduced in [28]. Intuitively, timed states producing dif-
ferent timed output sequences in response to the same timed input sequence
are distinguishable. Formally, let (s, xs) and (m,xm) be the timed states of
two complete TFSMs-TG de�ned on the same input and output sets. Given
a timed input sequence α, (s, xs) and (m,xm) are distinguishable with α de-
noted (s, xs) 6'α (m,xm), if the sets of timed output sequences in out((s, xs), α)
and out((m,xm), α) di�er; otherwise they are equivalent and we write (s, xs) '
(m,xm), i.e., if the sets of timed output sequences coincide for every timed input
sequence α. Two TFSM-TG are equivalent if their initial timed states are indis-
tinguishable; otherwise they are distinguishable with a timed input sequence.

Henceforth the TFSMs-TG are complete and initially connected.

2.2 Mutants and fault model

Let S = (S, s0, I, O, λS , ∆S) be a complete DTFSM-TG, called the speci�cation
machine. A mutant is a variant of the speci�cation and represents a possibly
faulty implementation that should be detected by tests; it is also a deterministic
and complete TFSM-TG. A mutant can have fewer or more states than the
speci�cation, up to a speci�ed bound. The faults can be introduced by performing
combinations of the following atomic mutation operations: changing the target
state of a transition (transfer fault), changing the output of a transition (output
fault), changing a timeout, merging the timed guards of transitions, splitting
the timed guard of a transition, adding an extra-state. Similar operations were
de�ned in [27,20] for testing other types of timed machines. Our operations
are adapted to TFSM-TG. We compactly represent mutants with a mutation
machine. Intuitively, mutants and the speci�cation are all sub-machines of a
global mutation machine describing the fault model.

TFSM-TG S = (S, s0, I, O, λS , ∆S) is a sub-machine of TFSM-TG M =
(M,m0, I, O, λM, ∆M) if S ⊆M , s0 = m0, λS ⊆ λM and ∆S ⊆ ∆M.

De�nition 2. A non-deterministic TFSM-TG M = (M,m0, I, O, λM, ∆M) is
a mutation machine of S if S is a sub-machine of M. Transitions in λM but
not in λS or in ∆M but not in ∆S are called mutated.



Amutant is a deterministic and complete sub-machine of a mutation machine
M di�erent from the speci�cation. We let Mut(M) denote the set of mutants in
M. Let ∆M(m) denote the set of timeout transitions de�ned in m. For a state
m, every mutant de�nes exactly one timeout transition of ∆M and a subset zmi
of transitions of λM(m, i), for every (m, i) ∈ M × I. The subset zmi satis�es
the following three cluster conditions: (1) it is non-empty, (2) the transitions in
zmi are not compatible with each other and (3) the union of their timed guards
equals [0,∞[. We let Zmi = {z1mi, z2mi, . . . , zlmi} be the maximal set of subsets of
λM(m, i) such that zkmi satis�es the three cluster conditions, for each k = 1...l.
The number of mutants is |Mut(M)| =

∏
(m,i)∈M×I |Zmi|×

∏
m∈M |∆M(m)|−1.

Faults in mutants are represented with mutated transitions which can be
viewed as alternatives for transitions of the speci�cation. Note that changes of
delays to �re input/output transitions cannot be expressed if the speci�cation
is a TFSM with timeouts only; this is because the timed guard for every input
in a TFSM with timeouts is always [0,∞[. Some executions of non-deterministic
sub-machines of M are not executions of any mutants or the speci�cation. We
can show that

⋃
P∈Mut(M)∪{S}ExecP(α) ⊆ ExecM(α).

A transition t is suspicious in M if M de�nes another transition t′ com-
patible with t. In other words, t and t′ specify possible behaviors of di�erent
mutants. A transition of the speci�cation is called untrusted if it is suspicious
in the mutation machine; otherwise, it is trusted. Every trusted transition is
de�ned in each mutant. The set of suspicious transitions of M is partitioned
into a set of untrusted transitions all de�ned in the speci�cation and the set of
mutated transitions unde�ned in the speci�cation. We let SuspO denote the set
of suspicious transitions in an artifact O containing transitions.

Figure 1b presents a mutation machine M1. Transitions represented with
dashed lines are mutated. Transition identi�ers appear in brackets.M1 is non-
deterministic because, e.g., t4 and t6 are compatible or the two timeout transi-
tions t8 and t11 start from s2. The suspicious transitions in SuspM1 are t4, t5, t6,
t8, t11, t12, t13, t16, t17; the other transitions are trusted. The speci�cation S1 in
Figure 1a is deterministic; it de�nes all the trusted transitions and the un-
trusted transitions t4, t8, t12. ∆M1

(s1) = {t2}, Zs1a = {{t1}}, Zs1b = {{t3}},
∆M1

(s2) = {t8, t11}, Zs2a = {{t7, t9, t10}}, Zs2b = {{t4}, {t5, t6}}, ∆M3
(s1) =

{t15}, Zs3a = {{t12}, {t13, t16, t17}} and Zs3b = {{t14}}.Mut(M1) contains seven
mutants; two of them appear in Figure 2a and Figure 2b. The mutants are ob-
tained from the speci�cation by changing the behavior of suspicious transitions,
which is done by replacing the untrusted transitions in the speci�cation by other
suspicious transitions they are compatible with. The mutant in Figure 2b has
a di�erent behavior in state s3 for input a. The mutants and the speci�cation
have the same behavior in s1 for input a; this is because t1 is trusted.

Let P be a mutant with an initial state p0 of the mutation machineM of S.
We use the equivalence relation ' to de�ne conforming mutants.

De�nition 3. Mutant P conforms to S, if (p0, 0) ' (s0, 0); otherwise, it is
nonconforming and a timed input sequence α such that (p0, 0) 6'α (s0, 0) is said
to detect P. P survives α if α does not detect P.
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(b) The mutation machine M1

Fig. 1: A mutation machine for a speci�cation machine; s1 is the initial state

The set Mut(M) of all mutants in mutation machineM is called a fault do-
main for S. IfM is deterministic and complete thenM includes only the speci�-
cation and Mut(M) is empty. A general fault model is the tuple 〈S,',Mut(M)〉
following [22,18]. The conformance relation partitions the set Mut(M) into con-
forming mutants and nonconforming ones which we need to detect.

De�nition 4. A test for 〈S,',Mut(M)〉 is a timed input sequence. A com-
plete test suite for 〈S,',Mut(M)〉 is a set of tests detecting all nonconforming
mutants in Mut(M).

We address the problem of checking the completeness of a test suite and the
problem of generating a complete test suite for a fault model 〈S,',Mut(M)〉,
where the speci�cation machine S is deterministic and complete and the muta-
tion machine can have more states than S. Our approach consists in eliminating,
from the fault model, the mutants detected by tests meanwhile avoiding their
one-by-one enumeration. Undetected mutants will serve to generate new tests.

3 Revealing combs for characterizing detected mutants

We introduce combs to characterize mutants having common executions of the
mutation machine since mutation machine includes all the mutants. The mu-
tants de�ning all the transitions in a comb have common executions and can be
detected with the same test. The comb for an execution e is the sequence of tran-
sitions permitting the steps in e; it is denoted by πe. The transitions in combs do
not necessarily form paths in the state-transition diagram ofM. This is because
they contain non-�red time-out transitions permitting time-elapsing steps when
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(b) Nonconforming mutant P2

Fig. 2: Two mutants included in the mutation machineM1 in Figure 1b

timeouts are not expired. Without the time-elapsing steps, input-output steps
would not be possible because a certain delay is needed for reaching a timed
guard; delays are possible up to the expiration of maximal timeouts. Fired time-
out transitions also occur in combs. Let ΠQ(α) = {πe|e ∈ ExecQ(α)} denote
the set of combs for the executions of Q with timed input sequence α and ΠQ
denote the set of combs for the executions of a TFSM-TG Q. It holds that⋃
P∈Mut(M)∪{S}ΠP(α) ⊆ ΠM(α) and

⋃
P∈Mut(M)∪{S}ΠP ⊆ ΠM. An execu-

tion e ∈ ExecM(α) is called unexpected if there is e′ ∈ ExecS(α) such that
out(e′) 6= out(e); otherwise it is expected and out(e) is called expected.

De�nition 5. A comb is deterministic if its transitions are pairwise non-compa-
tible. A deterministic comb is revealing if it corresponds to an unexpected exe-
cution of the mutation machine.

The executions of the mutants correspond to deterministic combs. Only ex-
ecutions of a non-deterministic sub-machine of M can correspond to a non-
deterministic comb. Mutants included in M can have common executions. Be-
cause we want to avoid the enumeration of the mutants one-by-one, we would
like to identify the mutants which have an execution in common, i.e., they are
involved in the execution. A mutant P is involved in an execution e ofM if P
de�nes all the suspicious transitions in the comb πe of e, i.e., Suspπe ⊆ λP ∪∆P .
This is because every mutant de�nes all the trusted transitions inM and only
suspicious transitions vary between the mutants. We let RevM(α) denote the
set of revealing combs for executions with timed input sequence α. It holds that
RevM(α) =

⋃
P∈Mut(M)RevP(α). The following lemma indicates that detected

mutants are involved in revealing combs of the mutation machine.

Lemma 1. Mut(M) contains nonconforming mutants if and only if RevM(α) 6=
∅, for some timed input sequence α.



Lemma 2. Test α detects mutant P if and only if there exists e ∈ ExecM(α)
such that πe ∈ RevM(α) and Suspπe ⊆ λP ∪∆P .

Corollary 1. Mutant P survives α if and only if for every π ∈ RevM(α), some
transitions in Suspπ do not belong to λP ∪∆P .

e1 = (s1, 0)0.5
[t2](s1, 0.5)b/x

[t3](s2, 0)7
[t8](s2, 7)0.5

[t8](s2, 7.5)a/x
[t7](s1, 0) is

an execution ofM1 in Figure 1b; it is also an execution of S1. The transitions
permitting the steps appear in brackets and also serve to identify the comb. The
�rst, third and fourth steps in e1 are time-elapsing. t8 permits the fourth step. A
distinct execution, let us call it e2, could involve t11 at the fourth step. Another
distinct execution is possible by making a timeout step at the third step, i.e., by
�ring t11. The comb πe1 = t2 y t3t8t8 y t7 is for e1 does not form a path inM1;
the symbol "y" is inserted between timeout transitions permitting time-elapsing
steps which just precede input/output steps. πe1 is deterministic and a mutant
can de�ne all the suspicious transitions in it. πe1 is not revealing because the
timed output sequence of e1, x0.5x7.5 is expected. The mutants de�ning only the
suspicious transitions occurring in πe1 and all the trusted transitions cannot be
detected by b0.5a7.5. πe2 = t2 y t3t8t11 y t7 is not deterministic because t8 and
t11 are compatible and suspicious; a mutant cannot de�ne these two transitions.
πe2 is not revealing since it is not deterministic.

4 Distinguishing Automaton and Revealing Combs

The distinguishing automaton for a speci�cation S and a mutation machineM
is aimed to represent synchronous executions of S and the mutants inM. It will
be used to identify unexpected executions of the mutants and the corresponding
combs without enumerating the mutants one-by-one. Each of its states is com-
posed of a timed state of S and a timed state of M. Each transition between
two states of the automaton represents a synchronization between a transition
of S and a transition of M. Because S and M could have an in�nite number
of reachable timed states, a naive de�nition of the distinguishing automaton
could include an in�nite number of the automaton's states. For this reason our
de�nition is based on a new notion of abstract timed states for TFSM-TG.

4.1 Abstract timed state for TFSM-TG

We introduce a new notion of abstract execution which we show to be equivalent
to the notion of execution described in Section 2. In abstract executions the
range for clock values is �nite while it is in�nite in executions. In particular,
by increasing a clock value by one in a state which de�nes the in�nite timeout,
the value of the clock will continuously increase up to a value which depends
on the number of time-elapsing steps. It happens that after a certain threshold
value, the exact value of the clock is not necessary to determine transitions
which can be �red. In state m, the threshold value is the maximal �nite integer
used in input-output and timeout transitions starting at state m, denoted by



maxm. We let max+m be a special number representing any real number greater
than maxm, the maximal �nite value in transitions starting from m; it has the
following arithmetic properties: max+m ∈]maxm,∞[, max+m + k = max+m for
every �nite real number k ≥ 0 and max+m +∞ =∞.

The abstract time domain for the clock when the TFSM-TG is in state m is
Atdm = [0,maxm]∪{max+m} where [0,maxm] is an integer interval. For machine
with states in M , the abstract time domain is AtdS =

⋃
m∈S Atdm. An abstract

execution of a TFSM-TG is de�ned with abstract execution steps which only
consider abstract time domains for clocks and arithmetic properties introduced
for the domain. Every execution corresponds to an abstract execution. The latter
can be obtained from the former by replacing every timed state (s, x) with
(s,max+m) wherever x is greater than maxm. We can show that there is an
abstract execution of a TFSM-TG with timed input/output sequence α/β if
and only if there is an execution of the TFSM-TG with α/β. This indicates that
abstract executions can be used instead of executions.

4.2 Distinguishing automaton

De�nition 6. Given a speci�cation machine S = (S, s0, I, O, λS , ∆S) and a
mutation machine M = (M,m0, I, O, λM, ∆M), a �nite automaton D = (C ∪
{∇}, c0, I, λD, ∆D,∇), where C ⊆ S×S×AtdS×AtdM , λD ⊆ C× I×Π×C is
the input transition relation, ∆D ⊆ C×(N≥1∪{∞})×C is the timeout transition
relation and ∇ is the accepting (sink) state, is the distinguishing automaton with
timeouts and timed guards for S andM, if it holds that:

� c0 = (s0,m0, 0, 0)

� For each (s,m, xs, xm) ∈ C and i ∈ I
(R1) : ((s,m, xs, xm), i, π−xss ∩ π−xmm , (s′,m′, 0, 0)) ∈ λD if there exists

(s, i, πs, os, s
′) ∈ λS , (m, i, πm, om,m′) ∈ λM s.t. π−xss ∩ π−xmm 6= ∅ and

os = om

(R2) : ((s,m, xs, xm), i, π−xss ∩ π−xmm ,∇) ∈ λD if there exists (s, i, πs, os, s
′) ∈

λS , (m, i, πm, om,m
′) ∈ λM s.t. π−xss ∩ π−xmm 6= ∅ and os 6= om

� For each (s,m, xs, xm) ∈ C and the only timeout transition (s, δs, s
′) ∈ ∆S

de�ned in the state of the deterministic speci�cation
(R3) : ((s,m, xs, xm), δm−xm, (s′,m′, 0, 0)) ∈ ∆D if there exists (m, δm,m

′) ∈
∆M s.t. δs − xs = δm − xm and δm − xm > 0

(R4) : ((s,m, xs, xm), δm − xm, (s,m′,max+s , 0)) ∈ ∆D if there exists
(m, δm,m

′) ∈ ∆M such that δm − xm > 0, δs − xs > δm − xm, and
xs + δm − xm > maxs

(R5) : ((s,m, xs, xm), δm − xm, (s,m′, xs + δm − xm, 0)) ∈ ∆D if there exists
(m, δm,m

′) ∈ ∆M such that δm − xm > 0, δs − xs > δm − xm, and
xs + δm − xm ≤ maxs

(R6) : ((s,m, xs, xm), δs − xs, (s′,m, 0,max+m)) ∈ ∆D if there exists
(m, δm,m

′) ∈ ∆M such that δs − xs > 0, δs − xs < δm − xm, and
xm + δs − xs > maxm



(R7) : ((s,m, xs, xm), δs − xs, (s
′,m, 0, xm + δs − xs)) ∈ ∆D if there exists

(m, δm,m
′) ∈ ∆M such that δs − xs > 0, δs − xs < δm − xm, and

xm + δs − xs ≤ maxm
� (∇, i, [0,∞[,∇) ∈ λD for all i ∈ I and (∇,∞,∇) ∈ ∆D

In a state (s,m, xs, sm) of D, (s, xs) and (m, sm) represents timed state of the
speci�cation and mutation machines. The two machines synchronize on input
actions (see R1, R2) and time delays. They do not synchronize on timeout, i.e.,
the expiration of a timeout in a machine is not necessarily synchronized with
the expiration of a timeout in the other machine (case of R4 to R7); A synchro-
nization of timeout transitions may occur depending on the respective clocks
(see R4). The automaton also uses a sink state ∇ to identify synchronizations
on an input but with di�erent outputs. An execution of D from a timed state
(c, x) is a sequence of steps between timed states of D; it can be de�ned similarly
to that for a TFSM-TG. An execution starting from (c0, 0) and ending at ∇ is
called accepted. D is complete because S andM are complete. Every execution
of D corresponds to an execution of the speci�cation S and an execution of the
mutation machine M. Indeed, transitions in D are directly de�ned by execu-
tion steps of S andM and indirectly by transitions of S andM permitting the
steps. We let e = (e1, e2) represent an execution of D, where e1 and e2 are the
corresponding executions of S andM. Clearly inp(e) = inp(e1) = inp(e2). For
every execution e1 of S there is an execution e2 ofM such that e = (e1, e2) is an
execution of D. For every execution e2 ofM there is an execution e1 of S such
that e = (e1, e2) is an execution of D. Moreover e1 and e′1 have the same timed
input/output sequence whenever (e1, e2) and (e′1, e2) represent executions of D.
It means that D represents the comparisons of timed input/output sequences of
M with an expected timed input/output sequence of S.

Lemma 3. An execution e2 of M is unexpected if and only if there is an exe-
cution e1 of S such that e = (e1, e2) is an accepted execution of D.

Only unexpected executions of M having deterministic combs can be exe-
cutions of mutants; the combs for such executions are revealing; they could be
identi�ed in checking whether Mut(M) contains nonconforming mutants.

Lemma 4. RevM(α) 6= ∅ if and only if there exists an accepted execution e =
(e1, e2) of D such that πe2 is a deterministic comb and α = inp(e2).

The deterministic revealing combs for a test α can be computed from the
distinguishing automaton for the speci�cation and mutation machines. Their
computation works as follows. First we compute the accepted executions of the
distinguishing automaton D with α; this can be done by de�ning a product an
automaton for α and D, which we do not formalize for the sake of simplicity.
Each accepted execution corresponds to an execution of the speci�cation and an
unexpected execution of the mutation machine; the deterministic combs for the
unexpected execution of the mutation machine belong to RevM(α).

The following corollary is a consequence of Lemma 4 and Lemma 1.



Corollary 2. Mut(M) contains nonconforming mutants detectable with α if
and only if there exists an accepted execution e = (e1, e2) of D such that πe2
is a deterministic comb and α = inp(e2).

5 Boolean Formulas Encoding (Un)Detected Mutants

We encode the test-surviving mutants with Boolean formulas over Boolean vari-
ables; each variable corresponds to a transition inM. Henceforth we let variable
t represent both a transition inM and the corresponding variable. A solution of
a Boolean formula assigns True or False to the variables, which we can use to
choose a (mutant) sub-machine inM. Intuitively, we can replace in a mutant a
suspicious transition by another (compatible) suspicious transition to obtain a
di�erent mutant. However, every mutant de�nes all the trusted transitions. We
say that a sub-machine (possibly a mutant) of M is determined by a Boolean
formula ϕ de�ned over the transition variables ofM if: (1) the sub-machine in-
cludes all the trusted transitions inM and, (2) there exists a solution of ϕ which
assigns True to a transition variable if and only if the corresponding transition
is in the sub-machine. The encoding Boolean formula is the conjunction of two
sub-formulas. The �rst sub-formula encodes the complementary of the detected
mutants, which can contain mutants and non-deterministic sub-machines of the
mutation machine as well. The second sub-formula encodes all the mutants only.

The encoding of the detected mutants uses the suspicious transitions in re-
vealing combs corresponding to the tests in a test suites. This encoding is in-
spired by Lemma 2. Given a set of revealing combs RevM(α) for test α, we let

ϕα =
∨
π∈RevM(α)

(∧
t∈Suspπ t

)
be a Boolean formula over the variables for the

suspicious transitions in revealing combs of RevM(α). ϕα encodes all the mu-
tants and also non-deterministic sub-machines involved in revealing combs; this
means that every solution of ϕα determines a sub-machine ofM that de�nes all
the transitions in a comb π ∈ RevM(α). So, ϕα determines all the sub-machines
with unexpected outputs for input α. Let ¬ϕ denote the negation of ϕ. Every
solution of ¬ϕα sets variables for some suspicious transitions in every revealing
comb to False; this indicates that every mutant determined by ¬ϕα does not
de�ne some suspicious transitions from each comb in RevM(α) .

Lemma 5. For every P determined by ¬ϕα and every π ∈ RevM(α), there
exists t ∈ Suspπ which does not belong to λP ∪∆P .

The following lemma is a consequence of Lemma 5 and Corollary 1.

Lemma 6. Every mutant determined by ¬ϕα survives α.

Let TS = {α1, α2, . . . , αn} be a test suite. We de�ne ϕTS =
∨
αi∈TS ϕαi .

The formula ϕTS determines all the sub-machines which produce unexpected
outputs for an input αi ∈ TS, i.e., the sub-machines detected by at least one
test in TS. A determined sub-machine is not necessarily a mutant; so we need
to encode all the mutants in M. We can proof the following lemma by using
Lemma 6.



Lemma 7. Every mutant determined by ¬ϕTS survives the test suite TS.

Note that ¬ϕTS determines not only mutants but also non-deterministic
sub-machines of the mutation machine M = (M,m0, I, O, λM, ∆M). In other
to exclude these non-deterministic sub-machines of M, we encode the set of
mutants with a Boolean formula ϕM. Each of its solutions determines exactly
one timeout transition in every state (which is expressed by (Eq 2)) and a subset
zmi ∈ Zmi, where Zmi is the maximal set of subsets of λM(m, i) satisfying the
cluster conditions introduced in Section 2.2. Let us de�ne:

ϕM =
∧
m∈M

(
ϕ∆m ∧

∧
i∈I

ϕmi

)
∧

∨
t∈λS∪∆S

¬t (Eq 1)

where

ϕ∆m =
∨

t∈∆M(m)

t ∧
∧

t′∈∆M(m),t′ 6=t

¬t′
 (Eq 2)

ϕmi =
∨

z∈Zmi

ϕz ∧
∧

w∈Zmi,w 6=z

¬ϕw

 and ϕz =
∧
t∈z

t (Eq 3)

Each solution of ϕ∆m sets to True the variable of exactly one timeout tran-
sition de�ned in m. All the variables in exactly one set Zmi has all its variables
assigned to True by each solution of ϕmi. The variable for each trusted transition
is set to True in every solution of ϕmδ; this is because they are not compatible
with any other transitions and thus de�ned by every mutant. We can conclude
that each solution of ϕM determines a mutant in Mut(M) and every mutant is
determined by a solution of ϕM, i.e., ϕM determines all the mutants inMut(M).
According to its de�nition, every solution of ϕM never assigns True to the vari-
ables for compatible transitions and determines a mutant.

Lemma 8. ϕM determines the mutants in Mut(M).

We can prove the following theorem by using Lemma 8 and Lemma 7.

Theorem 1. Formula ϕM ∧ ¬ϕTS determines exactly the mutants undetected
by the test suite TS.

ForM1 in Figure 1b, ϕ∆s2 = (t8∧¬t11)∨ (t11∧¬t8), ϕs2a = t7∧ t9∧ t10 and
ϕs2b = (t4∧¬t5∧¬t6)∨(t5∧t6∧¬t4). ϕ∆s2∧ϕs2a∧ϕs2b determines the transitions
starting at s2 in a mutant. We can make similar formulas for s1 and s3, according
to the sets Zs1a, Zs1b, Zs2a, Zs2b, Zs3a and Zs3b presented before De�nition 3.
Finally, ϕM1

= ϕ∆s1 ∧ ϕs1a ∧ ϕs1b ∧ ϕ∆s2 ∧ ϕs2a ∧ ϕs2b ∧ ϕ∆s3 ∧ ϕs3a ∧ ϕs3b.
The test α1 = b0.5a7.5 triggers executions in the distinguishing automaton

forM1. These executions correspond to the expected execution e1, e2 and :
e3 = (s1, 0)0.5

[t2](s1, 0.5)b/x
[t3](s2, 0)7

[t11](s3, 0)0.5
[t15](s3, 0.5)a/y

[t12](s1, 0) and
e4 = (s1, 0)0.5

[t2](s1, 0.5)b/x
[t3](s2, 0)7

[t11](s3, 0)0.5
[t15](s3, 0.5)a/y

[t13](s1, 0). The
comb for e3 and e4 are πe3 = t2 y t3t11t15 y t12 and πe4 = t2 y t3t11t15 y t13;
they are revealing because the produced timed output sequence x0.5y7.5 is un-
expected; so they characterize the mutants detected by test α1. We recall that
πe1 and πe2 are not revealing. The formula ¬ϕα1

= ¬((t11 ∧ t12) ∨ (t11 ∧ t13))
encodes the mutants surviving α1, e,g., the mutant P2 in Figure 2b.



6 Test Analysis and Test Generation

Consider a test suite TS and a fault model 〈M,',Mut(M)〉. The test analysis
problem consists in verifying whether the test suite is complete for the fault
model. The test generation problem aims at generating a complete test suite, by
adding new tests to the given one. Solving the test analysis problem, we encode
the mutants undetected by the tests with the Boolean formula ϕM ∧ ¬ϕTS ;
then we use a solver to determine a mutant undetected by TS, according to
Theorem 1 TS is complete if no mutant can be determined or only conforming
mutants can be determined. We exclude encountered conforming mutants from
the fault domain; this is done by making the conjunction of ϕM ∧ ¬ϕTS with
the formula

∨
t∈λP∪∆P

¬t encoding the mutants di�erent from P.

Theorem 2. TS is complete for 〈M,',Mut(M)〉 if and only if ϕM ∧¬ϕTS is
not satis�able or all the mutants it determines are conforming.

In order to generate a complete test suite, our procedure analyzes the current
test suite TS. If it is complete the procedure stops and return TS; otherwise
we generate a test α detecting nonconforming mutants from a mutant surviving
TS. α can be the timed input sequence of an execution of the distinguishing
automaton for the speci�cation and a surviving mutant (which is a part of the
mutation machine), according to Corollary 4. Then we compute ϕα and we
analyze the new test suite TS′ = TS ∪{α} by solving the formula ϕM∧¬ϕTS ∧
¬ϕα; this may trigger the generation of a new test. We generate iteratively new
tests until all the procedure stops and a complete test suite is returned.

For example, the test suite TS = {b0.5a7.5} is not complete forM1 in Fig-
ure 1b because ϕM1

∧ ¬ϕTS determines the nonconforming mutant P2 in Fig-
ure 2b, where ϕTS = ϕα1 and α1 = b0.5a7.5. An implementation of our approach
generates the complete test suite {α1 = b0.5a7.5, α2 = b0.5a0.5a3.5a0.5, α3 =
b0.5b0.5} detecting all the seven nonconforming mutants. α2 detects P2; it is the
timed input sequence of an accepted execution of the distinguishing automaton
of S1 and P2. A nonconforming mutant undetected by α1 and α2 was used to
generate α3; it de�nes transition t5.

Let us compare our complete test suite generation approach with the one pro-
posed in [26]. We focus on detecting speci�c faults represented in the mutation
machine which can have more states than the speci�cation, so do the mutants.
The speci�cation machine is not necessarily "minimal". We believe that for the
traditional fault model, the method in [26] could be faster than ours (especially
if the time required to minimize the speci�cation is not considered), but the
method in [26] could generate redundant tests. The reason is that the method
in [26] is an application of the W-method over a classical TFSM which represents
an abstraction of TFSM-TG and the W-method was developed for minimal clas-
sical FSM. The size of the abstract TFSM-TG [26] could contribute to decrease
the e�ciency of the test generation [8,26]. The W-method generates tests by
combining input sequences (namely, state cover sets, all input sequences of a
certain length and state identi�cation input sequences or characterization sets);



Table 1: Size of the generated complete test suites and generating time ; for an
entry (x, y), x is the size of the test suite and y is the generating time in seconds

#mutants in the fault domain
#states ' 104 ' 108 ' 1012

8 states (6, 0.22) (7, 0.32) (12, 45.57)
10 states (3, 0.16) (8, 2.34) (21, 46.94)
12 states (5, 0.72) (5, 2.77) (15, 4.45)

it does not check whether each generated test actually detects faults and several
generated tests can detects only one mutant. Thus the number of generated tests
can be bigger and less adequate to focus on faults speci�ed in customized fault
models represented with mutation machines. Where [26] will generate a huge
test suite to detect all possible faults, our method will generate test suites of
reduced sizes for customized fault models.

We performed an empirical evaluation of our approach with a proof-of-
concept tool developed in C++ and randomly generated TFSM-TG with two
inputs and outputs, with a maximal timeout of 5 (resp. 10) for the speci�cation
(resp. the mutations machines). The tool uses cryptoSAT [24]. Preliminary re-
sults appear in Table 1 which presents sizes and generating times for test suites
from mutation machines de�ning multiple of mutants with few states. For each
number of states and number of mutants, we generated tests for several muta-
tion machines. The tool can take a long time in encoding the fault domain; this
may happen when there are too many compatible (not necessarily equal) timed
guards and timeouts de�ned in the same state. Since this operation is done for
every state, it could be distributed. In most of the situations, the tool can rapidly
encode the fault domain and the test generation becomes faster.

7 Conclusion

We have proposed a multiple mutation testing theory to testing real-time systems
represented with �nite state machine extended with timed guards and timeouts
(TFSM-TG). We developed an approach to generate complete test suites for
fault models represented with mutation machines. The approach relies on the
de�nition of distinguishing automaton for mutation machine and the construc-
tion of Boolean formulas encoding the (faulty) implementations undetected by
tests. We implemented the approach in a proof-of-concept tool which we used
to evaluate the e�ciency of the approach. The experimental results show that
the approach can be used to derive tests for non-trivial TFSM-TG fault models
representing an important number of faults.

Ongoing work includes developing open access benchmarks and use them to
compare the existing test generation methods for TFSM-TG. We also plan to
generate symbolic tests, i.e., timed input sequences with delay intervals instead
of simple delays, and complete test suites consisting of a single test.
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