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IONIC PARAMETERS ESTIMATION IN MULTI-SCALE CARDIAC
ELECTROPHYSIOLOGY MODELLING

YASSINE ABIDI1, MONCEF MAHJOUB1 AND NÉJIB ZEMZEMI2

ABSTRACT. In this work, we present an optimal control formulation for the bidomain model in order to es-
timate maximal conductance parameters in cardiac electrophysiology multiscale modelling. We consider a
general Hodgkin-Huxley formalism to describe the ionic exchanges at the microscopic level. We treat the
desired parameters as control variables in a cost function minimizing the gap between the measured and the
computed transmembrane potentials. First, we establish the existence of an optimal control solution and we
formally derive the optimality system. Second, we propose a strategy for solving the estimation problem for
both single and multiple parameters cases. Our algorithm is based on a gradient descent method, where the
gradient is obtained by solving an adjoint problem. Both the state and the adjoint problems are solved using
the finite element method. Numerical simulations for single and multiple conductances estimations show the
capability of this approach to identify the values of sodium, calcium and potassium ion channels conductances
of the Luo Rudy phase I model.

Keywords: Optimal control with PDE constraints, bidomain model, physiological ionic model, maximal con-
ductance parameters.

1. INTRODUCTION

In the last decades, the mathematical modelling of cardiac electrical activity has been recognized as
one of the potential approaches capable of revealing diagnostic information about the heart. The electrical
behavior of the cardiac tissue is described by a system consisting of partial differential equations (PDEs)
coupled to a system of ordinary differential equations (ODEs) modelling the transmbrane ionic exchanges
at the microscopic level. The model of the cell membrane dynamics is expressed using the Hodgkin-Huxley
(HH) formalism [28]. This model was adapted by Denis Nobel for Purkinje heart cells [38]. Since that,
several other models have been introduced to describe the electrical activity of the cell membrane in the my-
ocardium. Beeler and Reuter [8] introduced the model for ventricular cells. Later, Di Francesco and Noble
[25] proposed a model that considers ion pumps, which allows different chemical species such as potassium,
sodium and calcium to return to their stable state. Moreover, a family of more complex models based always
on the HH formalism taking into account the physiological behavior of the ion channels [34, 35, 29, 42, 26]
have been proposed in the litterature. In all these models, maximal conductances play an important role
in the generation of the electrical potential, the determination of some pathological conditions or in the
study of the effect of drugs. Several authors investigated the optimization of parameters or source terms
in the mathematical model of cardiac electrophysiology. Brandao et al. [13] studied the theoretical anal-
ysis and the controllability of the optimization subject to the FitzHugh-Nagumo model. Later, systematic
analysis and numerical studies for the optimal control of monodomain and bidomain model are presented in
[16, 4, 14, 31, 17, 7, 18], and more recently for the optimal control of bidomain-bath model using Mitchell-
Shaeffer model in 3D geometries [19, 9, 15]. In [21, 40, 41] authors established an experimental estimation
of the intracellular and extracellular conductivities. Yan and Veneziani [46] use a variational procedure for
the estimation of cardiac conductivities from measures of the transmembrane and extracellular potentials
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available at some sites of the tissue. Beretta et al. [10] define a numerical reconstruction procedure for
the inverse problem of detecting a spherical inhomogeneity from boundary measurements of the electric
potential. Moreover, the identification from measurements of surface potentials has been tackled in an opti-
mization framework for numerical purposes [6, 20, 37]. In an other work [36], authors propose a strategy to
optimize a non differentiable cost function obtained from a fit of activation times map. Recently, the identifi-
cation of the maximal conductances has been subject of theoretical studies in the monodomain [1, 11, 5, 32]
and bidomain [45, 2] models. In an other work [12], authors propose a numerical approach for the analysis
of drugs effects on the electrical activity of hiPSC-CMs based on multi-electrode array experiments where
the drug acts directly on the maximal conductance of the targeted ion channel. In our work, we still use
a variational procedure for the estimation of a set of ionic maximal conductances by an optimal control
approach. This approach is based on the minimization of an appropriate cost functional that depends on the
maximal conductances and a measures of the transmembrane potential.

The paper is organized as follows: In Section 2, we briefly recall the bidomain model and the general
structure of cardiac cellular membrane models describing the electrical wave propagation and the ionic ex-
change at the cell membrane respectively. We also present some preliminary material, including relevant
notations, assumptions and regularities. Section 3 is devoted to the optimal control problem. We prove the
existence of the control and we provide a formal derivation of the adjoint equations and the first order op-
timality condition, which are the basis for numerical resolution. The description of the numerical approach
to solve the primal and the adjoint state equations and the optimization problem are explained in section 4.
Finally, in Section 5, numerical results are presented for the different test cases. A summary and concluding
remarks are given then in the last section.

2. MATHEMATICAL MODEL

Let Ω Ă Rd pd ě 1q be a bounded connected open set whose boundary Γ “ BΩ is regular enough,
(Ω Ă R3 being the natural domain of the hearth). Let T ą 0 be a fixed time horizon. We will use the
notation Q “ Ωˆ p0, T q, and Σ “ Γˆ p0, T q.

We introduce a parabolic-elliptic system called bidomain model, coupled to a system of ODEs. This
model was proposed in the late 1970s by Tung [43] and is now the generally accepted model of electrical
behaviour of cardiac tissue (see Henriquez [27], Keener and Sneyd [30]), can be written as:

(2.1)
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Am
`

CmBtv ` Iionp%̄, v,w, zq
˘

´ divpσi∇vq “ divpσi∇ueq `AmIapp in Q,

´divpσi∇v ` pσi ` σeq∇ueq “ 0 in Q,

Btw “ F pv,wq in Q,

Btz “ Gp%̄, v,w, zq in Q,

σi∇v.ν ` σi∇ue.ν “ 0 on Σ,

σi∇v.ν ` pσi ` σeq∇ue.ν “ 0 on Σ,

vpx, 0q “ v0pxq, wpx, 0q “ w0pxq, zpx, 0q “ z0pxq in Ω,

where v : Q Ñ R is the transmembrane potential, ue : Q Ñ R is the extracellular electric potential,
and σi,σe : Ω Ñ Rdˆd are respectively the intra- and extracellular conductivity tensors. w : Q Ñ Rk
represent the gating variables and z : Q Ñ Rm are the ionic intracellular concentration variables. Am is
the surface to volume ratio of the cardiac cells, and Cm ą 0 is the membrane capacitance per unit area.
Iapp : Q Ñ R is the applied current source and %̄ :“ t%̄iu1ďiďN represent a set of maximal conductance
parameters. The Iion is the current density flowing through the ionic channels and the functions F and
G determine the evolution of the gating variables and intracellular concentrations, respectively, they are
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determined by an electrophysiological cell model. In an isolated heart conditions, no current flows out of
the heart as expressed by the homogeneous Neumann boundary conditions. We denote by ν the unit normal
to Γ outward of Ω.

2.1. Membrane models and ionic currents. Following work by Hodgkin and Huxley [28], many HH-
based models have later been developed for the cardiac action potential. In these models, the ionic current
Iion through channels of the membrane, has the following general structure [39]:

(2.2) Iionp%̄, v,w, zq “
N
ÿ

i“1

%̄iyipvq
k
ź

j“1

w
pj,i
j pv ´ Eipzqq,

where N is the number of ionic currents, %̄i :“ %̄ipxq is the maximal conductance associated with the
ith current, yi is a gating function depending only on the membrane potentiel v, pj,i are positive integers
exponents and Ei is the reversal potential for the ith current, which is given by Godman-Hodgkin-Katz
(GHK) equation:

(2.3) Ei “
RT

F
ln

¨

˝

ř

j PRX`j
rX`j sout `

ř

k PRX´k
rX´k sin

ř

j PRX`j
rX`j sin `

ř

k PRX´k
rX´k sout

˛

‚,

whereR, T and F designate, respectively, the perfect gas constant, the temperature and the Faraday constant.
PRX˘j,k

represents the permeability for the ion X˘j,k, and rX˘j,ksin (respectively rX˘j,ksout) is the intracellular

(respectively extracellular) concentration of the ion X˘j,k. We recall that GHK equation is a generalized form
of the Nernst equation.

For the ODEs, the dynamics of the gating variable w is described in the HH formalism by a system
of ordinary differential equations which when wj is a gating variable (0 ď wj ď 1) are governed by the
following equation:

(2.4) Btwj “ Fjpv, wjq :“ αjpvqp1´ wjq ´ βjpvqwj , j “ 1, . . . , k,

where αj and βj two positive rational functions of exponentials in v. A general expression for both αj and
βj is given by

(2.5)
C1 exprC2pv ` C3qs ` C4pv ` C5q

exprC5pv ` C3qs ` C7
,

where C1, C2, . . . , C7 are constants. For the dynamics of the ionic concentration variables z, we have the
system of ODE’s:

(2.6) Btzi “ Gip%̄, v,w, zq :“ ´Jip%̄, v,w, log ziq `Hip%̄, v,w, zq, i “ 1, . . . ,m.

where the functions Ji and Hi are described in the Assumptions 2.1.

2.2. Conductivity tensors. The anisotropic properties of the two media are modeled by an intracellular
and extracellular conductivity tensors σipxq and σepxq. Generally, the conductivities σi and σe are two
matrices given by

σjpxq “ σtjpxqI ` pσ
l
jpxq ´ σ

t
jpxqqalpxqa

T
l pxq,

where σlj and σtj , j P ti, eu denote the intra- and extracellular conductivities along and transversal to the
direction of the fiber (parallel to alpxq), respectively, and I is the identity matrix.

Assumptions 2.1. (Stronger assumptions on the data in 2.1) We assume that:
(1) Ω Ă R3 is a bounded domain with C1,1-boundary.
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(2) σi,σe : Ω̄ Ñ R3ˆ3 are symmetric, positive definite matrix functions with W 1,8pΩq-coefficients,
obeying the uniform ellipticity conditions:

(2.7) 0 ď µ1}ξ}
2 ď ξTσi,epxqξ ď µ2}ξ}

2, @ξ P R3, @x P Ω, with µ1, µ2 ą 0.

(3) We use the regularized form of the variable yipvq in hyperbolic functions introduced in [22]. In this
case, yipvq is a C8 function with respect to the variable v for i “ 1, . . . , N , and then is locally
Lipschitz since v is bounded, similarly for the function v ÞÑ yipvqv.

(4) Ji and Hi are locally Lipschitz continuous functions where:

(2.8) Ji P C2pR˚`ˆRˆRkˆRq, 0 ă g˚pwq ď
BJi
Bτ
p%̄, v,w, τq ď g˚pwq,

ˇ

ˇ

ˇ

ˇ

BJi
Bv
p%̄, v,w, 0q

ˇ

ˇ

ˇ

ˇ

ď Lvpwq,

g˚, g
˚, Lv belong to C1pRk,R`q, and

(2.9) Hi P C2pR˚` ˆ Rˆ Rk ˆ p0,`8qmq X LippR˚` ˆ Rˆ r0, 1sk ˆ p0,`8qmq.

(5) The intial values belong to the following spaces: v0 P H
2pΩq,w0 P L

2pΩqk, and z0 P L
2pΩqm,

with log z0 :“ plog z0,1, . . . , log z0,mq P L
2pΩqm. Moreover, v0 satisfies the compatibility condition

described in [44].

(6) The extracellular potential ue has zero average on Ω, i.e
ż

Ω
uedx “ 0.

(7) Iapp verifies the compatibility condition:
ż

Ω
Iapppx, tqdx “ 0, @t P p0, T q.

Under the assumptions (2.1), the existence and uniqueness of the bidomain model 2.1 for more general
physiological ionic models based on the classical Hodgkin-Huxley formalism can be found in [44].

In our numerical computations, we consider the physiological Luo-Rudy phase I model (LR1) [34], which
consists of 6 ionic currents:

(2.10) Iion “ INa ` Isi ` IK ` IK1 ` IKp ` Ib,

which are fast sodium current (INa), slow inward calcium current (Isi), time dependent potassium cur-
rent (IK), time independent potassium current (IK1), plateau potassium current (IKp) and background cur-
rent (Ib). The time dependent currents INa, Isi and IK , depend on six activation and inactivation gates
m,h, j, d, f, x, and one intracellular concentration variable of Calcium rCa2`si, which are governed by
ODEs of the form:

(2.11)

dw

dt
“ αwpvqp1´ wq ´ βwpvqw, for w “ m,h, j, d, f, x,

d

dt
rCa2`si “ ´10´4Isi ` 0.07p10´4 ´ rCa2`siq,

For details on formulation of those functions and the parameters used in our computations, we refer to the
original paper of LR1 model [34].

3. OPTIMAL CONTROL PROBLEM

In this section, we set the optimal control problem, for which the numerical experiments were carried
out. Suppose that vmeas is the desired state solution at the cardiac domain, we look for the set of parameters
%̄ :“ t%̄iu1ďiďN that solves the following minimization problem:

(3.1) pPq

$

’

&

’

%

min
%̄PCad

Ip%̄q “ 1

2

`

ε1

ż

Q
|vp%̄q ´ vmeas|

2 dxt` ε2

ż

Ω
|%̄|2 dx

˘

,

subject to the coupled PDE system (2.1), and %̄ P Cad,
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where I is the quantity of interest, ε1, ε2 are the regularization parameters and v is the state variable. In

addition, a Tikhonov-like regularization term
ż

Ω
|%̄|2 dx used to weigh the impact of the regularization in

the minimize procedure. Cad is the admissible domain for control given by

(3.2) Cad “ t%̄ P L8pΩqN : %̄pxq P rm,M sN , @x P Ωu.

3.1. Optimal conditions and dual problem. In this subsection, we formally derive the optimality system
associated to (3.1). Let’s denote by J the cost function

J pv, %̄q “ 1

2

`

ε1

ż

Q
|v ´ vmeas|

2 dxt` ε2

ż

Ω
|%̄|2 dx

˘

.

If vp%̄q is a solution of (2.1), then we immediately have J pvp%̄q, %̄q “ Ip%̄q. We follow a Lagrangian
approach and introduce the Lagrange functional:

(3.3) Lpv, ue,w, z, %̄, λ˚q “ J pv, %̄q ´ λ˚Spv, ue,w, z, %̄q,

where λ˚ :“ pp, q, r, sqpx, tq denote the Lagrange multipliers, and Spv, ue,w, z, %̄q is the state equation.
Then,

(3.4)

Lpv, ue,w, z, %̄, λ˚q “ J pv, %̄q ´
ż

Q
pAm

`

CmBtv ` Iionp%̄, v,w, zq ´ Iapp
˘

dxdt

´

ż

Q
p
`

´ divpσi∇vq ´ divpσi∇ueq
˘

dxdt

´

ż

Q
q
`

´ divpσi∇v ` pσi ` σeq∇ueq
˘

dxdt

´

ż

Q
r.
`

Btw ´ F pv,wq
˘

dxdt´

ż

Q
s.
`

Btz´Gp%̄, v,w, zq
˘

dxdt,

The first order optimality system is given by the Karusch-Kuhn-Tucker (KKT) conditions which result from
equating the partial derivatives of L with respect to v, ue,w and z equal to zero. First, invoking integration
by parts with respect to the temporal variable and Green’s formula with respect to the spatial variable, we
observe that

(3.5)

ă
BL
Bv
, δv ą “ă

BJ
Bv
, δv ą ´λ˚ ă

BS
Bv
, δv ą

“ă
BJ
Bv
, δv ą `

ż

Q
tAmpCmBtp´ pBvIionq ` r.BvF ` s.BvGuδvdxdt

`

ż

Q
tdivpσi∇pq ` divpσi∇qquδvdxdt´

ż

Σ
tσi∇p.ν ` σi∇q.νuδvdSdt,

(3.6)

ă
BL
Bue

, δue ą “ă
BJ
Bue

, δue ą ´λ
˚ ă

BS
Bue

, δue ą

“ă
BJ
Bue

, δue ą `

ż

Q
tdivpσi∇pq ` divppσi ` σeq∇qquδuedxdt

´

ż

Σ
tσi∇p.ν ` pσi ` σeq∇q.νuδuedSdt.

(3.7)
ă
BL
Bw

, δw ą “ă
BJ
Bw

, δw ą ´λ˚ ă
BS
Bw

, δw ą

“ă
BJ
Bw

, δw ą `

ż

Q
tBtr ´AmpBwIion ` pBwF q

Tr ` pBwGq
Tsu.δwdxdt,
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and

(3.8)
ă
BL
Bz
, δz ą “ă

BJ
Bz
, δz ą ´λ˚ ă

BS
Bz
, δz ą

“ă
BJ
Bz
, δz ą `

ż

Q
tBts´AmpBzIion ` pBzGq

Tsu.δzdxdt.

Herein, we impose the terminal conditions

(3.9) ppx, T q “ 0, rpx, T q “ 0, and spx, T q “ 0 in Ω,

Collecting the previous results with the derivatives of J , we get the following adjoint problem:

(3.10)

$

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

%

´AmpCmBtp´ pBvIionq ´ divpσi∇pq ´ divpσi∇qq ´ pBvF qTr

´pBvGq
Ts “ ε1pv ´ vmeasq, in Q,

´divpσi∇p` pσi ` σeq∇qq “ 0 in Q,

´Btr `AmpBwIion ´ pBwF q
Tr ´ pBwGq

Ts “ 0 in Q,

´Bts`AmpBzIion ´ pBzGq
Ts “ 0 in Q,

ppx, T q “ 0, rpx, T q “ 0, and spx, T q “ 0, in Ω,

with the boundary conditions for the adjoint states

(3.11)

$

&

%

´σi∇p.ν ´ σi∇q.ν “ 0, on Σ,

´σi∇p.ν ´ pσi ` σeq∇q.ν “ 0 on Σ,

and in addition the zero mean condition:

(3.12)
ż

Ω
qptqdx “ 0 holds for a.e. t P p0, T q.

Based on the adjoint equations, to find the optimal conditions, we need to totally differentiate this functional
J pv, %̄q with respect to the control variable %̄. In addition, the state equation Spv, ue,w, z, %̄q “ 0 yields
the sensitivity equation:

(3.13)
BS
B%̄
`
BS
Bu

du

d%̄
“ 0,

where u is the state variable. Eventually, using the Gâteaux derivatives of J as follows:

(3.14)
DJ
D%̄

“
BJ
B%̄

`
BJ
Bu

du

d%̄
.

Using (3.13) and the adjoint equation
BL
Bu

“
BJ
Bu

´ λ˚
BS
Bu

“ 0, we get

(3.15)
DJ
D%̄

“
BJ
B%̄

` λ˚
BS
Bu

du

d%̄
“
BJ
B%̄

´ λ˚
BS
B%̄

“
BL
B%̄
.

Then, we have

(3.16) ă
DJ
D%̄

, δ%̄ ą“ă
BL
B%̄
, δ%̄ ą“ ε2

ż

Ω
%̄.δ%̄dx´

ż

Q
Amp

B

B%̄
Iion.δ%̄dxdt`

ż

Q
p
BG

B%̄
qTs.δ%̄dxdt,
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where p
BG

B%̄
qT denotes the transpose of the Jacobian matrix of G P Rm in point %̄ P RN . We deduce the

optimality condition of the optimal control problem (3.1):

(3.17)
DJ
D%̄

“ 0RN ñ ε2%̄´Am

ż T

0
p
B

B%̄
Iiondt`

ż T

0
p
BG

B%̄
qTsdt “ 0RN , @x P Ω.

3.2. Existence of the control. In the following theorem, we show that our optimal control problem (3.1)
has a unique solution.

Theorem 3.1. Under the previous Assumptions 2.1, there exists at least one solution %̄˚ of the optimal
control problem (3.1).

Proof. The goal is to prove that there exists %̄˚ such that J p%̄˚q “ inf
%̄PCad

J p%̄q.
Since the cost functional J : Cad Ñ R is bounded from below, with the admissible domain Cad (3.2)

is a closed and convex non-empty subset of the Banach space L8pΩqN , and J is coercive verifying the
property:

(3.18) @p%̄pkqqkPN P CN
ad, lim

kÑ8

ˇ

ˇ

ˇ
%̄pkq

ˇ

ˇ

ˇ
“ `8 ñ lim

kÑ8
J p%̄pkqq “ `8,

Then, there exists a bounded minimining sequence %̄pkq P CN
ad such that

(3.19) lim
kÑ8

J p%̄pkqq “ inf
%̄PCad

J p%̄q.

Since L8pΩqN is a non-reflexive space, it follows from the sequential Banach-Alaoglu theorem that there
exists a subsequence of %̄pkq, which we denote by the same symbol, such that

(3.20) %̄pkq á %̄˚weakly-* inL8pΩqN .

Let pvpkq, upkqe ,wpkq, zpkqq be the associated solution of the bidomain model (2.1) with %̄pkq, by the
weak compactness property, see for instance Theorem 5.1 p.58 in [33], there exists a subsequence of
pvpkq, u

pkq
e ,wpkq, zpkq, %̄pkqq, denoted by the same indices, such that

(3.21)

vpkq á v in L2p0, T ;H1pΩqq, and
d

dt
vpkq á

d

dt
v in L2p0, T ; pH1pΩqq˚q,

u
pkq
e á ue in L2p0, T ;H1pΩqq,

wpkq á w in L2p0, T ;L2pΩqqk, and
B

Bt
wpkq á

B

Bt
w in L2pQqk,

zpkq á z in L2p0, T ;L2pΩqqm, and
B

Bt
zpkq á

B

Bt
z in L2pQqm.

By the Rellich-Kondrachov compactness theorem (see [23], p. 286), since vpkq, upkqe are bounded inL2p0, T ;H1pΩqq,
we can assume that vpkq Ñ v and upkqe Ñ ue strong in L2pQq.

Since vpkq, wpkqj , for j “ 1, . . . , k, and zpkqi for i “ 1, . . . ,m, are weakly convergent and ψφ1ptq P
L2pQq X L2p0, T ;H1pΩqq, for any fixed φ P Dp0, T q and ψ P C80 pRdq, we naturally have

(3.22) ´

ż T

0

ż

Ω

d

dt
vpkqptqψφdxt “

ż T

0

ż

Ω
vpkqptqψφ1ptqdxt ÝÑ

kÑ`8

ż T

0

ż

Ω
vptqψφ1ptqdxt,

(3.23) ´

ż T

0

ż

Ω

d

dt
w
pkq
j ptqψφdxt “

ż T

0

ż

Ω
w
pkq
j ptqψφ1ptqdxt ÝÑ

kÑ`8

ż T

0

ż

Ω
wjptqψφ

1ptqdxt,
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(3.24) ´

ż T

0

ż

Ω

d

dt
z
pkq
i ptqψφdxt “

ż T

0

ż

Ω
z
pkq
i ptqψφ1ptqdxt ÝÑ

kÑ`8

ż T

0

ż

Ω
ziptqψφ

1ptqdxt.

Let the corresponding bilinear and continuous forms on H1pΩq ˆ H1pΩq associated with σi,e be ai,e as
follows:

(3.25) ai,epu, ϕq “

ż

Ω
σi,e∇u.∇ϕdx,

and ψφ P L2pQq X L2p0, T ;H1pΩqq, for any fixed φ P Dp0, T q and ψ P C80 pRdq, we have

(3.26)
ż T

0
ai,epu

pkqptq, φptqψqdt ÝÑ
kÑ`8

ż T

0
ai,epuptq, φptqψqdt.

Concerning the non-linear terms in (4.1), we use the equations (2.2)-(2.4)-(2.6) and Assumptions 2.1 to
write: For j “ 1, . . . , k,
(3.27)

Fjpv
pkq, w

pkq
j q “ αjpv

pkqq
`

1´ w
pkq
j

˘

´ βjpv
pkqqw

pkq
j ,

“ αjpv
pkqq ´

`

αjpv
pkqq ´ αjpvq

˘

w
pkq
j ´

`

βjpv
pkqq ´ βjpvq

˘

w
pkq
j ´

`

αjpvq ` βjpvq
˘

w
pkq
j .

For i “ 1, . . . ,m,

(3.28)

Gip%̄
pkq, vpkq,wpkq, zpkqq “

`

Gip%̄
pkq, vpkq,wpkq, zpkqq ´Gip%̄

˚, vpkq,wpkq, zpkqq
˘

`
`

Gip%̄
˚, vpkq,wpkq, zpkqq ´Gip%̄

˚, v,w, zq
˘

`Gip%̄
˚, v,w, zq.

and

(3.29) Iionp%̄
pkq, vpkq,wpkq, zpkqq “

N
ÿ

i“1

%̄
pkq
i yipv

pkqq

k
ź

j“1

w
pj,i,pkq
j pvpkq ´ C ` γ̄i logpz

pkq
i qq.

Starting by (3.27), we have vpkq Ñ v a.e in Q and αj is continuous (of class C8), so that αjpvpkqq Ñ αjpvq

a.e in Q, and αjpvpkqq is bounded in L2pQq. It follows from a classical result, see Lemma 1.3 in [33], that
αjpv

pkqq á αjpvq weak in L2pQq:

(3.30) @φ P Dp0, T q,
ż T

0
ă αjpv

pkqptqq, φptqψ ą dt ÝÑ
kÑ`8

ż T

0
ă αjpvptqq, φptqψ ą dt.

As
`

αjpvq ` βjpvq
˘

φptqψ P L2pQq, the weak convergence of wpkqj in L2pQq implies that:
(3.31)

@φ P Dp0, T q,
ż T

0
ă

`

αjpvq`βjpvq
˘

w
pkq
j ptq, φptqψ ą dt ÝÑ

kÑ`8

ż T

0
ă

`

αjpvq`βjpvq
˘

wjptq, φptqψ ą dt.

The remaining term in αj is such that

(3.32)
ˇ

ˇ

ˇ

ˇ

ż T

0

ż

Ω

`

αjpv
pkqq ´ αjpvq

˘

w
pkq
j ptqφptqψdxdt

ˇ

ˇ

ˇ

ˇ

ď }
`

αjpv
pkqq ´ αjpvq

˘

φptqψ}L2pQq}w
pkq
j }L2pQq,

and similarly for βj ,

(3.33)
ˇ

ˇ

ˇ

ˇ

ż T

0

ż

Ω

`

βjpv
pkqq ´ βjpvq

˘

w
pkq
j ptqφptqψdxdt

ˇ

ˇ

ˇ

ˇ

ď }
`

βjpv
pkqq ´ βjpvq

˘

φptqψ}L2pQq}w
pkq
j }L2pQq.
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Since vpkq Ñ v a.e in Q and αj , βj are continuous (of class C8), we have

(3.34)
@φ P Dp0, T q, }

`

αjpv
pkqq ´ αjpvq

˘

φptqψ}L2pQq ÝÑ
kÑ`8

0,

}
`

βjpv
pkqq ´ βjpvq

˘

φptqψ}L2pQq ÝÑ
kÑ`8

0.

Since }wpkqj }L2pQq is bounded, we finally have

(3.35) @φ P Dp0, T q,
ż T

0
ă

`

αjpv
pkqq ´ αjpvq

˘

w
pkq
j ptq, φptqψ ą dt ÝÑ

kÑ`8
0,

(3.36) @φ P Dp0, T q,
ż T

0
ă

`

βjpv
pkqq ´ βjpvq

˘

w
pkq
j ptq, φptqψ ą dt ÝÑ

kÑ`8
0.

Let the non-linear term (3.28) associated with t%̄pkq, %̄˚u be tḠk, Ḡ˚u, for i “ 1, . . . ,m:

(3.37) Ḡk “ă Gip%̄
pkq, v,w, zq, ϕ ą, and Ḡ˚ “ă Gip%̄

˚, v,w, zq, ϕ ą .

We have vpkq Ñ v, wpkq Ñ w and zpkq Ñ z a.e in Q, and Gi is a Lipschitz-continuous function, then for
any fixed φ P Dp0, T q and ψ P C80 pRdq, we have

(3.38)
ż T

0
ă

`

Gip%̄
˚, vpkqptq,wpkqptq, zpkqptqq ´Gip%̄

˚, vptq,wptq, zptqq
˘

, φptqψ ą dt ÝÑ
kÑ`8

0.

In the same way, since %̄pkq á %̄˚ weak in L8pΩqN andGi is a Lipschitz-continuous function, for any fixed
φ P Dp0, T q and ψ P C80 pRdq, we have
(3.39)

ż T

0
ă

`

Gip%̄
pkq, vpkqptq,wpkqptq, zpkqptqq ´Gip%̄

˚, vpkqptq,wpkqptq, zpkqptqq
˘

, φptqψ ą dt ÝÑ
kÑ`8

0.

Similary, for the non-linear ionic term (3.29), Let

(3.40)

Iionp%̄
pkq, vpkq,wpkq, zpkqq “ Iionp%̄

pkq, vpkq,wpkq, zpkqq ´ Iionp%̄
˚, vpkq,wpkq, zpkqq

`Iionp%̄
˚, vpkq,wpkq, zpkqq ´ Iionp%̄

˚, v,w, zq

`Iionp%̄
˚, v,w, zq.

Since %̄pkq á %̄˚ weak in L8pΩqN , vpkq Ñ v, wpkq Ñ w and zpkq Ñ z a.e in Q, and Iion is a bounded
continuous function in L2pQq, we have
(3.41)
ż T

0
ă

`

Iionp%̄
˚, vpkq,wpkq, zpkqq´Iionp%̄

˚, v,w, zq
˘

, φptqψ ą dt ÝÑ
kÑ`8

0, @φ P Dp0, T q, ψ P C80 pRdq.

Also, since Iion is linear with respect to %̄ :“ t%̄iu1ďiďN , for any fixed φ P Dp0, T q and ψ P C80 pRdq, we
have
(3.42)

ż T

0
ă

`

Iionp%̄
pkq, vpkq,wpkq, zpkqq ´ Iionp%̄

˚, vpkq,wpkq, zpkqq
˘

, φptqψ ą dt

“

ż T

0
ă

`

N
ÿ

i“1

`

%̄
pkq
i ´ %̄˚i

˘

yipv
pkqq

k
ź

j“1

w
pj,i,pkq
j pvpkq ´ C ` γ̄i logpz

pkq
i qq, φptqψ ą dt ÝÑ

kÑ`8
0
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Since Ω has Lipschitz boundary, it then satisfies the segment condition (see [3], p.68, definition. 3.21), We
say C80 pRdq is dense in H1pΩq, (see [3] theorem. 3.22). Therefore from (3.42), we have
(3.43)
ż T

0
ă

`

Iionp%̄
pkq, vpkq,wpkq, zpkqq´Iionp%̄

˚, vpkq,wpkq, zpkqq
˘

, φptqϕ ą dt ÝÑ
kÑ`8

0, @φ P Dp0, T q, ϕ P H1pΩq.

Combined (3.43) with limit (3.41), it implies
(3.44)
ż T

0
ă

`

Iionp%̄
pkq, vpkq,wpkq, zpkqq´Iionp%̄

˚, v,w, zq
˘˘

, φptqϕ ą dt ÝÑ
kÑ`8

0, @φ P Dp0, T q, ϕ P H1pΩq.

Similarly, from (3.39)-(3.38), we can show
(3.45)
ż T

0
ă

`

Gip%̄
pkq, vpkq,wpkq, zpkqq ´Gip%̄

˚, v,w, zq
˘

, φptqϕ ą dt ÝÑ
kÑ`8

0, @φ P Dp0, T q, ϕ P H1pΩq.

By passing to the limit in the equations satisfied by pvpkq, upkqe ,wpkq, zpkq, %̄pkqq, we obtain that pv, ue,w, z, %̄˚q
is a solution to the bidomain system (2.1).

We conclude that %̄˚ realizes the minimum of J . In fact, from the weak-* convergence (3.20), it follows
that %̄pkq is also weakly convergent in L2pΩqN .

By the weak lower semi-continuity of the regularisation term
ż

Ω
|%̄˚|2 dx in L2pΩqN , we deduce that

(3.46)
J pv, %̄˚q ď lim

kÑ`8
inf J pvpkq, %̄pkqq,

“ inf
%̄PCad

J pv, %̄q,

and the existence of a minimizer is proved.

Now, we demonstrate the numerical procedure to solve the optimality system (3.1).

4. NUMERICAL APPROXIMATION

In this section, we give a brief overview of the space and time discretization techniques to solve the
primal (2.1) and adjoint (3.10) equations numerically. We use a finite element method (FEM) for the spatial
discretization and a semi-implicit Euler scheme for the temporal discretization. We solve the optimal control
problem (3.1) using the gradient descent method.

4.1. Space and time Discretization of the bidomain model. Here we give a description of the spatial
discretization of the primal problem by a finite element method based on the weak formulation. A weak
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solution triple pv,w, zq satisfies:
(4.1)

‚

ż

Ω
Am

`

CmBtv ` Iionp%̄, v,w, zq ´ Iapp
˘

ψdx`

ż

Ω
σip∇v `∇ueq.∇ψdx “ 0,

@ψ P H1pΩq, for a.a. t P p0, T q,

‚

ż

Ω

`

σi∇v ` pσi ` σeq∇ue
˘

.∇ψdx “ 0, @ψ P H1pΩq, with
ż

Ω
ψdx “ 0, for a.a. t P p0, T q,

‚

ż

Ω
pBtw ´ F pv,wqq.ψdx “ 0, @ψ P L2pΩqk, for a.a. t P p0, T q,

‚

ż

Ω
pBtz´Gp%̄, v,w, zqq.ψdx “ 0, @ψ P L2pΩqm, for a.a. t P p0, T q,

with vpx, 0q “ v0pxq, wpx, 0q “ w0pxq, and zpx, 0q “ z0pxq, for almost all x P Ω.

Let Vh Ă H1pΩq be the finite dimensional subspace of piecewise linear basis functions with respect to the
spatial grid for the approximation of electrical potentials, gating variables and concentration variables. The
approximate solutions of the vectors V P RM and U P RM and matrices W P RkˆM and Z P RmˆM are
expressed in the form:

(4.2)
V ptq “

M
ÿ

i“1

viptqωi, Uptq “
M
ÿ

i“1

uieptqωi, W ptq “
 

W pjqptq
(k

j“1
“

 

M
ÿ

i“1

w
pjq
i ptqωi

(k

j“1
,

Zptq “
 

Zpj
1qptq

(m

j1“1
“

 

M
ÿ

i“1

z
pj1q
i ptqωi

(m

j1“1
,

where tωiuMi“1 denote the basis functions, and M is the number of nodal points at the tissue domain. We
recall that the variables k and m correspond to the number of gating variables w and intracellular concen-
tration variables z P Rm, respectively, verifying the ODEs of the bidomain system (2.1).

The semi-discretization of the primal equations in space results in the differential algebraic system is
given as follows:

AmCmM
B

Bt
V “ ´AiV ´AiU `AmM

`

Iapp ´ Iionp%̄,V ,W
pjq,Zpj

1qq
˘

,(4.3)

AieU “ ´AiV ,(4.4)

M
B

Bt
W pjq “ F pjqpV ,W pjqq, forj “ 1, ..., k,(4.5)

M
B

Bt
Zpj

1q “ Gpj1qp%̄,V ,W ,Zq, forj1 “ 1, ...,m,(4.6)

along with initial conditions for V ,W pjq and Zpj
1q, where Aie “ tă pσi ` σeq∇ωi,∇ωj2 ąuMi,j2“1

and Ai “ tă σi∇ωi,∇ωj2 ąuMi,j2“1 are the stiffness matrices and M “ tă ωi, ωj2 ąu
M
i,j2“1 is the

mass matrix. The vector Iapp is defined by comuting at each component Iappiptq “ Iapppxi, tq. The ith

component of the vector Iion

`

%̄,V ,W ,Z
˘

is equal to Iion
`

%̄, viptq,
 

w
pjq
i ptq

(k

j“1
,
 

z
pj1q
i ptq

(m

j1“1

˘

The resulting system is then discretized in time using a semi implicit scheme (Backward Euler formula).
Let N P N be a given integer and consider a uniform partition rtn, tn`1s for 0 ď n ď N´1, with tn “ n∆t,
of the time interval of interest r0, T s, with a time step ∆t “ T {N .

Denote by pwn, zn, vn, une q the approximated solution obtained at time tn. Then pwn`1, zn`1, vn`1, un`1
e q

is computed as follows: For 0 ď n ď N ´ 1

1. Solve the ionic model, computing wn`1, zn`1 in each node of Ω.
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Using the EDO formulation (2.4), we get an explicit numerical solution for each time step, being
able to recover variables wj , for j “ 1, . . . , k, as

(4.7)

$

’

&

’

%

wn`1
j “ e´pα

n
j `β

n
j q∆t

`

wnj ´
αnj

αnj ` β
n
j

˘

`
αnj

αnj ` β
n
j

, n “ 0, . . . , n,

wjp0q “ wj,0.

The explicit formula is employed for all the gating variables w of the ionic model (which are the
majority of the unknowns of the ionic model). Therefore for the intracellular concentrations z, we
apply the backward Euler method: for i “ 1, . . . ,m,

(4.8)
zn`1
i ´ zni

∆t
“ Gip%̄, v

n,wn`1, zn`1q, in Ω.

2. Evaluate in each node the ionic current Iionp%̄, vn,wn`1, zn`1q.
3. With the computed ionic current, solve the first equation of the bidomain model (2.1) to compute

the transmembrane potential vn`1 P Vh using a first order semi-implicit scheme:
(4.9)
ż

Ω
AmCm

vn`1 ´ vn

∆t
φdx`

ż

Ω
σi∇vn`1.∇φdx “

ż

Ω
Am

`

In`1
app ´Iionp%̄, v

n,wn`1, zn`1q
˘

φdx´

ż

Ω
σi∇une .∇φdx.

4. With the computed transmembrane potential vn`1, solve the second equation of the bidomain model
(2.1) to compute the extracellular potential un`1

e P Vh:

(4.10)
ż

Ω
pσi ` σeq∇un`1

e .∇φedx`
ż

Ω
σi∇vn`1.∇φedx “ 0.

Therefore, the equations (4.3) and (4.4) become the following matrix representation:
(4.11)

p
AmCm

∆t
M `AiqV

n`1 “
AmCm

∆t
MV n `AmM

`

Iapp
n`1 ´ Iionp%̄,V

n,W n`1,Zn`1q
˘

´AiU
n,

AieU
n`1 “ ´AiV

n`1.

4.2. Space and time Discretization of the adjoint problem. We use an analogous numerical algorithm as
for the primal problem (2.1) to discretize the dual equations (3.10) in the tissue domain. The approximate
solutions P ,Q,R and S can be expressed in the form:

(4.12)
P ptq “

M
ÿ

i“1

piptqωi, Qptq “
M
ÿ

i“1

qiptqωi, Rptq “
 

Rpjqptq
(k

j“1
“

 

M
ÿ

i“1

r
pjq
i ptqωi

(k

j“1
,

Sptq “
 

Spj
1qptq

(m

j1“1
“

 

M
ÿ

i“1

s
pj1q
i ptqωi

(m

j1“1
.

The following semi-discrete form of the dual problem is obtained:
(4.13)

´AmCmM
B

Bt
P `AmMpBV Iionq

TP “ ´AiP ´AiQ`MpBV FqTR`MpBV GqTS

` ε1MpV ´ V measq,

AieP “ ´AiQ,

´
B

Bt
R`AmpBWIionq

TP “ pBWFqTR` pBZGqTS,

´
B

Bt
S `AmpBZIionq

TP “ pBZGqTS,
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with terminal conditions P pT q “ RpjqpT q “ Spj
1qpT q “ 0, @j “ 1, . . . , k, @j1 “ 1, . . . ,m. The derivative

expression terms are defined as follows

(4.14)

BV Iionp%̄,V ,W ,Zq :“
 B

Bv
Iion

`

%̄, viptq,
 

w
pjq
i ptq

(k

j“1
,
 

z
pj1q
i ptq

(m

j1“1

˘(M

i“1
P RM ,

BWIionp%̄,V ,W ,Zq :“
 B

Bw
Iion

`

%̄, viptq,
 

w
pjq
i ptq

(k

j“1
,
 

z
pj1q
i ptq

(m

j1“1

˘(M

i“1
P RkˆM ,

BZIionp%̄,V ,W ,Zq :“
 B

Bz
Iion

`

%̄, viptq,
 

w
pjq
i ptq

(k

j“1
,
 

z
pj1q
i ptq

(m

j1“1

˘(M

i“1
P RmˆM ,

BV FpV ,W q :“
 B

Bv
F
`

viptq,
 

w
pjq
i ptq

(k

j“1

(M

i“1
P RkˆM ,

BWFpV ,W q :“
 B

Bw
F
`

viptq,
 

w
pjq
i ptq

(k

j“1

(M

i“1
P RkˆkˆM ,

BV Gp%̄,V ,W ,Zq :“
 B

Bv
G
`

%̄, viptq,
 

w
pjq
i ptq

(k

j“1
,
 

z
pj1q
i

(m

j1“1

˘(M

i“1
P RmˆM .

BWGp%̄,V ,W ,Zq :“
 B

Bw
G
`

%̄, viptq,
 

w
pjq
i ptq

(k

j“1
,
 

z
pj1q
i

(m

j1“1

˘(M

i“1
P RkˆmˆM .

BZGp%̄,V ,W ,Zq :“
 B

Bz
G
`

%̄, viptq,
 

w
pjq
i ptq

(k

j“1
,
 

z
pj1q
i

(m

j1“1

˘(M

i“1
P RmˆmˆM .

For i “ 1, ...M , let’s denote by Rn
i “ tR

pjq,n
i ukj“1 P Rk, the value of the adjoint state with respect to w

and Zn
i “ tZ

pj1q,n
i umj1“1 P R

m, the value of the adjoint state with respect to z at the node xi and at time tn,
the computation of these two variables is performed point-wise as follows.

Step 1: For i=1,. . . , M, solve
(4.15)

$

’

&

’

%

` 1

∆t
I ´

`

pBWFqni
˘T ˘

Rn
i “

1

∆t
Rn`1
i ´Am

`

pBWIionq
n`1
i

˘T
P n`1
i `

`

pBWGqn`1
i

˘T
Sn`1
i ,

` 1

∆t
I ´ ppBZGqni qT

˘

Sni “
1

∆t
Sn`1
i ´AmppBZIionq

n`1
i qTP n`1

i .

Step 2:
(4.16)
$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

`AmCm
∆t

M `Ai

˘

P n “ AmM
“`Cm

∆t
1´ pBV Iionq

n`1
˘

˚ P n`1
‰

` ε1M pV n ´ V n
measq

` M
m
ÿ

j1“1

pBV Gpj1q,nq ˚ Spj1q,n ´AiQ
n`1 `M

k
ÿ

j“1

pBV F pjqqn ˚Rpjq,n,

AieQ
n “ ´AiP

n.

Here, 1 P RM is a vector filled with the value 1 and the multiplication ”*” is performed point-wise.

Remark 4.1. The retrograde problem (3.10) is fully linear, we use a first order semi-implicit scheme to solve
it. The reason is that we separate the ODE system variables R and S from the PDE variables P and Q.
We also solve the bidomain problem sequentially, we first compute P and then we computeQ. This follows
the same scheme developed for the primal problem in [24].

4.3. Optimization algorithm. Given an initial guess of maximal conductance parameters %̄guess, we solve
the optimization problem using the following algorithm based on a gradient descent method.
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Algorithm 1 Optimization of the maximal conductance parameters %̄
%̄ “ %̄guess,
Solve state problem,
Solve adjoint problem,
while Ip%̄q ą εFunc & }DI

D%̄} ą εGrad & iter ďMaxIterNumber do
%̄ “ %̄´ αˆ DI

D%̄ .
Solve state problem,
Solve adjoint problem,
Compute the cost function and its gradient,

end while
%̄optim “ %̄.

Here, εFunc and εGrad are positive constants defining the desired tolerance on the cost function and its
gradient respectively. The coefficient α is positive and could be fixed or updated at each iteration and
MaxIterNumber stands for the maximal number of iterations in the optimization procedure.

5. NUMERICAL RESULTS

In this section, numerical results on the basis of two different test cases are presented. In all tests, the
computational domain Ω “ r0, 1s ˆ r0, 1s Ă R2 of size 1 cm2 is fixed and a triangular discretization
is used which consists of 5718 elements and 2960 nodes. During the simulations, we fix the time step
length ∆t “ 0.1ms. The termination of the optimization algorithm is based on the following condition:
εFunc “ 10´8 and εGrad “ 10´8. For all the following tests, the desired transmembrane potential vmeas
is simulated with the physiological Luo Rudy phase I model with its original control parameters using a
prescribed time course of a stimulation current which its magnitude is Iappptq “ 80µA{cm2 and its duration
is 1ms.

5.1. Single maximal conductance parameter estimation:
In the first case, we consider to optimize separately three of the maximal conductance parameters %̄Na,
%̄si, %̄K1 representing three different ion channels: sodium, calcium and potassium, respectively. Moreover,
if the stopp criteria conditions are not satisfied, the algorithm terminates within a prescribed number of
iterations. Here the maximum number of iteration parameter MaxIterNumber “ 20.

5.1.1. Maximal conductance parameter of the fast inward sodium current %̄Na:
In this test, we present a numerical results of the estimation of the parameter %̄Na. Since this parame-

ter is mainly important in the depolarization phase, we consider the cost functional in the time window
r0ms, 20mss of the simulation. The exact value %Na is equal to 23 mS{cm2. We generate the measurement
vmeas by solving the forward problem using the exact value of %Na and we start our optimization procedure

using a guess value %Na,guess “
1

2
%Na “ 11.5 mS{cm2. Since the cost function depends on the parameters

ε1 and ε2 used to make a balance between the function of interest
`

ż

Q
|vp%Naq ´ vmeas|

2 dxt
˘

and the reg-

ularization term
`

ż

Ω
|%Na|

2 dx
˘

, we first run the optimization procedure with ε1 “ 1 and we vary ε2 from

0.05 to 0.001.
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Optimization iterations
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Optimal control values of ρNa

ρNa exact

ǫ2 =0.05, and 0% noise of vmeas

ǫ2 =0.001, and 0% noise of vmeas

ǫ2 =0.001, and 5% noise of vmeas

ǫ2 =0.001, and 10% noise of vmeas

ǫ2 =0.001, and 15% noise of vmeas

FIGURE 1. The optimal control so-
lution for the optimization of %Na
for different values of ε2 and differ-
ent levels of noise.

ε2 Noise on vmeas (%)
}%Na,exact ´ %Na}

}%Na,exact}
ˆ 102

0.05 0 % 1.117 %

0.001 0 % 0.195 %

0.001 5 % 0.196 %

0.001 10 % 0.22 %

0.001 15 % 1.58 %

TABLE 1. Relative errors of the op-
timal control solution %̄Na for all
cases.

As shown in Fig 1 for both cases, the optimization algorithm converges to the desired control value. But
the accuracy is better with ε2 “ 0.001 than ε2 “ 0.05 as shown in Table1. From now, we fix ε1 “ 1 and
ε2 “ 0.001.

Optimization iterations
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ǫ2 =0.001, and 5% noise of vmeas

ǫ2 =0.001, and 10% noise of vmeas

ǫ2 =0.001, and 15% noise of vmeas

Optimization iterations
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)
||
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ǫ2 =0.001, and 0% noise of vmeas

ǫ2 =0.001, and 5% noise of vmeas

ǫ2 =0.001, and 10% noise of vmeas

ǫ2 =0.001, and 15% noise of vmeas

FIGURE 2. Left: Log scale plot of the cost function Ip%̄Naq. Right: Log scale plot of the
norm of its gradient during the optimization procedure.

In order to test the robustness of the algorithm, we add different levels of gaussian noise to the measured
data vmeas, and we solve the optimization problem following Algorithm 1 for each value of noise. As shown
in Fig 1, the algorithm converges for all levels of noise. Table 1 shows that the accuracy is altered with the
noise. But for 15% of noise, the relative error on the estimated value of %̄Na is under 2%. Figure 2 shows the
evolution of the cost function Ip%̄Naq and the norm of its gradient with respect to the optimization iterations
for different regularization parameter values ε2 and noise levels on the measured potential.

5.1.2. Maximal conductance parameter of the slow inward-calcium related current %̄si:
In this test, we present a numerical results for the optimization of the parameter %̄si. Since this parameter

acts on the plateau phase, we performed the optimization on a time window [0ms, 400ms]. We consider the
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initial guess value %̄si,guess “
3

2
%̄si,exact “ 0.135 mS{cm2. The Fig 3 shows the evolution of the parameter

%̄si during the optimization procedure.

0 1 2 3 4 5 6 7 8 9
0

0.05

0.1

0.15

FIGURE 3. The optimal control so-
lution for the optimization of %si.

ε2 Noise on vmeas (%)
}%si,exact ´ %si}

}%si,exact}
ˆ 102

0.001 0 % 3.26e-7 %

0.001 5 % 6.8e-4 %

0.001 10 % 2.37e-3 %

TABLE 2. Relative errors of the op-
timal control solution %̄si for all
cases.

The table 2 shows the relative error of the obtained solution with respect to the 0%, 5% and 10% noise
levels. We can see that it converge from the fourth iteration and the accuracy of the obtained optimal solution
of %̄si seems to be less sensitive to noise compared to optimal solution of %̄Na.

Optimization iterations
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Optimization iterations
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FIGURE 4. Left: Log scale plot of the cost function Ip%̄siq. Right: Log scale plot of the
norm of its gradient during the optimization procedure.

5.1.3. Maximal time-independent potassium maximal conductance parameter %̄K1:
In this test, we present a numerical results for the optimization of the parameter %̄K1. Since this parameter

acts on the repolarization phase, we performed the optimization on a time window [0ms, 400ms]. The

initial guess considered is %̄K1,guess “
3

2
%̄K1,exact “ 0.90705 mS{cm2. Fig 5 shows the evolution of

the parameter %̄K1 during the optimization procedure. The table 3 shows the relative error of the obtained
solution with respect to the noise level.
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FIGURE 5. The evolution of the op-
timal control solution %̄K1 during
the optimization iterations.

ε2 Noise on vmeas (%)
}%K1,exact ´ %K1}

}%K1,exact}
ˆ 102

0.001 0 % 0.0019 %

0.001 5 % 0.0042 %

0.001 10 % 0.083 %

TABLE 3. Relative errors of the op-
timal control solution %̄K1 for differ-
ent noise levels.

The results in the table 3 show that the optimal solution of %̄K1 is more sensitive to the noise than %̄si and
less sensitive to noise than %̄Na.

Optimization iterations
0 1 2 3 4 5 6 7 8
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Optimization iterations
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FIGURE 6. Left: Log scale plot of the cost function Ip%̄K1q. Right: Log scale plot of the
norm of its gradient during the optimization procedure.

5.2. Simultaneous estimate of the maximal conductances parameters:
In this section, we aim to optimize all the maximal conductance parameters of LR1 model simultaneously.

The parameters are: %̄Na, %̄si, %̄K ,%̄K1,%̄Kp and %̄b. The presented numerical results are based on fixing the
regularisation parameters ε1 “ 1, ε2 “ 0, and adding different levels of gaussian noise to the measured
data. First, we have to say that all our attempts to estimate multiple parameters from a single observation
vmeas failed. Based on the theoretical work [2], the stability and the uniqueness of the parameter estimation
inverse problem could be guaranteed using as much measurements as the number of the parameters to be
optimized. In this work, we choose to modify the position of the stimuli in space in order to obtain the
desired number of observations. Suppose that vlmeas is the observation associated to the lth applied current
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I lapp, we look for the set of parameters %̄ :“ t%̄iu1ďiďN that solves the following minimization problem:

(5.1) pPq

$

’

’

&

’

’

%

min
%̄PCad

Ip%̄q “ 1

2

NS
ÿ

l“1

ż

Q

ˇ

ˇ

ˇ
vlp%̄q ´ vlmeas

ˇ

ˇ

ˇ

2
dxt,

subject to: vl is solution of the coupled PDE system (2.1) where Iapp “ I lapp.

Here NS is the number of stimulus currents with NS ě N . Without loss of generality, using the same
strategy presented in paragraph 3.1, the computation of the cost function gradient for multiple observations
is given by

(5.2)
DJ
D%̄

“

NS
ÿ

l“1

´

ż

Q
p
BG

B%̄
qTsldxdt´

ż

Q
Amp

l B

B%̄
Iiondxdt

¯

,

where ppl, ql, rl, slq is the adjoint state of pvl, ule,w
l, zlq solution of the system (2.1) where Iapp “ I lapp.

0 10 20 30 40 50

10-8

10-4

1

FIGURE 7. Log scale plot of the cost function Ip%̄q during the optimization procedure.

Figure 7 shows the evolution of the cost function with respect to the optimization iteration. We remark
that in the noise free case (red line) the cost function achieves 10´8, whereas for the noisy observation
cases the cost function almost stagnates from iteration 30 achieving 2.76e-3 (respectively 1.09e-2) for 5%
(respectively 10%) of noise level. Table 4 provides the error percentage of each of the estimated parameters
with respect of the noise level. We remark that the accuracy of the estimated parameters is higher than 98%
even for 5 and 10 % of noise level. We, particularly, notice that the error on the %̄Na parameter is less than
0.056% for the three cases which might reveal the sensitivity of the model with respect to the %̄Na.
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Noise levels (%) %̄Na %̄si %̄K %̄K1 %̄Kb %̄b

0 % 0.0098 % 0.1967 % 1.0509 % 0.0764 % 0.0578 % 0.1181 %

5 % 0.0552 % 0.4470 % 1.9545 % 0.5021 % 0.3921 % 0.0043 %

10 % 0.0498 % 0.23 % 0.9467 % 0.3302 % 0.4888 % 0.0356 %

TABLE 4. Error percentage of the optimal control solution for the different noise levels on
the measured potentials pvlmeasq1ďlď6.

Figure 8 shows snapshots of the action potential distribution on the computational domain for the exact
parameters (left), the initial guess parameters (middle) and the estimated parameters (right).

FIGURE 8. 2D visualization of solution v at time t “ 8msec with exact, guess and optimal
parameter values on the left, middle and right respectively.

Figures 9, (respectively, 10 and 11) show the evolution of the parameters %̄Na and %̄si (respectively, %̄K ,
%̄K1 and %̄Kp, %̄b) during the optimization iterations. Results are shown for different levels of noise (0%, 5%
and 10%) on the measured data. In each figure, we show the target value of the parameter %̄exact (constant
value) and the evolution of the optimized parameters during the iteration.
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FIGURE 9. The evolution of the optimal control solution %̄Na (left) and %̄si (right) during
the optimization iterations.
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First, we remark that for all the parameters the optimization algorithm converges to the desired value. We
also remark that during the 15 first iteration the evolution of the parameters in the case of noise-free and
noisy data was almost the same. Later in the iterations the noise has an effect on the parameters values. We
also remarked that with 5 and 10% of noise on the measured data, the optimization algorithm stops at the
35th iteration because it couldn’t improve anymore the cost function, while for the noise free case the cost
function achieves 10´8.
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FIGURE 10. The evolution of the optimal control solution %̄K (left) and %̄K1 (right) during
the optimization iterations.
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FIGURE 11. The evolution of the optimal control solution %̄Kp (left) and %̄b (right) during
the optimization iterations.
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FIGURE 12. Action potential v with different value of %̄

6. DISCUSSION AND CONCLUSIONS

In this paper, we presented an original approach for the estimation of maximal conductance parameters in
the multi-scale cardiac electrophysiology modelling. We used the bidomain system coupled to the physio-
logical Luo Rudy phase I ionic model. We formulated the parameter estimation problem as an optimization
procedure in an optimal control problem where the cost function represents the misfit between the measured
action potential and the solution of the bidomain model. There are two results in this work. The first part
is related to the mathematical analysis of the maximal conductance parameters estimation. Our result is a
proof of the existence of a minimizer of the cost function. The proof is inspired from the work of Yan and
Veneziani [46] who proved the existence of the conductivity parameters estimation solution. The second
part is related to the numerical estimation of the six conductance parameters introduced in the Luo Rudy
phase I ionic model. In order to minimize the cost function, we used a gradient descent method where
the gradient is computed by solving an adjoint problem. We detailed the numerical schemes used for the
computation of the primal and adjoint problems. Then we conducted different numerical simulation to solve
the problem. First, our numerical results show the capability of this approach to estimate separately each of
the maximal conductance parameters with a single observation of the action potential in the computational
domain. Second, our attempts to solve the optimization problem for multiple parameters estimation using
a single measurement failed. Third, using a strategy of multiple observations generated by variating the
position of the stimuli in the computational domain, the optimization algorithm were able to converge to the
desired parameters with a very satisfactory accuracy. This study shows also that the optimization procedure
is robust with respect of noise. Results show that by adding different levels of noise (0%, 5% and 10%), the
error on the estimated conductances was less than 2% in the three cases and for all parameters. The chal-
lenge is to explore the capability of this method to estimate these physiological parameters when dealing
with real life measurement. Finally, we have to say that this study is preliminary and that we didn’t explore
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all of the potential of the optimal control approach. The method here presented allows the estimation of
space dependent parameters. This would be subject of our future research.
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