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Abstract. The definition of antipower introduced by Fici et al. (ICALP
2016) captures the notion of being the opposite of a power : a sequence
of k pairwise distinct blocks of the same length. Recently, Alamro et al.
(CPM 2019) defined a string to have an antiperiod if it is a prefix of an
antipower, and gave complexity bounds for the offline computation of
the minimum antiperiod and all the antiperiods of a word. In this paper,
we address the same problems in the online setting. Our solutions rely
on new arrays that compactly and incrementally store antiperiods and
antipowers as the word grows, obtaining in the process this information
for all the word’s prefixes. We show how to compute those arrays online
in O(n logn) space, O(n logn) time, and o(nε) delay per character, for
any constant ε > 0. Running times are worst-case and hold with high
probability. We also discuss more space-efficient solutions returning the
correct result with high probability, and small data structures to support
random access to those arrays.

Keywords: antiperiod · antipower · power · periodicity · repetition ·
regularities · online algorithms

1 Introduction

String properties that highlight regularities such as periodicity, powers, repeti-
tions, palindromes, as well as properties that—dually—highlight diversity (e.g.
being square-free, non-periodic, etc.), have been extensively investigated in liter-
ature. They have been studied both in terms of combinatorial properties [25,26]
and of algorithmic methods to detect or certify them in a single string [10,9],
or finding maximal common factors that share such properties [8,5,18,19,3,2]. In
addition to having a combinatorial interest on their own, such string properties
are also very relevant for several applications [27,28,9]. For instance, they are at
the core of many problems arising in biological sequence analysis [24,22].
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Arguably, one of the most natural notions of regularity is that of an exact
repetition (power), i.e. a substring consisting of two or more consecutive iden-
tical factors. The number of these factors, or blocks, is called the order of the
repetition. The study of powers began in the early 1900s with the work of Thue
[29], who studied a class of strings that do not contain any substrings that are
powers. Recently, a new notion of string diversity in terms of powers has been
introduced: an antipower of order k (k-antipower) is a string that can be decom-
posed into k pairwise-distinct blocks of identical length [14,15]. An antipower is
the opposite of a power; i.e., a concatenation of blocks that have the same length
but are all different.4 Likewise, the concept of antiperiod is symmetrical to that
of period: an integer p is a period for a word w if and only if w is a prefix of a
power with blocks of length p, whereas ` is an antiperiod for w if and only if it
is a prefix of an antipower with blocks of length ` [1].

With respect to infinite words, in [14] the authors prove that regardless of the
alphabet size, every infinite word must contain powers of any order or antipow-
ers of any order; i.e., the existence of powers or antipowers is an unavoidable
regularity (cf. also [15]). Inspired by this seminal work, Defant [11] studied the
sequence of lengths of the shortest prefixes of the Thue-Morse word that are k-
antipowers, and proved that this grows linearly in k. The latter result is further
extended in [7] to a generalization of k-antipowers defined in [15].

For finite words, the first algorithmic approach concerning antipowers ap-
peared in [4]. In this work, the authors tackle the problem of finding all the
factors of a string w that are k-antipowers. Specifically, they prove that the
number of such factors over an alphabet of any size is Ω(n2/k), and provide an
algorithm that finds them all in O(n2/k) time and linear space. The latter results
are improved in [21], where the authors give an algorithm that counts and re-
ports the number C of substrings of a word w of length n that are k-antipowers,
in O(nk log k) and O(nk log k + C) time, respectively. Moreover, they are also
able to test whether a factor w[i, j] is a k-antipower (i.e, answering an antipower
query (i, j, k)) in O(r) time, by constructing a data structure of size O(n2/r)
in O(n2/r) time, for any r ∈ {1, . . . , n}. As far as antiperiods are concerned,
Alamro et al. [1] are the first to give algorithmic results. Specifically, they com-
pute all antiperiods of a string of length n in O(n log n) time, by employing a
split-find data structure with initialization time O(n) and linear space, which
quickly answers monotone weighted level ancestor queries over the suffix tree.
Furthermore, applying recursion to the same solution, they show how to compute
just the smallest antiperiod t in O(n log∗ t) time.

In this paper, we extend the problems considered in [1] to the online setting.
We show how to efficiently update all the antiperiods (in particular, the minimum
one) of a word upon single character extensions. To achieve this, we introduce
the notion of purely antiperiodic array—i.e. the array containing, for each word’s
prefix w[1, i], the smallest block length ` such that the prefix is an antipower of
order i/`—and the more relaxed notion of antiperiodic array, which allows the

4 We remark that a word may be a power/antipower for different orders, even though
in some cases [1] the focus is on the smallest such order.
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last block to have length less than `. In addition, we provide the more powerful
notion of complete antipower array, containing for each possible block length
`, the greatest i such that the word’s prefix w[1, i] is an antipower of order
i/`. The complete antipower array stores, implicitly, all antiperiods of all the
word’s prefixes, as well as the value i/` itself, that is the maximum order for
which a prefix of w is an antipower of period i. We show that these arrays can
be computed online in O(n log n) space, O(n log n) time, and o(nε) delay per
character, for any constant ε > 0. We also show that if we allow a small (inverse-
polynomial) probability of failure, then we can compute online the antiperiodic
array in O(n) space, O(n log t) time and O(n log t) delay (all running times
are worst-case and hold with high probability). Finally, we describe small data
structures supporting fast random access to those three arrays, without the need
to explicitly store all of them.

2 Preliminaries and problem definitions

Let Σ = {c1, c2, . . . , cσ} be a finite ordered alphabet of size σ with c1 < c2 <
. . . < cσ. Given a word (or string) w = w[1]w[2] · · ·w[n] ∈ Σ∗ we denote by |w|
its length n. We use ε to denote the empty word. A factor (or substring) of w
is written as w[i, j] = w[i] · · ·w[j] with 1 ≤ i ≤ j ≤ n. A factor of type w[1, j] is
called a prefix of w, while a factor of type w[i, n] is called a suffix of w.

An integer p ≥ 1 is a period of a word w[1]w[2] · · ·w[n] where w[i] ∈ Σ if
w[i] = w[i+ p] for i = i, . . . , n− p. The smallest period of w is called the period
of w.

A power of order k is a string that is the concatenation of k identical equal-
length blocks of letters. More formally, given a finite word w, wk denotes the
word obtained by concatenating k copies of w. For a power of order k and length
n, the integer n/k is a period.

Definition 1 ([14]). An antipower of order k, or simply a k-antipower, is de-
fined as a concatenation of k consecutive pairwise distinct blocks of the same
length.

The length of the pairwise distinct blocks is called antiperiod. The notion of
antiperiod to words that are not antipowers has been extended in [1]: w has an
antiperiod ` if it is a prefix of some k-antipower w whose antiperiod is `. Holding
this intuition, we formalize a definition of antiperiodic words as follows:

Definition 2. A word w = u1 . . . uk is called `-antiperiodic if (i) ui 6= uj, for
all i 6= j; (ii) |ui| = `, for all i < k; (iii) |uk| ≤ `. The number ` = bnk c is an
antiperiod for w.

Note that a k-antipower of length n is n
k -antiperiodic. Therefore, we also call it

purely n
k -antiperiodic.

Example 1. The word abbbaa is a 3-antipower, therefore it is also purely 2-
antiperiodic: the distinct-factors partition ab|bb|aa testifies this.
The word ababaab is not 2-antiperiodic, but it is 3-antiperiodic: aba|baa|b.
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We now formally define the three arrays that will be the output of our online
algorithms. The first two arrays respectively store, for each word’s prefix, its
minimum antiperiod and its minimum pure antiperiod:

antiperiodic array (apd)
INPUT: A word w of length n
OUTPUT: An array of length n where apd[i] is the smallest ` such that
w[1, i] is `-antiperiodic.

Purely antiperiodic array (papd)
INPUT: A word w of length n
OUTPUT: An array of length n where papd[i] is the smallest ` such that
w[1, i] is a i

` -antipower.

We further consider the following question: given i and ` is the prefix w[1, i]
(purely) `-antiperiodic? We can answer this question by building our third array,
the complete array cap of w:

Complete antipower array (cap)
INPUT: A word w of length n
OUTPUT: An array of length n where cap[`] is the maximum index i such
that the prefix w[1, i] is purely `-antiperiodic.

Example 2. Let w = abaabaab. The antiperiodic array of w is given by apd =
[1, 1, 2, 2, 2, 2, 2, 4], its purely antiperiodic array papd = [1, 1, 3, 2, 5, 2, 7, 4], and
its complete antipower array is cap = [2, 6, 3, 8, 5, 6, 7, 8].

In the next sections, we show how to build these arrays online, and how to
access them using little space (i.e. less space than the three explicit arrays).

2.1 Basic Properties of Antiperiodic Words

First, we provide some properties of (purely) `-antiperiodic words.

Lemma 1. If ` is an antiperiod for some word w of length > `, then ` is also
antiperiod for w′ = w[1, |w| − 1].

Proof. First, let us assume ` does not divide |w|. By hypothesis, all blocks us =
w[(s − 1)` + 1, s`] for s = 1, ..., b |w|` c = k − 1 and uk = w[b |w|` c` + 1, |w|] are
pairwise distinct. Let u′k = uk[1, |uk| − 1] (possibly the empty word); then the
blocks u1, ..., uk−1 are still distinct, and they are all also distinct from u′k since
they are of different lengths. Therefore, since w′ = w[1, |w| − 1] = u1 · · ·uk−1u′k,
` is an antiperiod for w′. If ` divides |w|, the proof still holds with last block
being uk−1 instead of uk. ut

Proposition 1. The following properties hold:
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i) If a word w is `-antiperiodic, then for all i ≥ ` the prefix w[1, i] is `-
antiperiodic.

ii) If a word w is purely `-antiperiodic, then for all i ≥ ` such that ` divides i,
the prefix w[1, i] is purely `-antiperiodic.

iii) If a prefix w[1, j] is purely `-antiperiodic, then w[1, i] is `-antiperiodic for all
` ≤ i < j + `.

Proof. Properties i) and ii) follow by recursively applying Lemma 1. In order to
prove Property iii), we assume that w[1, j] is purely `-antiperiodic. By part i) we
have that the thesis holds for i ∈ [`, j]. On the other hand, if w[1, j] is purely `-
antiperiodic, then the blocks us = w[(s−1)`+1, s`] for s = 1, . . . , j` are pairwise
distinct. Therefore they are also trivially distinct from uh = w[j + 1, h] for all
h < j + `, since they are of different lengths. This ensures the `-antiperiodicity
of w[1, i] for j < i < j + `.

2.2 Algorithmic and data structures toolkits

We make use of Karp-Rabin fingerprinting [20] in the more modern variant,
where the fingerprint is a polynomial modulo a prime number evaluated at a
random point. To make the paper self-contained, we recapitulate these notions.

Definition 3 (Karp-Rabin fingerprinting [20]). The Karp-Rabin hash func-
tion (over integer alphabet) is defined as hq,x(w) =

∑|w|
i=1 w[i] · x|w|−i mod q,

where q is a prime and x is a random integer in [1, q].

The value hq,x(w) will be called hash value or fingerprint of w interchange-
ably. In the following, with high probability (or inverse-polynomial probability)
means with probability at least 1− n−c for an arbitrarily large constant c fixed
at construction time, where n is the input’s size. We will often say that running
times of our algorithms hold with high probability. This means that the algorithm
terminates in the claimed running time (or has the claimed delay) with proba-
bility 1− n−c for an arbitrarily large constant c fixed at construction time. On
the other hand, with probability n−c the algorithm (or single operations) could
take polynomial time to terminate.

A crucial property of Karp-Rabin fingerprinting is that, with high probability,
no collision occurs among the factors of a given word. To see this, consider two
words s 6= t of length n. The polynomial hq,x(s) − hq,x(t) has at most n roots
modulo (prime) q, so the two words collide (i.e. hq,x(s) − hq,x(t) = 0) with
probability n/q. For big enough q we take care of all possible O(n2) collisions
between the factors of a word of length n:

Lemma 2. For a sufficiently large prime q such that log q ∈ Θ(log n), the hash
function hq,x is collision-free over all factors of any fixed word w[1, n] with high-
probability.

If n is not known in advance (e.g. in the online setting), in the above lemma
we can take instead log q ∈ Θ(ω), where ω is the machine word size. We thus work
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in the word RAM model, where the word size always satisfies ω = Ω(log n) for
any input size n and standard arithmetic operations between Θ(ω)-bits numbers
take constant time.

In our application we will need to check collisions between factors of the
current word in an online fashion, with small delay per added character. The
following standard extension of Karp-Rabin fingerprinting (see also [6]) will allow
us to reach this goal.

Definition 4 (Extended Karp-Rabin fingerprinting). The extended Karp-
Rabin hash function is defined as

κq,x(w) =
〈
hq,x(w[1, 2

blog2 |w|c]), hq,x(w[|w| − 2blog2 |w|c + 1, |w|]), |w|
〉

We say that κq,x is collision-free on w if κq,x does not generate collisions
among factors of w. Note that κq,x is collision-free on w if and only if hq,x is
collision-free among the factors of w whose length is a power of two.

A dictionary D is a data structure implementing a set of objects (e.g. inte-
gers). Each object x is associated with some satellite information y (e.g. another
integer), which is retrieved using the notation y ← D[x]. A dynamic dictionary
supports the insertion of pairs (object, satellite information) 〈x, y〉 as D[x]← y.
In our algorithms we will use the dictionary design of Dietzfelbinger et al. [12]:

Lemma 3 (Dynamic Dictionaries [12]). There exists a linear-space dynamic
dictionary data structure supporting insertion and retrieval operations in con-
stant worst-case time w.h.p.

The probabilities involved in the performance of our algorithms will depend
solely on the random choices they make (e.g. choosing the hash function), not
on the input word w (which may be arbitrary). However, we do require that the
word w is fixed before the algorithm starts, i.e. before the random choices are
made. This is a standard assumption with randomized dynamic data structures;
violating this assumption is equivalent to using fully-deterministic structures, for
which strong lower-bounds apply (see, e.g., the case of dictionaries considered
by Dietzfelbinger et al. [13], who also make the same assumption).

3 Online algorithms

In this section, we first discuss how to compute the antiperiodic array apd (by
using two different approaches), and then extend the solution to papd and to
cap arrays. The final goal of this section will be proving the following theorems:

Theorem 1. The antiperiodic array (apd) of a word w of length n can be
computed with an online solution working in O(n) space, O(n log t) time, and
O(n log t) delay per character, where t is the smallest antiperiod of w. Running
times are worst-case and hold w.h.p. The returned solution is correct w.h.p.
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Theorem 2. The antiperiodic array (apd), purely antiperiodic array (papd)
and complete antipower array (cap) of a word w of length n can be computed
with an online solution working in O(n log n) space, O(n log n) time, and o(nε)
delay per character for any constant ε > 0. Running times are worst-case and
hold w.h.p.

The proof of Theorem 1 is given in Section 3.1 and the proof of Theorem 2
follows immediately from Lemmas 6, 7, and 8.

Whenever we say we use a dictionary or an array, it is assumed we use the
data structure of Lemma 3. This way, we do not need to assume that the final
size n of the text is known. Note that this dictionary offers stronger guarantees
than classic hash tables, where query times are constant only in expectation.
Similarly, a simple array can be used to represent a dynamic text with right-
append operations; however, also in this case resizing operations (e.g. doubling
techniques) require O(n) delay in the worst case. In order to achieve a small
delay in our online algorithms, we cannot afford paying such overheads and thus
opt for the structure of Lemma 3.

The following dynamic string data structure stands at the core of our results.
It extends standard techniques (see e.g. [6]) to the online setting to efficiently
compute the extended Karp-Rabin fingerprint of any factor and check collisions
among them.

Lemma 4. There is a O(n log n)-space data structure on a word w[1, n] that
computes κq,x(w[i, j]) in constant time for any 1 ≤ i ≤ j ≤ n, where κq,x
is collision-free. The structure can be updated in O(log n) time by appending a
new character to the end of w, possibly changing function κq,x if a collision is
detected. Space and update time can be reduced to O(n) and O(1), respectively,
at the cost of using a hash function that is collision-free with high probability
only. In all cases, running times are worst-case and hold w.h.p.

Proof. Similarly to Bille et al. [6] (where they consider more space-efficient vari-
ants), we store the hash value of every prefix of w. Then, the fingerprint value of
any factor can be computed by subtracting (modulo q) the hashes of two prefixes
(the hash of the shortest prefix need also to be multiplied by a suitable power
of x, so we compute also all powers of x modulo q). To extend the structure for
the word w by one character c, it is sufficient to compute the fingerprint of wc.
This can be done with one multiplication and one addition (mod q) to combine
the fingerprints of w and c. This is already sufficient to obtain the linear-space
version of the structure that is correct with high probability and that supports
queries and updates in constant time.

To make the structure collision-free, we check collisions of hq,x among factors
whose length is a power of 2. This suffices to ensure that κq,x is collision-free
among factors of any length. For each e = 1, . . . , log n we keep a dictionary
Ce storing all fingerprints of factors of length 2e. To each such fingerprint X,
we associate a position i such that hq,x(w[i, i + 2e − 1]) = X. Assume that
the function is collision-free among factors of w whose length is a power of
2. To extend the property to w′ = wc, for a character c, first we extend the
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fingerprinting structure as seen above. Then, for e = 1, . . . , log n (in this order)
we do as follows. Assume that the suffix of length 2e−1 of w′ does not generate
collisions, which at the beginning (e = 1) can be checked in constant time by
accessing dictionary C1 and the word. We look for X = hq,x(w

′[|w′|−2e+1, |w′|])
in Ce. If it does not occur, then the suffix of w′ of length 2e does not generate
collisions. We insert 〈X, |w′| − 2e + 1〉 in the dictionary and we proceed with
e+1. Otherwise, let i < |w′|−2e+1 be the position found in the dictionary such
that hq,x(w′[i, i+2e− 1]) = X. Since by assumption hq,x is collision-free among
factors of length 2e−1, we can check if w[i, i+ 2e − 1] = w′[|w′| − 2e + 1, |w′|] in
constant time by comparing the collision-free fingerprints of their two halves. If
we detect a collision, then we re-build the whole structure with a new random
x. This happens with probability at most n−c for an arbitrarily large constant
c, so updates take O(log n) time w.h.p. ut

The optimal dynamic strings of Gawrychowski et al. [17] could also be used
to replace the structure of Lemma 4. However, they support factor comparison
in O(log n) time5, whereas Lemma 4 achieves O(1) time (at the price of being
less space-efficient and supporting less powerful queries). This is crucial to obtain
the claimed time bounds in our algorithms.

3.1 Online antiperiodic array: linear space construction

Our first solution to build the antiperiodic array relies on its monotonicity.

Proposition 2. The antiperiodic array apd is non-decreasing; that is, for all
i < |w|, apd[i] ≤ apd[i+ 1].

Proof. We know that apd[i + 1] is an antiperiod for w[1, i + 1]. By Lemma 1,
apd[i+1] is also an antiperiod for w[1, i]. Since apd[i] is the minimum antiperiod
for this word, apd[i] ≤ apd[i+ 1] holds. ut

We now describe a simple online solution for computing array apd that
achieves linear space and O(n log t) running time, where t is the smallest an-
tiperiod of the word, proving Theorem 1.

Proof (Theorem 1). Assume we have processed w[1, i] and computed apd[1, i],
with apd[i] = `. We keep the dynamic linear-space data structure of Lemma 4
on w (i.e. the version that is correct w.h.p. only). We also keep a dictionary R
containing the fingerprints of all blocks of length ` up to position i. If ` does not
divide i+1, then we write apd[i+1] = ` and proceed to i+2. Otherwise, w[i, i+1]
ends a block of length `. We insert the fingerprint of the last block of length ` in
the dictionary R. If the fingerprint is not already in the dictionary, we can write
apd[i + 1] = ` and proceed to i + 2. Otherwise, ` is not an antiperiod of i + 1.
We empty the dictionary R and look for a new antiperiod `′ = `+ 1, `+ 2, . . . .
5 Using their interface, factor comparisons can be achieved by extracting (splitting) the
factors in logarithmic time, then comparing them in constant time (or, alternatively,
by navigating their grammar in logarithmic time without performing splits).
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Proposition 2 guarantees that only these antiperiods need to be tried, since apd
is non-decreasing. To check antiperiod `′, we insert the fingerprints of all blocks
of length `′ in R in O((i + 1)/`′) time. If a duplicate is found, we empty R
and proceed to `′ + 1. We stop at the smallest integer `′ that does not generate
duplicates in R (and we keep the current elements in R).

Let t be the smallest antiperiod of the whole word w[1, n]. Overall, we spend
time O(

∑t
`=1 n/`) = O(n log t). Since we keep only one dictionary at a time, the

space is O(n). In the worst case, it could be that we are processing a position
i ∈ Θ(n) and that we need to check most of the antiperiods `′ smaller than
t, so also the delay is Θ(n log t) in the worst case. Moreover, since we do not
check collisions between Karp-Rabin fingerprints, the solution is correct with
high probability only. ut

3.2 Online antiperiodic array: reducing the delay

In this section we improve the delay of the solution described in the previous
section with an algorithm returning always the correct solution (at the cost of
increasing space usage and running time).

Our solution will require to compute the divisors of all numbers i = 1, . . . , n.
With the next lemma we show how to achieve this goal in an online fashion and
constant time per element. Running time is w.h.p. because we assume that n is
not known in advance and we use the dictionary of Lemma 3 to implement a
dynamic array; otherwise, if n is known one can use a simple array and remove
randomization.

Lemma 5. We can list all d(i) divisors of the integers i = 1, . . . , n in O(d(i))
time per integer and O(n log n) total space. The running time is worst-case and
holds w.h.p.

Proof. We show how to build a dictionary D such that D[i] is the multi-set of the
O(log i) prime divisors of i: if d is the largest integer such that pd divides i and p
is prime, D[i] contains d copies of p. D[i] can be implemented as a simple array
(to re-size it, we can simply double its current size: since at most O(log i) primes
can divide i, D[i] can be re-sized with delay O(log i), which is acceptable for our
purposes). At the beginning, we have D[1] = ∅. Given D[i], all divisors of i can
be enumerated in constant time per element by multiplying the integers of any
subset of D[i] (with backtracking, to avoid repeating the same multiplications).
We also return the trivial divisors 1 and i (or just one of them if i = 1).

Suppose we have computed D[1, i]. To proceed to the next position i+1, for
each p ∈ D[i] we insert p in D[j], where j = ((i/p)+1) · p is the next multiple of
p. If D[i+1] is empty, then we insert i+1 in D[i+1]. It is easy to see that now
D[i+1] contains all primes that divide i+1: let p be a prime dividing i+1. We
have two cases. (i) i+1 = q · p, with q > 1. Then, by definition of our procedure
when we processedD[(q−1)·p] we also inserted p inD[(q−1+1)·p] = D[i+1]. (ii)
i+1 = p. Then, D[i+1] is empty when we visit it and our procedure inserts p in
D[i+1]. Now, if a prime p divides i+1 we can find the largest power pd dividing
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i+ 1 by simply computing the remainder between i+ 1 and pe, for e = 1, . . . , d.
We insert d− 1 further copies of p in D[i+ 1]. Note that we compute each D[i]
in O(log i) ⊆ O(d(i)) time and delay, and that at any time D contains at most
Θ(n) multi-sets of size O(log n) each (when processing position i, the furthest
cell of D that we touch is D[2 · i]; this happens precisely when i is prime). ut

We can now prove the main result of this section regarding the apd:

Lemma 6. Theorem 2 holds with respect to the antiperiodic array.

Proof. Assume we have processed w[1, i] and computed apd[1, i]. We keep the
O(n log n)-space data structure of Lemma 4 on w (i.e. the version that always
returns the correct result and supports O(log n)-time updates).

We build i dictionariesH1, . . . ,Hi, whereH` stores all the fingerprints κq,x(w[`·
(j−1)+1, ` ·j]) for j = 1, . . . , bi/`c. At each time step, note that the dictionaries
store overall O(n log n) elements.

We also keep a log-time successor data structure B (e.g. a red-black tree)
storing all the values {`1, . . . , `q} ⊆ [1, i] such that `j is an antiperiod of w[1, i].

Now, suppose we extend w[1, i] with a character, obtaining w[1, i + 1], and
assume that the last computed value in the antiperiodic array is apd[i] = `. To
update our structures, we perform the following operations:
1. First, we insert i+ 1 in B, since i+ 1 is a valid antiperiod of w[1, i+ 1].
2. Then, we update the dictionary Hj for all j that divide i+ 1, i.e. such that

a block of length j ends at the end of w[1, i + 1]. Each such dictionary Hj

is updated by inserting X = κq,x(w[i− j +2, i+1]), i.e. the hash of the last
block of length j. If X is already in the dictionary, then j cannot be anymore
an antiperiod, and we remove it from B. In Lemma 5 we show how to list
all d(i + 1) divisors of i + 1 in constant time per item. Any integer x has
at most eO(log x/ log log x) = o(xε) divisors, for any constant ε > 0, so o(nε)
will become our delay. Overall, these operations amortize to O(n log n) time
(since

∑n
i=1 d(i) = O(n log n), where d(i) is the number of divisors of i).

3. If apd[i] = ` does not divide i+ 1, then we set apd[i+ 1] = `. Otherwise, `
divides i+ 1. Then, ` is the minimum antiperiod of w[1, i+ 1] iff ` ∈ B. If it
is, we set apd[i + 1] = `. Otherwise, we find the successor `′ of ` in B and
we set apd[i+ 1] = `′. All these operations take O(log n) time. ut

3.3 Purely antiperiodic array

In this section we extend the solution for computing apd of Section 3.2 to the
computation of the purely antiperiodic array papd.

Lemma 7. Theorem 2 holds with respect to the purely antiperiodic array.

Proof. We build the dictionaries H1, . . . ,Hi as in the proof of Theorem 6. We
mark each dictionary H` with a flag (one bit) recording whether ` is no longer
an antiperiod for the current position i. When processing position i + 1, we
scan all divisors of i+ 1 (using Lemma 5) and (i) opportunely update the flags
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whenever for some divisor `′ of i+1, the current prefix w[1, i+1] is no longer a
i+1
`′ -antipower (but the prefix w[1, (i+ 1)− `′] was), and (ii) find the minimum
divisor ` for which w[1, i + 1] is a i+1

` -antipower (i.e. the minimum ` such that
H` is not marked). This ` is the value we write in papd[i+1]. Our time bounds
follow since we spend constant time per divisor of i+ 1. ut

3.4 Complete antipower array

In this section we show how to build the complete antipower array cap. Recall
that cap[`] stores the maximum index j such that the prefix w[1, j] is purely
`-antiperiodic. Thus, for any ` > bn/2c, cap[`] is trivially equal to its index `.

With an easy adaptation of Theorem 7 we obtain:

Lemma 8. Theorem 2 holds with respect to the complete antipower array.

Proof. We proceed as in the proof of Theorem 7. We keep i dictionaries H`,
` = 1, . . . , i storing the fingerprints of blocks of length ` up to position i. We also
mark each dictionary H` with a flag (one bit) recording (when true) whether `
is no longer an antiperiod for the current position i. Assume we have computed
cap[1, i]. When processing position i + 1, we generate all divisors of i + 1 with
Lemma 5. Whenever for some divisor `′ of i+ 1, the current prefix w[1, i+ 1] is
no longer a i+1

`′ -antipower (but the prefix w[1, (i+ 1)− `′] was), we set the flag
associated with dictionary H`′ . Then, for all divisors `′′ of i + 1 such that the
flag of H`′′ is false we write cap[`′′]← i+ 1. Our time and space bounds follow
since the number of divisors is always upper-bounded by o(nε) and the sum of
the number of divisors of all i = 1, . . . , n is O(n log n). ut

4 Relationships between cap, apd and papd

We observe that the array cap stores more information than arrays apd and
papd, which only record the minimum ` for each word’s prefix. Moreover, the
following lemma shows the relation between the array cap and the property of
being `-antiperiodic.

Lemma 9. A prefix w[1, i] is `-antiperiodic if and only if ` ≤ i < cap[`] + `.

Proof. If a prefix w[1, i] is `-antiperiodic, it must hold that the length i of the
prefix is at least `. Moreover, by definition of cap, since cap[`] = x is the right-
most index of w such that w[1, x] is purely `-antiperiodic, it also must hold
i < x+ `. Conversely, suppose we have an index i such that ` ≤ i < x+ `, where
x = cap[`]. Then the fact that w[1, i] is `-antiperiodic follows by the definition
of cap and part iii) of Proposition 1. ut

Here we show how cap can be used to directly obtain or access efficiently the
other two structures.
Accessing apd from cap. We show that the array cap allows fast random
access to apd. Indeed, the entry apd[i] is the minimum length ` such that the
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prefix w[1, i] is `-antiperiodic. By Lemma 9, the value apd[i] is the smallest `
such that ` ≤ i < cap[`] + `. To find such value we need to find the leftmost
entry in cap[1, i] such that cap[`] + ` is greater than i.

Given cap, we build a constant-time range maximum data structure (RMQ)
on the array A = [cap[1] + 1, cap[2] + 2, . . . , cap[n] + n], which requires only
2n+o(n) bits and can be built in linear time [16]. The structure returns, for every
range [i, j], the index containing the maximum element in A. Then, accessing
apd[i] corresponds to finding the leftmost entry in A that exceeds i. This can
be solved in O(log n) time with binary search using the RMQ on A.
Obtaining apd from cap. We show that cap may be used to build apd in
O(n) time. Since apd[i] = min{` : w[1, i] is `-antiperiodic}, by Lemma 9 it holds
apd[i] = min{` : ` ≤ i < cap[`] + `}. We can thus obtain apd by iterating over
cap[`] and each time setting values of apd that have not already been set. More
formally, we start from ` = 1 and set an auxiliary index j = 1. The index j
prevents us from writing twice on the same cell. Given `, we mark apd[i] = `
for all indices i in the range [j, cap[`] + `− 1]. Then, we update the index j by
setting j = cap[`] + ` if j < cap[`] + `, and we repeat the procedure for ` + 1.
Note that if cap[`]+ `−1 is smaller than j for some `, we do nothing apart from
increasing `. We stop when apd and cap are of the same length.

When we set apd[i] = `, ` is the smallest value such that i < cap[`] + `. The
cost is O(n) as each cell of apd is only written once, and each cell of cap only
read once, both arrays having length n.
Accessing papd from cap. We further note that cap allows random access
to papd by performing just o(nε) accesses to cap (for any ε > 0). Indeed,
papd[i] = min{` : w[1, i] is purely `-antiperiodic}. Note that i mod ` must be
0. This means we can find papd[i] by iterating over each divisor x of i and
finding the lowest one such that cap[x] ≥ i. As any integer number i ≤ n has
o(nε) divisors, the process takes o(nε) accesses to cap.

To obtain o(nε) running time, one needs to list the divisors of the index i ≤ n
in constant time per element. One solution could be dividing i by all numbers
j ≤
√
i. This solution successfully finds all divisors in O(

√
n) time. This can be

improved to o(nε) by explicitly factoring i: integer factorization algorithms like
Schnorr-Seysen-Lenstra’s [23] find all factors of i ≤ n in o(nε) expected time.
Obtaining papd from cap. Using the above solution to access each cell of
papd, running time amortizes toO(n log n), i.e. the sum of the number of divisors
of all numbers i ≤ n. In this case, the divisors can be found using Lemma 5.

5 Final remarks

In this paper, we showed how to efficiently compute in online fashion the an-
tiperiodic array, the purely antiperiodic array, and the complete antipower array.

Moreover, using the complete antipower array, we can answer in constant
time the question posed in Section 2: given i and ` is the prefix w[1, i] (purely)
`-antiperiodic? Indeed, w[1, i] is purely `-antiperiodic if i mod ` = 0 and i ≤
cap[`], and `-antiperiodic if ` ≤ i < cap[`] + `.
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Note that the definition of `-antiperiodic word w = u1 . . . uk poses no con-
straint on the last block uk when its length is strictly less than `. We may think
of extending/restricting the `-antiperiodic notion by imposing conditions on this
incomplete block, such as uk not being a prefix (or suffix, factor...) of any ui.
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