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Autonomous vehicles:
From vehicular control to traffic control

M. L. Delle Monache∗, J. Sprinkle†, R. Vasudevan ‡, D. Work§

Abstract

This article provides an overview of the converging areas of control for autonomous vehicles, and control
of the larger transportation system in which a small number of autonomous vehicles serve as actuators of traffic
flow. The overview begins by describing the verification techniques and realistic sensor and control interfaces
for safe real-time control of autonomous vehicles. Shifting towards a period when autonomous vehicles are
present in large numbers, the article reviews classical traffic modeling, estimation, and control techniques, and
then considers new methods available to model and use these autonomous vehicles to actuate bulk traffic flow
composed primarily of human-piloted vehicles.

1 Introduction
This overview considers the converging areas of control for autonomous vehicles (AVs) and control of traffic with
AVs. The overview starts on the vehicle and addresses core challenges in which safety and real-time constraints
must both be met when solving vehicular control problems. Highlighting this issue further, we then proceed to
explore the challenges of controlling real vehicles with current off-the-shelf vehicle interfaces, and how they may
be overcome. Examples from a real AV platform with datasets and simulation environments will be introduced.
We then expand the context by considering the problems of traffic estimation and control which are evolving due to
the introduction of AVs in the flow. We first provide the theoretical underpinnings with an overview of the relevant
partial differential equation (PDE) and ordinary differential equation (ODE) models used to describe traffic, and
then provide an overview of the estimation and control problems that arise from these models. A brief summary
of the overview is provided here in the introduction.

1.1 Techniques for online verification of AV control
Autonomous vehicles operate with limited sensor horizons in unpredictable environments. To do so, they use a
receding-horizon strategy to plan trajectories by executing a short plan while creating the next plan. To ensure
that these trajectories can be executed safely, a variety of techniques have been proposed for verification. These
verification techniques (described in Section 2) can be broadly divided into three categories according to how they
ensure safety at run-time.

The first category of techniques, which we refer to as check methods, focus on just verifying the safe operation
of a pre-computed reference trajectory by performing reachability analysis at run-time [2, 3, 87, 88]. In practice,
these techniques can be applied to determine which of a finite family of pre-computed reference trajectories are
safe. After performing verification on the finite family of trajectories, one can choose amongst those verified to
behave safely the reference trajectory that best achieves a desired goal.

The second category of approaches, which we refer to as correct methods, modify a control input that is
generated by an optimization program to ensure that an autonomous system will behave in a safe manner [45, 61,
124]. The optimization problem in this instance encodes achieving some user desired objective, but the verified
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performance of the controller is ensured by correcting a generated control input after optimization has occurred.
Though powerful, these methods to date have been applied primarily to control of unmanned aerial vehicles.

The final category of approaches, which we refer to as select methods, instead optimize directly over a set of
trajectories that are verified at run-time to behave safely [20,75,86,102,150]. This is accomplished by introducing
a constraint into the optimization program that enforces safety of the synthesized controller. Section 2 provides an
overview on check and select methods since these have been directly applied to ground vehicle control.

1.2 Realistic control and sensing for AVs
In Section 3, we bridge the advanced verification problems discussed in Section 2, to address realistic challenges
with following a time-varying trajectory with respect to control and sensing for connected autonomous vehicles.
The approach is to discuss how to go beyond following the trajectory from Point A to Point B, to discuss mar-
gins of error, and timeliness with regards to the realistic errors of sensors. Solutions to challenge problems will
demonstrate case studies for how to follow time-varying velocity trajectories [14] while considering the comfort
of passengers, as well as why low-level controllers may require modification.

1.3 Traffic modeling
Section 4 provides an overview of the mathematics of traffic flow modeling via dynamical systems at different
levels of abstraction (discrete, continuous), and how to use these models for traffic management applications. We
will present the most common dynamical models used in traffic flow and give some insight about their analytical
and numerical properties. The following class of models will be described:

• Microscopic models: we will look at the most common microscopic models as the follow-the-leader [17],
optimal velocity models [9] and Intelligent Driver Model [72]. These models are usually described as
systems of ODEs for N vehicles:{

ẋi = vi i = 1, . . . ,N
ẋi = a(xi,vi, xi+1,vi+1) i = 1, . . . ,N

with (xi,vi) being the position and the speed of vehicle i, respectively, and a(·) is an acceleration function.

• Macroscopic models: we will look at first-order models like LWR [85, 115]. These models are written as
PDEs describing conservation of mass (with higher order models also considering momentum). The most
common model is the LWR, which is the building block of all the others, is written as:

∂tρ+∂x f (ρ) = 0

where ρ is the traffic density and f (ρ) is a flux function.

• Mixed micro-macro models: Lastly, mixed models will be discussed. We will look at how to include both
scales in a single model to represent traffic at a average scale but with influence from phenomena that happen
at a microscopic scale. These models are PDE-ODE models [36,78] where the PDE will describe the overall
traffic dynamics while the ODE will capture a particular dynamics, for example, of an autonomous vehicle.

1.4 Eulerian to Lagrangian traffic estimation & control
This overview leverages the described traffic flow models to overview the classical approaches for highway traffic
estimation (e.g., Kalman based filters [51, 120] and particle filters [93]) and traffic control (e.g., ramp metering
and variable speed limits [42]) based on sensors and actuators that are fixed in place.

Recognizing the role of Lagrangian (or mobile) sensing that completely transforms the traffic estimation
landscape, we explore emerging methods for traffic control in which AVs serve as actuators to stabilize traffic
flow [125]. Like low penetration rate Lagrangian sensing, which can achieve very accurate traffic state estimates,
it is now possible to use automated vehicles at low penetration rates for traffic control. We summarize major
field experiments in traffic estimation and control, including recent results where AV platforms using realistic
sensing and control interfaces are modeled and controlled to eliminate human-generated phantom traffic jams that
seemingly occur without cause but are in fact a result of string-unstable car following dynamics [125].



2 Techniques for online verification of AV control
This section provides an overview on check and select methods since these have been directly applied to ground
vehicle control. To formulate these pair of techniques, we begin with defining a vehicle model and describing
the environment in which the vehicle is operating. After describing how check and select methods formulate the
online verification task, this section concludes with a brief description on how these techniques have been applied
to autonomous vehicles.

2.1 Preliminaries
The verification task requires formulating the vehicle dynamics and describing environmental constraints that
must be respected during operation. Suppose the vehicle’s dynamics are defined using a high-fidelity model
fhi : T ×Xhi×U → Rnhi for which

ẋhi(t) = fhi(xhi(t),u(t)), (1)

where time t is in the planning time horizon T = [t0, tf]. The state xhi is in the space Xhi ⊂ R
nhi , and inputs are

drawn from U ⊂ RnU . Since planning is done in a receding-horizon fashion, without loss of generality, let each
planned trajectory (i.e., each planning iteration) begin at t0 = 0.

Since autonomous vehicles operate on the ground, we make the following assumption:

Assumption 1. The autonomous vehicle operates in the plane. Define X ⊂ R2 as the spatial coordinates of the
vehicle’s body such that X corresponds to the first two dimensions of Xhi. The operator projX : Xhi → X projects
points in Xhi to X via the identity relation. The vehicle is a rigid body whose footprint (i.e., body) lies in the
compact, convex set X0 ⊂ X at t = 0.

The autonomous vehicle operates in an environment where in it is surrounded by other road users. We describe
these other road users using the following definition:

Definition 2. At any time t ≥ 0, an obstacle is a subset of X that the vehicle should not have non-empty intersection
with. Denote the nth obstacle at t by On

t ⊂ X for each n ∈ {1, · · · ,Nobs}.

During operation, the autonomous vehicle is typically tasked with reaching some user-specified location in X
without colliding with any obstacles. To ensure safe operation in environments that may be unknown before
operation, one must be able to verify in real-time that the controller generates a trajectory for the autonomous
vehicle which avoids collisions with obstacles. Tackling this problem is challenging due to the size of the state
space of the vehicle dynamic model and its non-linearity.

2.2 Check Methods
Rather than focusing on constructing an arbitrary controller, check methods verify the safe operation of a given
reference input uref : T →U beginning from an initial set of states Xhi,0 ⊂ Xhi. In particular, note that for each xhi,0
in Xhi,0, projX(xhi,0) is in X0. To account for this set of initial conditions, one can construct the forward reachable
set of the vehicle under this reference input:

Fcheck(Xhi,0,uref) =
{
(t,x) ∈ T ×X | ∃ xhi,0 ∈ Xhi,0 s.t.

ẋhi(τ) = fhi(xhi(τ),uref(τ)), ∀ τ ∈ T,

xhi(0) = xhi,0, and xhi(t) = x
}
.

(2)

If this set can be constructed at run-time and represented in a computationally amenable fashion, then it can be
intersected with obstacles to identify whether a reference input can be applied in a safe manner. Note, though we
do not describe it here, this approach can be extended to account for model and sensor uncertainty in the vehicle
model.

Since computing the set of reachable states exactly is challenging, check methods focus on constructing an
outer approximation to the reachable set. To compute this over approximation, check methods typically discretize
time and construct the reachable set about a pre-computed reference trajectory. Since reachable sets can be com-
puted rapidly for linear systems, certain check methods linearize the vehicle dynamics in a conservative fashion.
That is, all possible linearization errors are considered to generate an outer approximation of the reachable set



which is represented as a zonotope [3, 4]. If the intersection of this zonotope description of the reachable set with
all obstacles is empty, then the specific reference trajectory is verified to behave safely.

On the other hand, one can construct the reachable set in an off-line fashion by applying sums-of-squares
optimization techniques [88]. These formulations reduce the computation of the reachable set to a semidefinite
program whose solution generates a polynomial whose 0-superlevel set coincides with the reachable set of the
system. If the intersection of the 0-superlevel set of this polynomial with all obstacles is empty, then the specific
reference trajectory is verified to behave safely. Since these semidefinite programming based techniques perform
off-line computation of the reachable set of a family of reference trajectories, they also introduce a notion of
sequential composability that describes when the states at the final time of one reachable set belongs to the initial
states of another reachable set.

Finally, to ensure that a safe reference trajectory can always be found at run-time, check methods typically
append a fail-safe maneuver to each trajectory. This fail-safe maneuver, which is typically a braking maneuver,
always brings the vehicle to a complete stop and can at least guarantee that any trajectory that is applied will
ensure that the vehicle will not purposefully run into other obstacles. However, this is unable to guarantee that the
vehicle will not be run into by other surrounding vehicles.

2.3 Select Methods
In contrast to check methods, which rely upon selecting amongst a finite number of trajectories, select methods
typically select amongst a continuum of possible trajectories by solving an optimization problem. To guarantee
the safe behavior of the computed trajectory, select methods introduce an additional constraint. The formulation of
this constraint is distinct for each type of select method. In the instance of control barrier functions, for example,
this constraint, at each instance in time, can usually be represented as a linear constraint, and the optimization
problem can be formulated as a convex quadratic program [5]. However, this only allows one to perform control
design at a single time step rather than over a time horizon. This can lead to conservative behavior. To simplify
exposition and since a tutorial on control barrier functions has published recently [5], this subsection focuses on a
different, recently developed select technique entitled Reachability-based Trajectory Design (RTD) [75,138,139].

To ensure that a safe trajectory can always be found by the optimization algorithm, RTD begins by making the
following assumption:

Assumption 3. During each planning iteration, the vehicle has τplan > 0 amount of time to pick a new input. If
the autonomous vehicle cannot find a new input in a planning iteration, it begins a “fail-safe” maneuver. In this
work, the fail-safe maneuver is braking to a stop; then the autonomous vehicle stays stopped until a new input is
found.

Since planning with the high-fidelity model can be computationally prohibitive, RTD utilizes a simplified
model called a trajectory-producing model:

Definition 4. Let T = Tmove ∪ Tbrake(k) ∪ Tstop(k). We call Tmove := [0, τplan] the moving phase; Tbrake(k) :=
[τplan, τplan + τbrake(k)] the braking phase, and Tstop(k) := [τplan + τbrake(k), t f ] the stopped phase. The function
τbrake : K→R≥0 is the braking time of each desired trajectory. The trajectory-producing model f : T ×X×K→R2

is then:

ẋ(t) = f (t, x,k) =


fmove(t, x,k), t ∈ Tplan

fbrake(t, x,k), t ∈ Tbrake

fstop(t, x,k), t ∈ Tstop.

(3)

The trajectory producing model generates desired trajectories in X The space K ⊂ RnK contains trajectory param-
eters which parameterize the desired trajectories.

Given a desired trajectory parameterized by k ∈ K, the autonomous vehicle uses a low-level controller uk :
T × Xhi × K → U to track it. Note that uk can be any feedback controller, but typically cannot perfectly track
desired trajectories. We say that the autonomous vehicle “tracks k” to mean that the it tracks a desired trajectory
parameterized by k. To simplify exposition, we do not show dependence on k for Tbrake and Tstop hereafter.
Note that fstop(t, x,k) = 0 usually; we write fstop to illustrate that coming to a stop (i.e., completing the fail-safe
maneuver) is part of every desired trajectory.

To bound the spatial difference between the autonomous vehicle and the desired trajectory at any time, RTD
defines a tracking error:



Assumption 5. Let i ∈ {move,brake,stop} index the phases of T and let j ∈ {1,2} index the first and second
dimension in X, respectively. Then, for each phase and state pair (i, j), there exists a function gi, j : T ×K → R≥0

such that supp
(
gi, j

)
⊆ Ti×K and for any t ∈ T and k ∈ K the following inequality holds:

max
xhi,0∈Xhi,0

∣∣∣xhi, j(t; xhi,0,k)− x j(t; x0,k)
∣∣∣ ≤ ∫ t

0
max

i
{gi, j(τ,k)}dτ, (4)

where Xhi,0 = {xhi ∈ Xhi | projX(xhi) ∈ X0}, xhi, j(t; xhi,0,k) is the solution to (1) in state j at time t beginning from xhi,0
under a control input uk, and x j(t; x0,k) is the solution to (3) in state j at time t beginning from x(0) = projX(xhi,0)
under a trajectory parameter k.

RTD combines these gi, j to create the tracking error function g : T × K → (R≥0)2, written as g = (g1,g2),
such that g j(t,k) = maxi{gi, j(t,k)}. The tracking error function lets RTD “match” the spatial component of the
high-fidelity model’s trajectories using the trajectory-producing model.

Lemma 6. [75, Lemma 12] For each xhi,0 ∈ {xhi ∈ Xhi | projX(xhi) ∈ X0} and k ∈ K, there exists a d ∈ Ld(T )
such that projX(xhi(t; xhi,0,k)) = projX(xhi,0) +

∫ t
0
(
f (τ, x(τ;projX(xhi,0),k),k) + g(τ,k)d(τ)

)
dτ for each t ∈ T, where

xhi(t; xhi,0,k) is the solution to (1) at time t beginning from xhi,0 under a control input uk and x(t;projX(xhi,0),k) is
the solution to (3) at time t beginning from projX(xhi,0) under a trajectory parameter k.

At each planning iteration, RTD selects a desired trajectory that the robot can track while not-at-fault. To
understand how this is done, for a set A let P(A) denote the power set of A. RTD attempts to compute a not-at-
fault map ϕ :P(T ×X)→P(K) from time and space (where obstacles live) to the trajectory parameters that, when
tracked, guarantee the autonomous vehicle is not-at-fault. Computing such a map requires understanding where
the autonomous vehicle could be at any time while tracking any desired trajectory. To construct this map, RTD
computes the forward reachable set of the system.

The forward reachable set contains all times and states reachable by the autonomous vehicle, described by (1),
when tracking any trajectory produced by (3). By Lemma 6, the trajectory-producing model and tracking error
function can “match” any high-fidelity model trajectory on the space T ×X. Define the forward reachable set of
the trajectory producing model plus tracking error as

F =
{
(t, x) ∈ T ×X | ∃ (x0,k) ∈ X0×K, d ∈ Ld(T ) s.t.

˙̃x(τ) = f (τ, x̃(τ),k) + g(τ,k)◦d(τ) ∀ τ ∈ T,

x̃(0) = x0, and x̃(t) = x
}
.

(5)

Per (3), the dynamics f and tracking error g are time-switched with three phases. As described earlier, exactly
computing the forward reachable set can be computationally challenging. RTD therefore computes an outer ap-
proximation of the forward reachable set with three semidefinite programs, one for each phase. The result of each
semidefinite programs is a polynomial function wi ∈C(T ×X×K) whose 1-superlevel set is an outer approximation
to the forward reachable set in each phase of the dynamics [138, Lemma 16].

We next describe how RTD conservatively approximates the not-at-fault map ϕ. Extend the domain of each
wi to T × X × K by setting wi(t, ·, ·) = 0 ∀ t < Ti. Then, combine the wi into a single w : T × X × K → R as
w(t, x,k) = maxi{wi(t, x,k)}. Since the 1-superlevel set of each wi is an outer approximation to the forward reachable
set, w(t, x,k) ≥ 1 on trajectories of the high-fidelity model. Now define ϕ̃ : P(T ×X)→P(K) as

ϕ̃(T ′×X′) = {k ∈ K | w(t, x,k) < 1, t ∈ T ′, x ∈ X′}. (6)

Since w outer approximates the forward reachable set, ϕ̃ under approximates ϕ (meaning k ∈ ϕ̃(t, x) =⇒ k ∈ ϕ(t, x)).
During online motion planning, one can require that the trajectory parameters be chosen from k ∈ ϕ̃(On

t ) for all
t ∈ T and n ∈ {1, · · · ,Nobs} to ensure that any designed trajectory is verified to behave safely. However, ϕ̃ may not
be a convex function and verified online motion planning may require solving a nonlinear optimization program.
Nevertheless, due to the formulation of the fail-safe maneuver, one can always prove that the vehicle will behave
safely when applying RTD in a static environment [75].

2.4 Applications of Check and Select Methods
These techniques for online verification have been applied across a variety of different vehicle platforms while
performing various tasks. For instance, a zonotope-based, check method has been applied to verify the safety of
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Figure 1: Use of a traditional cruise controller to follow a time-varying trajectory. The accelerator is in use when the angle is greater than 0,
and the brake is in use when the angle is less than 0 These values are plotted as percentages of the maximum value.

lane change maneuvers on a Cadillac SRX at Robot City in Pittsburgh [3]. This verification procedure ensured that
a lane change avoided any collisions with traffic participants while ensuring that the vehicle remained within pre-
specified road boundaries. On the other hand, control barrier function-based, select methods have been applied to
verify the safety of adaptive cruise control and lane keeping systems [6,102,150]. In these instances, the quadratic-
programming based formulation can even be implemented without online optimization, since the solution is known
in closed form. RTD has been applied to verify the safe operation of an autonomous vehicle required to perform
arbitrary motion in a static environment [139]. RTD has also been applied to verify the operation of an autonomous
vehicle operating in dynamic environments [138]; however, due to the potential existence of malicious road actors,
all that can be guaranteed is that the autonomous vehicle being controlled using RTD will never be traveling with
non-zero speed and collide with other road users.

3 Realistic control & sensing for AVs
In the previous section, trajectories for the vehicle to follow were defined using coordinates of X ⊂ R2, with ob-
stacles and trajectories defined as time-varying (t, x) ∈ T × X, or to express as a time varying signal, a desired
trajectory x(t). Differentiating this curve and projecting along the direction of travel would provide a straightfor-
ward reference velocity r(t) which could be provided to the vehicle to follow. Beyond the trajectory generator in
the previous section, other kinds of reference velocities could be imagined which—although smooth—could be
difficult to follow without a horizon upon which to predict and optimize the controller.

Accumulated error for a velocity-following controller could be tolerated when going slower than desired, but
if the reference trajectory is used to avoid a collision, then a fast reaction must be used. The use of the vehicle’s
brake to decelerate, however, could pose a challenge to any following vehicles if it results in erratic behavior, or if
the brake light indicators flash in a way not typically observed by human drivers when following a vehicle under
human control.

Examples of this behavior with a traditional cruise-controller designed to maintain steady-state velocity input
are found in Figure 1. Although the reference trajectory r does not fall below 0 m/s, the vehicle comes to a stop
near the time 50 s due to overshoot when braking. Similarly, significant delay is observed when the reference
velocity is reduced near 25, 35, and 45 s, indicating challenges if the reference trajectory is intended to avoid
collision with a leading vehicle.

The problem thus has competing requirements of rapid deceleration (only with significant error in the reference
input) and rapid acceleration (only if the brake is not depressed). This motivates a switched controller design. The
switches between the system modes are derived directly from the conditions:

1. Large reference velocity error, necessitating braking



Figure 2: A two-mode switched controller permits faster reaction to slow down, if the reference error is significant.

2. Large reference velocity error, necessitating acceleration

3. Maintain steady-state velocity input

4. Synthesize local reference velocity to reduce overshoot

Thus, a multi-state switched system is proposed. In each state, a reference model is used to tune PID control
to achieve the ramp and step inputs. Switches between modes are taken when state error exceeds the braking (or
acceleration) thresholds that are commonly observed in human driving [14].

3.1 System identification
The expected range of use for the controller is 0 ≤ v ≤ 10 m/s. In order to tune the controller in this range, an open
loop input 0 ≤ u1(t) ≤ 1 is used, which represents the minimum to maximum commanded accelerator angle.

The approach to system ID uses reference inputs ranging from u1 ∈ {0.2,0.3,0.4} to develop the following
first-order model for velocity based on u1 > 0:

G(s) =
0.1333
s + 0.5

(7)

This linear approximation is deemed suitable based on reasonable approximations at commands u1 of 0.3 and
0.4 producing approximately the same response after adjusting input gain magnitude. To overcome differences in
actuation between brake and accelerator, we design the controller model for slowing down to have higher gain in
order to account for a model mismatch.

3.2 Model description
The model has two discrete modes, the first to speed up, and the second to slow down (Figure 2). The reason for
these two modes is to enable faster tracking of the reference velocity if braking is required. The brake is applied
only with error of -0.25 m/s or larger in magnitude. This permits a commanded accelerator angle of 0 for small
braking commands, thus depending on the idle speed of the vehicle to slow the car.

Each model has a PID controller with an anti-windup configuration. The PID settings are intended for each to
produce sufficiently fast results with little overshoot. The parameters for the speedup controller are 1.9s rise time,
with less than 10% overshoot and no steady state error. For the slowdown controller, the rise time is 0.5s with
approximately 10% overshoot.

3.3 Analysis
The relatively small amount of overshoot for the speedup controller prevents hysteresis between the two modes
during acceleration. Up to a step input of 4m/s the overshoot will result in less than -0.25m/s of error, which would
not switch to the braking controller. When accelerating from rest, the controller is best served by a supervisory
controller that ramps up the reference controller to avoid a significant step input error.

To validate the design with realistic simulation models, we use the system model given in (7) as the plant, and
provide a time-varying reference velocity. We utilize a transport delay to approximate the application of actuators



Figure 3: Simulation of the open-loop transfer function under control by the switched system. The reference velocity is passed in from the
parent model.

and the discrete-event message passing utilized for the vehicle control computer, running at 20 Hz. In Figure 3
the assumption of communication delay, as well as noise in the estimation of velocity, are shown as realistic
disturbances that the controller should reject.

Figure 4 demonstrates rejection of both sensor noise and delay, as well as avoidance of windup due to inactivity
in the plant model if the controller is not active even though reference inputs are being received.

Figure 4: The simulated system’s tracking response to a realistic curve.

The designed system is performing sufficiently well against the plant model used in design, with additive noise
and transport delay, while also avoiding windup that can cause challenges when waiting to execute a command.
The next step is transition to hardware-in-the-loop testing for physical platform validation.

3.4 Physical platform validation
The motivation of the redesign of this controller highlighted in Figure 1 featured specific input reference velocities,
and the design section provided some reference velocity trajectories that seemed to behave sufficiently well. We
now take these trajectories and provide them to the updated controller, but with the physical platform in the loop,
rather than the simulated platform.

In Figure 5 the results of hardware-in-the-loop validation are presented. In order to produce these results, the
same time-varying velocity was provided as was utilized when motivating the work. In the updated controller, the
previously noted overshoot when braking and accelerating are each tempered, and the delay when following the
trajectory is reduced.
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Figure 5: Results of time-varying trajectory following with the updated controller from Figure 2.

With respect to the overall process for design and implementation, the approach of using model-based design
and regression testing is one which lends itself to the validation of the controllers as they are redesigned. By
capturing the outputs of optimization tools that are planning to utilize the car, we are capturing the desired velocity
inputs to the vehicle (these become r(t)). An initial hardware exploration of executing those r(t) control inputs
resulted in a determination that the performance was likely to do more harm than good, when it came to controlling
traffic. Having those inputs as a regression test permitted execution of the desired inputs in order to tun the
controller, simulate its performance with a stand-in model, compare that model’s performance with the system-
identified model, and finally check the overall performance with hardware-in-the-loop execution of the updated
controller—which was deployed onto the vehicle through code-generation. Without capturing the desired inputs
(and outputs) as part of the process, it was not possible to compare the original designs to the final ones, and the
use of the model-based approach permitted direct specification of the controller in MATLAB/Simulink, which
could be then generated as C/C++ code using code generation and middleware such as that of the Robotic System
Toolbox.

3.5 Discussion
In this section we have demonstrated the ability to track a reference velocity trajectory with reasonable accuracy,
little overshoot, and acceptable delay. It is worth briefly discussing why we would want to follow a reference
velocity trajectory, in addition to a trajectory in X.

Within the context of vehicle control for safety, it is important to understand the fundamental limitations of the
platform in terms of maximum braking and the delay of accelerator, brake and other actuators. When coupled with
sensor data of the surrounding environment, and the computation time required to evaluate the state of the system
and calculated a new control input, the constraints around the system and its performance are clearly formidable.
For example, while the results in Figure 5 demonstrate that although the updated controller does not result in the
vehicle coming to a stop, there are other limitations clearly evident. For example, the vehicle is unable to slow
down as quickly as the reference trajectory—thus, there are maximum decelerations (and likewise, accelerations)
that depend on the physical dynamics of the system. These should be taken into account when designing the
velocity trajectories, as understanding them will improve the overall safety of the system.

Importantly, the time-varying velocity trajectories tie closely with the concept of using vehicles to control
the flow of traffic behind them. This goal can be achieved only if the vehicle can follow these trajectories suffi-



ciently closely. If there is consistent error when following the trajectories, then the effect may be to amplify the
disturbances, rather than dampen them.

4 Traffic modeling

4.1 Introduction
In this section, we will consider what happens at a traffic level, expanding from the dynamics and control of the
single vehicle to the dynamics of traffic as a whole. In particular, we will start from classical approaches to traffic
modeling to move later on modeling approaches that includes new technologies and in particular we will see how
to track and include the dynamics of a single vehicle, which can be autonomous, among the rest of the traffic.
We will first show how traffic can be modeled using different methods and then we see how these methods can be
unified in an unique approach to have a complete traffic dynamics which includes humans and automated vehicles.

Traffic is a phenomenon that is complex and hard to simulate and model due to the presence of traffic jams.
Several approaches have been developed during the years, each one focusing on some particular traffic character-
istic. The main purposes for traffic modeling is for example, minimization of congestion, accidents, pollution and
safety issues. There are several ways of modeling traffic flow and the different methods can be grouped in three
big categories: microscopic models, macroscopic models and mixed micro-macro models. Microscopic models
describe the trajectory of each single car in the road with an ordinary differential equation. The basic models are
the car-following ones. The main assumption of the car-following models is that an individual car’s motion only
depends on the car ahead; see [9, 17, 19, 118]. Macroscopic models, instead, consider traffic as a fluid. The first
ones to introduce this concept were Lighthill, Whitham [85] and, independently, Richards [115], in the fifties.
They were the first ones to describe traffic flow with equations coming from fluid dynamics, using a non linear
hyperbolic partial differential equation. More recently, several authors proposed models on networks that take into
account different types of solutions at the intersections, see [21, 22, 38, 46–49, 64, 65, 89] and references therein.
In all these works, the road network is described as a graph, incoming and outgoing roads are the edges while
the junctions are described by the nodes. More recently, several authors have been investigating different areas
of study in order to include more features in the models. In particular, some models were proposed that track a
single vehicle moving in traffic. In these models, the single vehicle trajectory is described with an ODE generating
coupled PDE-ODE models to take into account the advantages of a microscopic approach and a macroscopic one.

4.2 Microscopic models
Microscopic models are based on ordinary differential equations describing the dynamics of each single vehicle.
The most used mathematical formulation is the one of car-following models. They represent the traffic dynamics
from the perspectives of each single couple driver-car. The first car-following models were proposed in the 1950’s
in [108, 113, 114]. The general form of microscopic models for N vehicles on a road is as follows:{

ẋi = vi i = 1, . . . ,N
v̇i = ai(vi,∆vi,∆xi) i = 1, . . . ,N (8)

In (8), xi is the position of each single vehicle, vi is its speed, and ∆xi = xi+1− xi represents the headway between to
consecutive vehicles and ∆vi = vi+1− vi its relative speed. The term ai indicates an acceleration function. The two
most common microscopic car-following models are the follow-the-leader model [109, 113, 114] and the optimal
velocity model [9].

4.2.1 Follow-the-leader model

This model was introduced in [109, 113, 114] and it assumes that the acceleration of a vehicle depends on the
neighboring vehicles. The main influence comes from the vehicle in front, whose index is i + 1, that is also called
leading vehicle. This model is described by: ẋi = vi

v̇i = C
vi+1− vi

xi+1− xi
. 1 ≤ i ≤ N , (9)

where C is a constant with appropriate dimension. This model has the following properties:



• The acceleration depends on the relative velocity ∆v = vi+1− vi;

• The velocity vi(t) of the vehicle depends on the velocity of the vehicle in front such that the distance from
the vehicle in front is safe.

4.2.2 Optimal velocity model

The optimal velocity model was introduced by [9]. It is a microscopic model where the acceleration function is
given by

ai =
(
Vopt(∆xi)− vi

)
.

Vopt is called the optimal velocity function and it indicates the optimal speed at which each driver would like to
go based on their distance ∆xi to the car in front. The optimal velocity term as introduced by Bando et al, in [9]
has the following form:

Vopt = Vmax
tanh

(
∆xi
d0
−2

)
+ tanh2

1 + tanh2
(10)

with the desired speed Vmax and the desired headway d0.

4.3 Macroscopic models
Macroscopic models are based on hyperbolic conservation laws that are nonlinear partial differential equations
where the unknown variable is a conserved quantity. A scalar conservation law is one space dimension is a first
order partial differential equation of the form

∂tρ+∂x f (ρ) = 0 (x, t) ∈ R×R+

where ρ is the conserved quantity and f is the flux function.

4.3.1 LWR model

In the fifties Lighthill and Whitham [85] and, independently Richards [115] introduced a hydrodynamic model for
traffic flow on a single infinite road. They were the first to describe traffic as a fluid and used the equations from
fluid-dynamics to describe its behavior. Their model is based on the conservation of cars and it consists of a single
conservation law, which describe the evolution of the traffic in time in terms of macroscopic variables (density,
average speed of cars).
Let us now see how this model is developed. Let us consider a unidirectional stretch of road which is modeled by
an interval I = [a,b] with a < b, a,b,∈ R and the possibility of either a and b equal to ∞. The model is based on
the equation for the conservation of mass.

∂tρ+∂x f (ρ) = 0, (t, x) ∈ R+×R (11)

where ρ= ρ(t, x) ∈ [0,ρmax] is the density (number of cars per unit length), ρmax being the maximal density allowed
in the car. The flow f : [0,ρmax]→ R is a smooth flux function that is usually given by f (ρ) = ρv where v = v(ρ) is
the average speed of cars.

This model is known in the traffic literature as LWR model. The main assumption for the LWR model is that
the velocity depends only on the density of cars. A reasonable supposition is that v is a decreasing function of the
density.
In the transportation literature, the graph that links the flux and the density is called fundamental diagram. Ac-
cording to the choice of the velocity function we can have a variety of fundamental diagrams. The simplest choice
is a linear function of the density,

v(ρ) = vmax
(
1−

ρ

ρmax

)
, (12)

see Figure 6. The corresponding fundamental diagram is obtained by multiplying the density by the speed. This
gives a C2 concave function like the one in Figure 7. This flow-density relation was introduced by Greenshields
[55] and it is one of the most widely used in the mathematics community, with a triangular shaped diagram being
another popular choice.
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Figure 6: Speed of cars: linear decreasing function.
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Figure 7: Fundamental diagram.

4.3.2 Traffic flow on a road network

The LWR model has been used extensively as the starting point for macroscopic traffic flow models. This model
has been, subsequently, extended to the network case, see [22,47,49]. In these works, the road network is described
as a graph with a finite number of vertices and edges. Each vertex describes a road junction and each edge a road.
The first work dealing with traffic flow on networks dates back to the nineties when Holden and Risebro [65]
introduced the concept of road network and traffic distribution at junctions. The problem at the junction J for j
roads is solved maximizing a concave function of the fluxes of this form∑

roads j at J

g
( f (ρ j)

fmax

)
.

Their work, which considers only unidirectional networks, has then been extended for general networks by Coclite,
Garavello and Piccoli in [22].

In [22], the road network is described as a graph and it can be uniquely determined by a couple (I, J) where I
represents a finite collection of edges describing the roads and J a finite collection of nodes representing the road
junctions. On each edge the LWR model describes the evolution of the cars density and coupling conditions are
given at the nodes to correctly distribute the traffic through the junction. Let us consider a network (I, J) with a
single junction J and N incoming roads and M outgoing ones, see Figure 8. Each road can be described with an
interval Il = [al,bl] for l = 1, ...,N,N + 1, ...,N + M. On each road consider the equation

∂tρl +∂x f (ρl) = 0, l = 1, ...,N + M, (13)

where ρl = ρl(t, x) ∈ [0,ρmax], (t, x) ∈R+× Il for l = 1, ...,N + M is the density of cars in the road Il, f : [0,ρmax]→R
is the flux function and it is taken equal to f = ρlv(ρl). To distribute the traffic at the junction the following
assumptions are made:

• The drivers have some prescribed preferences that means that there are some fixed coefficients which dis-
tribute the traffic from the incoming roads to the outgoing ones.

• The drivers choose to maximize the flux through the junction, respecting the prescribed preferences.
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Figure 8: An example of a graph representing a road junction.

Moreover, in order to fulfill the conservation of ρ at J, mass must be conserved, i.e., the total incoming flux must
be equal to the outgoing one:

N∑
i=1

f (ρi(t,bi−)) =

N+M∑
j=N+1

f (ρ j(t,a j+)). (14)

A traffic distribution matrix is introduced to distribute the traffic among the incoming and outgoing roads.

4.4 Micro-macro models
It is possible to extend the LWR model in order to include many features of traffic flow. Many works that go in
this direction have been published in the last years. One particular line of research has been focusing on how to
model the effects of a bottleneck among traffic. Bottlenecks may be generated by different reasons. We distinguish
between fixed bottlenecks and moving ones. A fixed bottleneck is created by a reduction of the road capacity due
to the presence of toll gates or road works, etc. The reduction in the capacity is fixed in one specific position.
Moving bottlenecks are, instead, created by the presence of something that moves along the road that can be a
slow and large vehicle (bus, trucks, etc.), a moving road construction site or a vehicle that moves with the purpose
of controlling the rest of the vehicles. In this case it becomes necessary, not only, to be able to model the capacity
reduction, but also to be able to track a single vehicle among the traffic flow.

Over the years several works have focused on modeling these effects. In the engineering framework, we
recall the works by C. Daganzo and J.Laval [27, 28] and by L. Leclercq, J.-P. Lebacque, J. B. Lesort and F.
Giorgi [52,53,80]. All these works are developed in the discrete setting. In the mathematical community, research
has focused both on fixed and moving bottleneck [23, 78].

4.4.1 Modeling of a tollgate

Colombo and Goatin [23] model the effect of a tollgate on traffic flow by a conservation law with a time-dependent
unilateral constraint. The problem reads

∂tρ+∂x f = 0 (t, x) ∈ (R+,R),
ρ(0, x) = ρ0(x) x ∈ R,
f (ρ(t,0)) ≤ q(t), t ∈ R+,

(15)

where q(t) is the maximal flux allowed through the toll at time t.

4.4.2 Tracking a car among traffic flow

As mentioned above, in many cases it might be useful to track a vehicle among traffic flow. This is quite hard
to do with macroscopic models that consider traffic as a whole. On the other hand, tracking all vehicles like in
the microscopic approach is quite heavy if our aim is to know the position of one driver, which is why some
researchers have tried to couple the two approaches in order to have the advantages of both. The first work that
goes in this direction is the one by Colombo and Marson [24]. Here, the main traffic flow is described by the LWR
model while the ordinary differential equation (16) accounts for the trajectory of a single driver moving at average
speed. {

ẏ = v(ρ(t,y))
y(0) = y0,

(16)



where y is the position of the driver and it is supposed that the driver is influenced by the traffic surrounding him
but the single driver does not influence the traffic.

The ODE is considered in Filippov’s sense [43, §4], due to the discontinuity of the right hand side.
We remark that the model considered in [24] introduces a weak coupling between the LWR and the ODE

imposing only a ”one-way” influence. In particular, the PDE is independent of the ODE solution.

4.4.3 Moving bottlenecks

In this subsection, we will describe micro-macro models that were introduced in the literature to describe the
phenomenon that happens when a vehicle with a different dynamics is introduced in the flow of traffic. Most of
these are for a large and slow vehicle which has dynamics significantly different from the rest of the traffic. From
a modeling standpoint this results in having to describe them with different tools. Nowadays, these models could
be also used to describe what happens when we have autonomous vehicles with low penetration rate. In fact, the
microscopic dynamics is a tool to describe what happens for vehicles that behave differently than the rest and the
interaction term, be it a mollifier or a constraint, could be tuned to describe how an autonomous vehicle interacts
with the rest of the flow.

Moving bottleneck. The first mathematical model that describe the interaractio between the traffic flow and
a slower vehicle is due to Lattanzio, Maurizi and Piccoli [79]. They introduce a fully coupled model where the
vehicle described by the ODE interacts with the whole traffic flow, obtaining a micro-macro coupled model. In
particular, the situation that the authors refer to is that of a large and slow vehicle that generates a drop of capacity
in the road. The model reads 

∂tρ+∂x f (x,y(t),ρ) = 0,
ρ(0, x) = ρ0(x),
ẏ = ω(ρ(t,y)),
y(0) = y0,

(17)

where the flux function f (x,y(t),ρ) = ρv(ρ)ϕ(x−y(t)), with ϕ(ξ) being a mollifier representing the capacity drop of
car flow. The speed ω(ρ) : [0,ρmax]→ [0,+∞) is a smooth and decreasing function describing the slower vehicle.
Existence of solutions is proved with the fractional step method.

The above model is then extended in [50] to several routes (for example of a bus) on a closed path on networks.
Traffic flow is described by the following initial-boundary value problem

∂tρ+∂x f (x,y1, ...,yN ,ρ) = g(t, x,ρ),
ρ(0, x) = ρ0(x),
ρ(t,0) = ρ(t,L),

(18)

where yi = yi(t) is the position of the i-th discrete vehicle. The flux function f is given by f (x,y1, ...,yN ,ρ) =

ρ · v(ρ) ·Φ(x,y1, ...,yN). The function Φ(y1, ...,yN) = min
i
ϕ(x− yi(t)), with ϕ the mollifier as in (17), is responsible

for the coupling with the ODEs and g(t, x,ϕ) is a source term that accounts for the junctions. This macroscopic
model is then coupled with a microscopic model of a follow-the-leader type, where the behavior of the drivers
of the vehicles is influenced by the behavior of the drivers ahead. The coupling guarantees that the velocities of
buses are at most the flow velocity, thus depending on the surrounding density, and become the maximal possible
velocity when the effects of vehicles ahead are negligible.

Constraint model. The aim of this section is to describe the phenomena caused by the presence of a slower
vehicle (like a bus, or a purposely slower vehicle) in a car flow. Since the macroscopic description of the traffic
does not allow to consider single vehicles, we consider the slower vehicle as a mobile obstacle that reduces the
capacity of the road generating a moving bottleneck for the surrounding traffic. This situation can be modeled by a
PDE-ODE strongly coupled system consisting of a scalar conservation law with moving flux constraint accounting
for traffic evolution and an ODE describing the slower vehicle motion, i.e.,

∂tρ+∂x f = 0, (t, x) ∈ R+ ×R,
ρ(0, x) = ρo(x), x ∈ R,
f (ρ(t,y(t)))− ẏ(t)ρ(t,y(t)) ≤

αρmax

4vmax
(vmax − ẏ(t))2 t ∈ R+,

ẏ(t) = ω(ρ(t,y(t)+)), t ∈ R+,

y(0) = yo.

(19)



The traffic evolution is described by a scalar hyperbolic conservation law (11) with the flux given by the following
relation

f = ρv(ρ),

where v is a smooth decreasing function denoting the mean traffic speed and here set to be v(ρ) = vmax(1− ρ
ρmax

),
vmax being the maximal velocity allowed on the road.

The slower vehicle does not behave like cars, hence, it cannot be modeled in the same way. We represent a
single vehicle such that we can track its trajectory at all times. When it is possible, the vehicle will move at its own
maximal speed which, we denote as Vb < vmax. When the surrounding traffic is too dense the vehicle will adapt its
velocity to that one of the cars, so it will not be possible for the slower vehicle to overtake the cars, see Figure 9.

ρρ∗

ω(ρ)

Vb

v(ρ)

Slower vehicle speed

Cars speed

Figure 9: Slower vehicle and cars speed.

From a mathematical point of view, the velocity of the vehicle can be described by the following function:

ω(ρ) =

{
Vb if ρ ≤ ρ∗ � ρmax(1− Vb

vmax
),

v(ρ) otherwise,
(20)

and the slower vehicle trajectory is described by the following ODE

ẏ(t) = ω(ρ(t,y(t)+)) (21)

where y denotes the position of the vehicle.
To describe the interaction between the slower vehicle and the traffic we consider the vehicle as a mobile

obstacle, i.e., as a moving restriction of the road. The situation is the following: the cars in the upstream and
downstream with respect to the slower vehicle behave normally while on the side of the slower vehicle the road
capacity is reduced, generating a bottleneck, see Figure 10. This discontinuity moves at the vehicle speed. To

Slow

Vb Vb

Vb

Figure 10: Moving bottleneck.

better capture the influence of the slower vehicle, we choose to study the problem in the slower vehicle reference
frame. This means setting X = x−y(t). In this coordinate system the velocity of the slower vehicle is equal to zero.
As a consequence the conservation law can be rewritten as:

∂tρ+∂X ( f − ẏρ) = 0. (22)

The corresponding constraint on the flux can be written as

f (ρ(t,y(t)))− ẏ(t)ρ(t,y(t)) ≤
αρmax

4vmax
(vmax− ẏ(t))2, (23)

with the constant coefficient α ∈ ]0,1[ giving the reduction rate of the road capacity due to the presence of the
slower vehicle. Indeed, let Fα : [0,αρmax]→ R+ be the rescaled flux function describing the reduced flow at
x = y(t), i.e.

Fα(ρ) = Vρ
(
1−

ρ

αρmax

)
,
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Figure 11: Flux functions for ẏ = Vb. The big fundamental diagram describes the whole road and, the smaller one, the constrained flux at the
slower vehicle location.

and ρα ∈ ]0,αρα) = ẏ, i.e.

ρα =
αρmax

2

(
1−

ẏ
vmax

)
,

see Figure 11. Therefore, the right-hand side of (23) is given by

Fα(ρα)− ẏρα =
αρα
4V

(V − ẏ(t))2.

Note that inequality (23) is always satisfied if ẏ(t) = v(ρ), since the left hand side is 0. Moreover, it is well defined
even if ρ has a jump at y(t) because of the Rankine-Hugoniot conditions. This constraint describes mathematically
the reduction of capacity of the road due to the presence of the slower vehicle.

Autonomous vehicles in human traffic can be represented by this last class of models where the microscopic
dynamics can describe the trajectory of an autonomous vehicle and the constraint or the mollifier represent its
interaction with the human flow. Moreover, this representation becomes more pertinent if the autonomous vehicle
is used as a control vehicle for the rest of the flow.

5 Eulerian to Lagrangian traffic estimation & control
As traffic flow begins to change due to the introduction of connected and autonomous vehicles, opportunities
for traffic estimation and control are evolving. In this section we summarize some of the main works on traffic
estimation and control. Here we restrict our focus to highway methods to simplify the discussion. Historically,
traffic estimation and control algorithms have been realized and implemented using Eulerian sensors and actuators,
i.e., sensors and actuators that are at fixed locations on the roadway. However, with the widespread introduction
of GPS devices in vehicles that offer sensing and connectivity, a fundamental shift occurred in traffic estimation
towards one relying on Lagrangian or mobile sensing. Now, as vehicles become automated, we are witnessing new
opportunities for traffic control, shifting from Eulerian control algorithms based on ramp metering and variable
speed limits to one in which automated vehicles act as Lagrangian control devices.

5.1 From Eulerian to Lagrangian traffic estimation
The foundations of Eulerian traffic estimation for freeways hinge on the adoption of a conservation law describing
the evolution of traffic density on a freeway section, e.g., via a macroscopic PDE model such as the LWR (11) [85,
115].

Generally, traffic state estimation problems are considered in the sequential setting using a state space form of
the model and measurement system:



xn+1 = f (xn,ωn)
zn = h (xn, νn) , (24)

where xn is the traffic state time step n (e.g., a vector of the traffic density on the stretch of road), and f is the
model describing traffic flow and its evolution from one time increment to the next one. The random variable ωn

is the model noise representing the one time step prediction error of the model, which is often assumed to be zero
mean, Gaussian, and white. In the measurement equation, the function h is the observation equation which relates
the state vector xn to the measurements zn received at time n. It has an associated measurement noise random
variable νn, which characterizes the performance of the sensor.

Historically, traffic sensors such as inductive loop detectors directly measured vehicle counts, and indirectly
calculated traffic densities and velocities, e.g., by exploiting the average length of a vehicle and the percent of time
the sensor was occupied. Modern radar-based sensors produce high quality speed and count data across all lanes
of a freeway. GPS devices in vehicles measure individual vehicle speeds very precisely, however they can suffer
from sample approximation errors if the state vector tracks an aggregate quantity such as density or average speed,
and only a point measurement from a small number of vehicles are obtained on the roadway of interest.

The sequential traffic state estimation problem, i.e., where one estimates xn using measurements Zn =
{
z1, · · · ,zn

}
,

and the system (24) were introduced through the works of Gazis and Knapp [51] and Setzo and Gazis [134] in
the 1970’s, who were the first to consider the use of Kalman filtering for road monitoring applications. Moreover,
through a series of experiments conducted in the Lincoln Tunnel in New York City, a system was implemented
and used to track the density of vehicles in the tunnel. Some early works considered simplistic traffic dynamics by
today’s standards, e.g., including a single state linear model, but extensions were quickly proposed and a variety
of models and filtering extensions were developed.

While many works considered variants of traffic flow models built primarily on conservation of vehicles (e.g.,
in the spirit of the LWR model (11)), a notable line of work explored the problem of traffic estimation where the
dynamics are governed Payne’s macroscopic model [107], as used for a variety of Kalman-based estimators [26,
104, 144, 145].

Regardless of the underlying macroscopic traffic flow model employed, there are several challenges that make
the state estimation problem challenging to directly apply Kalman filtering based methods. These include the fact
that the discretized versions of the LWR model (e.g., the cell transmission model [29,30], which is a finite volume
scheme based on Godunov’s method [54]) are nonlinear and nondifferentiable [15]. This has motivated the use of
a variety of nonlinear Kalman based estimators [69, 92, 129, 130, 148] and particle filtering [91, 93, 94, 111, 117,
141, 143].

Beyond practical applications and numerical case studies, there are several works that investigate the properties
of macroscopic flow model based traffic state estimators. In [98,128], the discretized LWR is recast as a switched
linear system under mild assumptions, and is referred to as the switching mode model (SMM). Each mode in
the model corresponds to a traffic configuration defined by conditions of traffic upstream and downstream on
the roadway stretch (e.g., free-flowing traffic upstream, and congested traffic downstream). In each mode, the
state space model is linear and as a result it is straightforward to determine which modes are observable and
unobservable. Importantly, it is shown that when a shock exists on the roadway (i.e., free flowing traffic upstream
connects to traffic congestion downstream), the traffic state cannot be observed from boundary measurements of
the traffic state alone. This negative result hinders many practical applications, such as queue warning systems
that alert drivers about the distance to the queue ahead. The use of the SMM model in traffic estimation resulted
in the mixture Kalman filter approach developed in [128] to estimate traffic densities to support ramp metering.

A brief summary of other important theoretical discussions on model based traffic estimation are as follows.
The work [97] analyzed the performance of a noise-free Luenberger observer for traffic estimation based on the
SMM, which is the first work to provide theoretical performance analysis for any traffic estimator under both
observable and unobservable scenarios. The method drops the measurement feedback when the traffic state is
unobservable, e.g., when a shock exists in the domain, which allows for the sum over the state variables of the
estimation error to be conserved. Intuitively, if the boundary measurements are exact and the traffic dynamic is a
conservation law, then the sum of the errors must also be conserved in the domain. A similar strategy is adopted
in [140] in which an open loop predictor is used in unobservable regimes.

While the results [97, 140] illustrate the potential theoretical benefits of dropping the measurement feedback
of the estimator when the system mode is unobservable, it was later shown that the choice could ultimately lead to
non-physical estimates in some circumstances (e.g., state estimates that exceed the maximum density permissible
on the roadway) [132]. The overall performance of an estimator that considers measurement feedback as well



as switches between observable traffic modes and unobservable modes was provided in [132], which proved the
boundedness of the mean estimation error of a traffic estimator.

We also note a Gaussian approximation of a stochastic extension of the LWR model was considered in [69],
and as a result it was possible to prove the stochastic observability of the system. The result requires a warm-up
period with initially free flowing traffic conditions (a realistic assumption given that eventually most roads become
free flowing late at night). In another line of work, the bound of the state estimates are analyzed using set-valued
estimation [76], given assumptions that model parameters and mesurement and process noises are bounded known
intervals. Intervals which are guaranteed to include the true states can then be estimated [77].

Note that the theoretical performance analysis of traffic estimators at transportation networks with junctions
described in Section 4.3.2 has fewer results. The set-valued estimation approach [77], and the work [131] deals
with traffic dynamics at junctions, and all the results in [25, 69, 97, 140] are restricted to one-dimensional road
stretches without considering junction dynamics.

While the problem of traffic state estimation has evolved considerably both in the fidelity of the modeling
and the filtering algorithms, a major transformation occurred with the introduction of GPS-based datastreams that
are now widely used in many commercial traffic estimation systems around the world. Restricting to the model
based estimators, most of the approaches modify the state estimation problem to a time varying measurement
equation, where the number of measurements and the mapping of the state vector to the measurements evolve in
time as the sensors move along the roadway. This is the approach considered in [33, 62, 63, 146, 147], as well as
the the work [7], which considers a differentially private formulation to prevent tracking attacks. An interesting
alternative formulation considers transforming the macroscopic model into Lagrangian coordinates, and applying
a filter on the transformed model. This is the approach considered in [151]. In [25], the local observability around
an equilibrium traffic state is studied using a Lagrangian formulation of the traffic model.

As connected and automated vehicles emerge, there is a growing interest to use them as measurement sources
for traffic estimation problems. For example the works [10, 11, 116] consider the problem of traffic estimation
under the assumption that the velocity field along the roadway is a known time-varying parameter, and it is
assumed to be provided by a high penetration rate of connected and automated vehicles in the traffic stream. It
also assumes the automated vehicles have the same driving characteristics as human drivers do (e.g., they have the
same average following distance in congestion, and there is no bulk overtaking by humans or automated vehicles).
If instead the AVs are treated as a distinct flow, a multi-class model which is a generalization of the Aw Rascle
Zhang (ARZ) [8, 152] model can be proposed, for which standard filtering approaches such as the particle filter
can be applied [142].

Approaches that consider Lagrangian tracers (e.g., connected and automated vehicles) based on micro-macro
models are now beginning to be developed. For example, in [37], autonomous vehicles (described by an ODE)
act as tracer vehicles in the bulk flow (described by a PDE). The main result is to prove theoretically and show
numerically how to reconstruct the correct traffic density using only the measurements from the autonomous
vehicles.

5.2 From fixed to mobile traffic control
Given the nature of freeways, the number of control possibilities has historically been rather restricted compared
to urban networks complete with traffic signal infrastructure. However, given the prevalence of congestion on
freeways, a concerted effort has been made to develop approaches to control traffic flow to reduce congestion. The
two major classes of approaches are based on actuation at the freeway on-ramps through ramp metering lights,
and actuation on the freeway itself by dynamically changing the speed limits in variable speed limit control. Both
ramp metering and variable speed limits are used to restrict inflow to a downstream section of the roadway, and
can be used concurrently [60].

Ramp metering strategies are effective because when the roadway is near capacity (the maximum flow f max in
Figure 7), a small addition of drivers can exceed the downstream capacity of a bottleneck, triggering congestion.
Once congestion caused by a bottleneck is triggered, it can only be removed by reducing the inflow from the
upstream, thereby reversing the growth of congestion. Moreover, in empirical data, one commonly observes
a capacity drop phenomenon [58]. The capacity drop refers to the observation that the maximum outflow of
a congested freeway is less than the maximum outflow of an uncongested freeway. In other words, empirical
fundamental diagrams have a discontinuity at the critical density. This implies that the roadway must remain
free-flowing in order to maximize the throughput of the roadway, and holding back a few drivers at ramps to the
benefit of all of the drivers already on the freeway is a good strategy to achieve the highest throughput.



One limitation of ramp metering is that the total number of vehicles that can be stored on ramps is restricted
(limited by the length of the ramp). If the meters are too restrictive, the congestion on the ramps can spill back
onto the surface street network, limiting the effectiveness of urban traffic signal control strategies.

To overcome the fact that the ramp meters can quickly saturate due to the limited storage available on ramps,
variable speed limits have been proposed as a viable alternative or additional control strategy. Variable speed
limits are effective because they change the shape of the fundamental diagram in the section where they are
applied, thereby slightly slowing traffic far upstream of a bottleneck to reduce the flow headed downstream towards
the bottleneck. Because it has the potential to actuate all vehicles on the mainline, it can be quite effective at
influencing the traffic flow. Currently, the main limitation of variable speed limit control algorithms in some
geographies is due to the fact that it depends on human drivers to be compliant with the dynamically posted
speed. In locales where the speed is advisory rather than a requirement, or where enforcement rates are low, the
compliance rate can be reduced.

A seminal review of ramp metering approaches can be found in [106], and a more general survey on variable
speed limits, ramp metering and surface street control are found. in [105]. The major recent developments in
freeway traffic control are can be found in the book [42], including the use of connected and autonomous vehicles
to implement variable speed limits, e.g., as in [59, 73].

While the concept to use connected and automated vehicles within the classical freeway traffic management
strategies is relatively recent, the development of connected and automated vehicle systems has been closely linked
with traffic management applications. For example, completely automated highways have been considered [12,
41]. We do not summarize the development of vehicle automation systems (e.g., [122]) which can already be
found in the reviews [18, 66, 121, 137].

Based on the substantial growth in commercially deployed automated vehicle technologies such as driver assist
systems, as well as the development of highly automated vehicle programs, the possibilities of using automated
vehicles themselves as Lagrangian traffic controllers is now within reach. For example, connected and automated
vehicles have the potential to dramatically increase or deduce the roadway capacity, depending on how closely
they are able to safely follow the vehicle ahead [34]. This is because the traffic flow (typically measured in units
such as veh/hr) is the inverse of the average vehicle time headway (often described in units of sec/veh). Passive au-
tonomous vehicles leaving large headways can reduce roadway capacity, while connected and automated vehicles
have the possibility of doubling or tripling the capacity of a lane of traffic.

In addition to influencing the total throughput, automated vehicles also have the potential to influence the string
stability of the traffic flow. Commonly referred to as jamitons, stop-and-go waves, or phantom traffic jams [44],
the nature of human driving can lead to traffic jams that seemingly occur without a cause but are in fact due to
an instability in the car following behavior of the driver. This was demonstrated experimentally in the seminal
experiments of [127], in which a stop and go wave appears on a circular track with no lane changes or geometric
bottlenecks. Given that automated vehicles have different driving dynamics compared to humans, they also offer
the possibility to reduce these phantom jams.

Considering both traffic flow stability and throughput, a variety of modeling and analysis efforts, typically at
the at the microscopic modeling scale as in (8) have considered how these vehicles can influence traffic dynamics
[16, 16, 32, 39, 81, 83, 100, 101, 123, 135, 137]. Building on the experimental work [127], it has been recently
experimentally demonstrated that autonomous vehicles at penetration rates as low as 5% can effectively eliminate
the presence of phantom traffic jams caused by human drivers [126]. More broadly, the interest in determining
the potential benefits of automated driving systems on the traffic flow has been an ongoing research focus for the
vehicular control and traffic engineering communities [16, 31, 32, 35, 40, 72, 123, 136, 137].

From an analysis and design perspective, significant progress has been made to create control laws in which a
collection of automated vehicles under the same control laws is string stable [1,13,67,82,84,96,103,112,121,133].
We note that constant spacing policies (i.e., where each vehicle maintains a fixed distance to the vehicle ahead)
lead to string unstable platoons of vehicles [71, 90, 119]. In contrast, if it is not necessary to maintain a fixed
spacing, one can adopt a constant time-headway policy that makes it possible to maintain string stability [68, 84].
These constant time headway policies serve as a basis for many adaptive cruise control ACC implementations.

We also note that although there are many positive findings about the potential benefit of Society of Automotive
Engineers (SAE) level 1 automated vehicles such as ACC, the performance of commercial automation systems is
less well understood. Preliminary studies including [56, 57, 74] indicate that current systems may have room for
additional improvement from a string stability perspective, notwithstanding other design constraints such as safety
and rider comfort [149].

One can enhance each vehicle with connectivity to other vehicles in the platoon to form dense platoons of
vehicles which leave very small gaps. The benefits of so called connected adaptive cruise control systems have



been experimentally demonstrated [95, 99, 110], even in the presence of human vehicles [70].

6 Conclusions
Due to the ever-improving sensing, communication, computation, and actuation capabilities at all scales of vehic-
ular transportation systems, there are a variety of opportunities to link advances on individual vehicles to societal
scale improvements that ameliorate safety while reducing emissions, fuel consumption, and traffic congestion. As
a result, as research in these areas continues to mature, it will become crucial for these sometimes silo-ed areas to
interact with one another to truly achieve these promised safety and efficiency benefits. This overview is meant
to provide the starting directions on some of the emerging areas that connect across these different scales systems
and highlight the growing convergence of mathematical modeling, cyber physical systems, decision sciences, and
transportation science.
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