
HAL Id: hal-02331323
https://inria.hal.science/hal-02331323

Submitted on 24 Oct 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Optimizing Self-organizing Lists-on-Lists Using
Enhanced Object Partitioning

O. Ekaba Bisong, B. John Oommen

To cite this version:
O. Ekaba Bisong, B. John Oommen. Optimizing Self-organizing Lists-on-Lists Using Enhanced Object
Partitioning. 15th IFIP International Conference on Artificial Intelligence Applications and Innova-
tions (AIAI), May 2019, Hersonissos, Greece. pp.451-463, �10.1007/978-3-030-19823-7_38�. �hal-
02331323�

https://inria.hal.science/hal-02331323
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Optimizing Self-Organizing Lists-on-Lists using
Enhanced Object Partitioning

O. Ekaba Bisong1 ⋆ and B. John Oommen2 ⋆⋆

School of Computer Science, Carleton University, Ottawa, Canada : K1S 5B6.
1
ekaba.bisong@carleton.ca,

2
oommen@scs.carleton.ca

Abstract. The question of how to store, manage and access data has
been central to the field of Computer Science, and is even more per-
tinent in these days when megabytes of data are being generated ev-
ery second. This paper considers the problem of minimizing the cost of
data retrieval from the most fundamental data structure, i.e., a Singly-
Linked List (SLL). We consider a SLL in which the elements are accessed
by a Non-stationary Environment (NSE) exhibiting so-called “Local-
ity of Reference”. We propose a solution to the problem by designing
an “Adaptive” Data Structure (ADS) which is created by means of a
composite of hierarchical data “sub”-structures to constitute the over-
all data structure. In this paper, we design an hierarchical Lists-on-Lists
(LOLs) by assembling a SLL into an hierarchical scheme that results in a
Singly-Linked List on Singly-Linked Lists (SLLs-on-SLLs) comprising of
an outer-list and sublist context. The goal is that elements that are more
likely to be accessed together are grouped within the same sub-context,
while the sublists themselves are moved “en masse” towards the head
of the list-context so as to minimize the overall access cost. This move
is carried-out by employing the “de-facto” list re-organization schemes,
i.e., the Move-To-Front (MTF) and Transposition (TR) rules. To achieve
the clustering of elements within the sublists, we invoke the Object Mi-
gration Automaton (OMA) family of reinforcement schemes from the
theory of Learning Automata (LA). They are introduced so as to cap-
ture the probabilistic dependence of the elements in the data structure
as it receives query accesses from the Environment. In this paper, we
show that SLLs-on-SLLs augmented with the Enhanced Object Migra-
tion Automaton (EOMA) minimizes the retrieval cost for elements in
NSEs and are superior to the stand-alone MTF and TR schemes, and
also superior to the OMA-augmented SLLs-on-SLLs operating in such
Environments.
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1 Introduction

The goal of this research endeavor is to further push the frontier of computational
efficiency with regards to optimizing the speed of retrieving data from its data-
structure. By considering the state-of-the-art, we address this issue by designing
an Adaptive Data-Structure (ADS) that uses reinforcement learning schemes
and their associated re-organization rules to update itself as it encounters query
accesses from the Environment of interaction. The result of such a process is the
subsequent minimization of the cost associated with query accesses.

To render the problem realistic, the Environments under consideration in this
work are time-varying, i.e., they areNon-stationary Environments (NSEs), where
the elements’ access probabilities change with time. These Environments exhibit
a particular dependency property called “Locality of Reference” where the events
are probabilistically dependent on one another. In this work, we consider two
such Environments, namely, the Periodic Switching Environment (PSE) and the
Markovian Switching Environment (MSE).

The approach we adopt in designing these “Adaptive” Data Structures (ADSs)
is to set up a hierarchy of data “sub”-structures. In this research, we employ hi-
erarchical Lists-on-Lists (LOL) data-structures pioneered by Amer and Oommen
in [1] for Singly-Linked Lists (SLLs) on Singly-Linked Lists. The LOL concept
consists of an outer-list and many sublists, whose elements are called the outer
and sublist contexts respectively. In this framework, elements that are more likely
to be accessed together are grouped within the same sub-context, while the sub-
lists are moved “en masse” towards the head of the list-context by following a
re-organization rule.

In order to capture the probabilistic dependence of the elements in the data
structure, based on the query accesses from the Environment, we employ a set of
reinforcement learning schemes derived from the theory of Learning Automata
(LA). These reinforcement schemes are variants of the so-called “Object Migra-
tion Automaton” (OMA).

The pioneering work of Amer and Oommen in [1] utilized the OMA algo-
rithm to capture the probabilistic dependence of the queries coming from the
Environment. The introduction of the OMA mitigated the static ordering of
the sublists so that the elements can move freely from one sublist partition to
another as the OMA learns the optimal sublist grouping. The addition of the
OMA to the primitive hierarchical schemes, resulted in the MTF-MTF-OMA,
and TR-MTF-OMA, where the third component in the triple is LA used.

Unfortunately, the OMA algorithm used in the literature [1] suffers from a
deadlock1 impediment that prevents it from converging to its optimal grouping.
This is because the accessed element can be swapped from one sublist to another
and then back to the original sublist. This deadlock phenomenon was mitigated
by the Enhanced Object Migration Automaton (EOMA) in [8]. The EOMA
forbids such “false alarm” swaps of elements between sublists, and also avoids
pointless swaps between the various sublists themselves. Moreover, the EOMA

1 Although this is referred to as a “deadlock” in the literature, it could probably, be
better termed as a “livelock”.
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acknowledges that the sublist has converged when the elements are within a few
of the most internal states. By this, it is certain about the identity of the elements
that should constitute a sublist. This work augments the hierarchical SLLs-on-
SLLs schemes with the EOMA. The design in this work yielded the MTF-MTF-
EOMA, MTF-TR-EOMA, TR-MTF-EOMA and the TR-TR-EOMA schemes.

1.1 Contributions of this Paper
In summary, the novel contributions of this paper include:

– The design and implementation of the EOMA-enhanced SLLs-on-SLLs;
– The inclusion of the MTF-TR, and TR-TR enhanced hierarchical schemes

as part of the SLLs-on-SLLs class of ADS design;
– Demonstrating the superiority of the EOMA-augmented hierarchical schemes

to the MTF and TR rules when the outer-list context is the MTF;
– Demonstrating superiority of the EOMA-augmented hierarchical schemes to

the original OMA-augmented schemes that pioneered the idea of a hierar-
chical LOL approach, with the “Periodic” and “UnPeriodic” versions;

– Showing that as the periodicity T increased in the PSE, the asymptotic cost
is further minimized.

1.2 Outline of this Paper
Section 1 makes the case for minimizing retrieval costs in NSEs. Section 2 sur-
veys2 the theory of LA, which forms the framework for the EOMA used in learn-
ing the true partition of objects into groups. The section addresses the concept
of “Locality of Reference” in NSEs and outlays the models of dependence used in
this work to simulate state probabilities. Section 4 discusses the “de-facto” MTF
and TR adaptive list organizing schemes for NSEs and why they constitute the
primitive rules for the hierarchical LOL data-structures. Section 5 explains the
rationale for using data “sub”-structures in designing the SLLs-on-SLLs giving
rise to the MTF-MTF, MTF-TR, TR-MTF and TR-TR hierarchical schemes
with static dependence capturing, making the case for an adaptive capturing
mechanism. Section 6 explains the EOMA reinforcement algorithm and how it
augments the Hierarchical SLLs. Section 7 presents the Results and Discussions,
and Section 8 concludes the paper.

2 Theoretical Background

2.1 The Field of Learning Automata

An Automaton, by definition, models an autonomous agent, whose behavior
manifests as a consequence of the interplay between a sequence of stimuli from

2 Due to space limitations, it is obvious that the background material will be surveyed
very briefly. More details of the various concepts concerning LA can be found in [12],
and the details of the applications of the OMA, the EOMA and the state-of-the-art
regarding ADSs etc. is found in the MCS thesis of the first author [5]. This thesis
can be made available to the reader.
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the Environment. The Automaton responds adaptively to the Environment and
enforces the actions which fit the highest perceivable rewards from among a
predetermined set of actions. Such an automaton is referred to as a Learning
Automaton (LA) [5, 12]. Oommen and Ma proposed the Object Migrating Au-
tomata (OMA) [13, 14] to solve a special case of the OPP, namely the Equi-
Partitioning Problem (EPP). The introduction of the OMA solution made real-
life applications possible, because the prior art [20] was an order of magnitude
slower. The OMA resolved the EPP both efficiently and accurately, and it could
thus be easily incorporated into many real-life application domains [5–7].

2.2 The OMA

In the partitioning problem, the underlying distribution of the objects among the
classes is unknown to the OMA, and its goal is to migrate the objects between
its classes, using the incoming queries specified by an Environment, denoted as
E. This should be done in such a way that the partitioning error is minimized
as the queries are encountered. Such an Environment and its associated query
generating system can be characterized by three main parameters, namely, the
number of objects, specified by W , the number of groups or partitions, specified
by R, and a quantity ‘p’ , which is the probability specifying the certainty by
which E pairs the elements in the query.

In our model, every query presented to the OMA by E consists of two objects,
and this can be easily generalized for queries of larger sizes. Consider the case
in which we have 3 classes with 3 objects, i.e., a system which has a total of 9
objects. This is depicted in Figure 1. E randomly selects an initial class with
probability 1

R
, and it then chooses the first object in the query from it, say, q1.

The second element of the pair, q2, is then chosen with the probability p from
the same class, and with the probability (1 − p) from one of the other classes
uniformly, each of them being chosen with the probability of 1

R−1 .
In Figure 1, the three classes are named G1, G2 and G3, and the objects

inside them are represented by integers in {1, · · · , 9}. The original distribution
of the objects between the classes is shown in Figure 1, at the extreme left.
This is the true unknown state of nature, i.e., Ω∗. The OMA is initialized in a
purely random manner by the numbers within the range. This step is depicted
at the right of Figure 1, and Ω0 indicates the initial state of the OMA. At every
iteration, a pair given by E is processed by the OMA, and it performs a learning
step towards its convergence. The goal of the algorithm is for it to converge to a
state, say Ω+. In an optimal setting, we would hope that Ω+ is identical to Ω∗.

The OMA is a Fixed Structure Stochastic Automata (FSSA) designed to solve
the EPP. It is defined as a quintuple with R actions, each of which represents
a specific class, and for every action there exists a fixed number of states, N .
Every abstract object from the set O resides in a state identified by a state
number, and it can move from one state to another, or migrate from one group3

to another. Thus, if the abstract object Oi is located in state ξi belonging to a
specific group (an action or class) αk, we say that Oi is assigned to class k.

3 As in the field of LA, we use the terms “action”, “class” and “group” synonymously.
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Fig. 1: A figure describing the partitioning of the objects.

If two objects Oi and Oj happen to be in the same class and the OMA
receives a query 〈Ai, Aj〉, they will be jointly rewarded by the Environment.
Otherwise, they will be penalized. Our task is to formalize the movements of the
{Oi} on reward and penalty.

For every action αk, there is a set of states {φk1, · · · , φkN}, where N is the
fixed depth of the memory, and where 1 ≤ k ≤ R represents the number of
desired classes. We also assume that φk1 is the most internal state and that
φkN is the boundary state for the corresponding action. The reward and penalty
responses are defined as follows:
Reward: Given a pair of physical objects presented as a query 〈Ai, Aj〉, if both
Oi,and Oj happen to be in the same class αk, the reward scenario is enforced,
and they are both moved one step toward the actions’s most internal state4, φk1.
Penalty: If, however, they are in different classes, αk and αm, (i.e., Oi, is in state
ξi where ξi ∈ {φk1, · · · , φkN} and Oj , is in state ξj where ξj ∈ {φm1, · · · , φmN})
they are moved away from φk1 and φm1 as follows:

1. If ξi 6= φkN and ξj 6= φmN , then we move Oi and Oj one state toward φkN

and φmN , respectively.
2. If ξi = φkN or ξj = φmN but not both (i.e., only one of these abstract objects

is in the boundry state), the object which is not in the boundary state, say
Oi, is moved towards its boundary state. Simultaneously, the object that is
in the boundary state, Oj , is moved to the boundary state of Oj . Since this
reallocation will result in an excess of objects in αk, we choose one of the
objects in αk (which is not accessed) and move it to the boundary state of
αm. In this case, we choose the object nearest to the boundary state of ξi.

3. If ξi = φkN and ξj = φmN (both objects are in the boundary states), one
object, say Oi, will be moved to the boundary state of αm. Since this reallo-
cation, will again, result in an excess of objects in αm, we choose one of the
objects in αm (which is not accessed) and move it to the boundary state of
αk. In this case, we choose the object nearest to the boundary state of ξj .

The above rules are figuratively shown in [5]. The algorithm invokes the
procedures “ProcessReward” and “ProcessPenalty” given algorithmically in [5].

4 The actual figure describing the schematic of transitions of the LA is given in [5],
and is omitted here in the interest of space.
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3 Environments with Locality of Reference

Non-Stationary Environments (NSEs) deal primarily with learning in settings
that change with time. Thus, in a NSE, ci(n) changes with time.

In the context of an ADS, this variation affects the expected query cost
because the Environment exhibits so-called “Locality of Reference”, or is char-
acterized by dependent accesses. Locality of Reference occurs when there exists
a probabilistic dependence between the consecutive queries [2]. Thus, there is a
considerably small number of unrelated queries within a segment of the accesses.

Given a set of n distinct elements, if we split it into k disjoint and equal
partitions with m elements where n = k.m, the k subsets can be considered
to be local or “sub”-contexts. If the elements within a sub-context ki exhibit
Locality of Reference, it implies that if an element from set ki is queried at time
t, there exists a high likelihood that the next queried element will also arrive from
the same set ki. Thus, the Environment itself can be modeled to have a finite set
of states {Qi|1 ≤ i ≤ k}, and the dependent model defines the transition from
one Environmental state to another.

Learning schemes with fixed policies may become non-expedient over time,
rendering them inadequate for such Environments. The goal is to have schemes
which possess enough flexibility to choose actions that minimize the expected
penalty. Two models of NSEs critical to this research are the Markovian Switch-
ing Environments (MSEs), and the Periodic Switching Environments (PSEs).
Markovian Switching Environments (MSEs): Consider an Environment
with 128 distinct records, that are divided into k = 4 subsets, with 32 contiguous
elements in each subset. In such a case, the set of states {Q1, Q2, Q3, Q4}, could
be Q1 = {1 . . . 32}, Q2 = {33 . . . 64}, Q3 = {65 . . .96}, and Q4 = {97 . . .128}.
The Markovian Switching Environment (MSE) models each subset as the states
of the Environment as the states of a Markov chain. If the probability of the
Environment choosing a record from the current subset is 0.9, the probability
of switching to another subset is equally divided among the other three subsets.
After a query is generated from Q1, the Environment remains in that state with
probability α and moves to a different state with probability 1−α

k−1 .
Periodic Switching Environments (PSEs): The Periodic Switching Envi-
ronment (PSE) on the other hand changes the state of the Environment in a
round-robin fashion, i.e., after every T queries, the Environment changes state
from Qi to Qi+1 mod k. This implies that each set of T consecutive queries belong
to the same sub-context. Further, there are two variations that define the PSE
model; the first is when the data structure is aware of the change of state in the
query generator (“Periodic”), and the other is when the data structure is un-
aware of the state change (“UnPeriodic”). Understandably, the performance of
the scheme is better when the ADS is aware of the Environment’s state change.

3.1 Models of Dependence

The Environment generates queries according to a probability distribution. This
work considered five different types of query distributions, namely, the Zipf,
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Eighty-Twenty, Lokta, Exponential and Linear distributions. For a given list
of size J , divided into k sublists, with each sublist containing J

k
elements, the

probability distribution {si} where 1 ≤ i ≤ m describes the query accesses for
the elements in the subset k. Thus, the total probability mass for the accesses in
each group is the same, and the distribution within each group has the specified
distribution. The distributions for these generators are described below.

1. The Zipf distribution: The access probabilities for the Zipf query genera-
tor is given as: si =

1
iHm

, for 1 ≤ i ≤ m, where Hm is the mth Harmonic

number and defined as Hm =
∑m

j=1(
1
j
). The Zipf distribution is the most

commonly-used one for modelling real-life access probabilities.
2. The 80-20 distribution: The access probabilities for the 80-20 query gen-

erator is given as: si =
1

i(1−θ)H
(1−θ)
m

, for 1 ≤ i ≤ m and θ = log 0.80
log 0.20 ≈

0.1386, where H
(1−θ)
m is the mth Harmonic number of order (1 − θ), and is

given by
∑m

j=1(
1

j(1−θ) ).

3. The Lotka distribution: The access probabilities for the Lotka query gen-
erator is given as: si = 1

i2H2
m
, for 1 ≤ i ≤ m, where H2

m is the mth

harmonic number of order 2, and is given by
∑m

j=1(
1
j2
).

4. The Exponential distribution: The access probabilities for the Expo-
nential query generator is given as: si = 1

2iK , for 1 ≤ i ≤ m, where
K =

∑m

j=1(
1
2j ).

5. The Linear distribution: The access probabilities for the Linear query
generator is given as: si = K(m − i + 1), for 1 ≤ i ≤ m, where K is
determined as the constant which normalizes the {si} to be a distribution.

A rationale for conducting the simulations with these query distributions
is that, for the most part, they result in “L-shaped” graphs which assign high
probabilities to a small number of the sublist elements. This is true for the
Exponential and Lotka distribution, and to an extent, for the Zipf distribution.

4 Adaptive Lists-on-Lists (LOL)

Self-organization is the ability for a list to re-order its constituent elements in
response to queries from the underlying query system, that serves as an Envi-
ronment. The probability distribution of the query accesses is unknown to the
list re-organization algorithm. The goal of this re-organization, among others, is
to minimize the asymptotic cost or access-time of record retrieval.

The cost models employed in evaluating list access costs are the asymptotic
cost, which is the ensemble mean of the final time-average cost after a conver-
gence threshold, and the amortized cost, which is the mean overall query costs [4,
9, 17]. In studying ADSs, one assumes that the Environment will not request a
record absent from the list, and that each record is retrieved at least once [9].

The simplest and yet most prominent Adaptive Lists are the Move-to-Front
(MTF) and the Transposition rule (TR) adaptive schemes. The MTF update
heuristic moves the queried element to the front of the list. In the TR, a queried
record (if not at the front) is moved one position towards the front of the list.
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For Environments with Locality of Reference, the MTF and TR have been
shown to be superior to other deterministic schemes such as FC, MRI(0) and
TS(0) [2]. Further, the time and space complexities involved in implementing
other composite MTF and TR schemes (the details of which are omitted here)
such as the MHD(k) [15], the POS(k) and the SWITCH(k) [18] and other
probabilistic approaches such as the SPLIT algorithm [11], the JUMP [10],
MTF2, Randomized MTF (RMTF), and the Randomized move ahead (RMHD)
schemes [2] render most of them impractical for real-world settings.

5 Hierarchical Data “Sub”-structures

The novel idea that we propose is to combine the MTF and TR rules to take
advantage of the quick updates of the MTF rule, and the asymptotically stable
convergence of the TR rule, in designing the improved hierarchical strategies.
The concept of a hierarchical data “sub”-structure involves dividing a list of
size J into k sublists. A re-organization strategy is then hierarchically applied
to the list by first considering the elements within the sublist (also called the
sub-context) and then operating over the sublists (or sub-contexts) themselves.

As mentioned earlier, the primitive re-organization strategies involved are the
MTF and TR rules. When used in a hierarchical scheme, this yields the MTF-
preceding-MTF, (MTF-MTF), MTF-preceding-TR, (MTF-TR), TR-preceding-
MTF, (TR-MTF), and TR-preceding-TR, (TR-TR) schemes. For example, in the
case of MTF-TR, the element within a sub-context is first moved to the front of
the list, and then the sub-context is moved to the front of the list context.

Fig. 2: A diagrammatic description of the MTF-MTF Hierarchical scheme

The hierarchical schemes on their own, however, perform worse than stand-
alone schemes such as the MTF and TF in NSEs. The drawback is due to the
fact that the hierarchical schemes make an assumption that the elements within
a specific a priori sub-context have a probabilistic dependence. But this is of-
ten not the case as the elements in the list initially are ordered in an arbitrary
manner. To mitigate this shortcoming, we will later argue that we must design
a mechanism to adaptively group the elements that have a probabilistic depen-
dence within the same sub-context.
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6 EOMA-Augmented Hierarchical SLLs-on-SLLs

The “Enhanced” OMA (EOMA) is an upgraded embodiment of the OMA algo-
rithm proposed by the authors of [8] to mitigate the susceptibility of the OMA
algorithm to a “deadlock situation” which prevents the algorithm from con-
verging to the objects’ optimal partitioning. The deadlock condition is actually
exacerbated when the algorithm is interacting with a near-optimal Environment
(e.g., when p = 0.9) by considerably slowing down the convergence rate even if
the problem complexity is small.

The deadlock phenomenon occurs when there is a query pair
〈

Oi, Oj

〉

in a
stream of query pairs belonging to different actions, αm and αk. If one object
is in the boundary state of its action, and the other is not, the query pairs
are prevented from converging to their optimal ordering, and this can lead to an
“infinite” loop scenario. To mitigate this, if there exists an object in the boundary
state of the group containing Oj , the EOMA swaps Oi with the object in this
boundary state (Figure 3). Otherwise, the update is identical to the OMA.

φhM

Oi

φhM−1φhM−2

· · ·

φh1

αh

Ol

φgM φgM−1

· · ·

φg3

Oj

φg2 φg1

αg

Fig. 3: Resolving the deadlock scenario with EOMA for the case when only one object
is in the boundary state.

The EOMA also redefines the concept of the convergence condition so as
to reduce the algorithms vulnerability to divergent queries. This modification
designates the two-innermost states as the “final” states, as opposed to just the
innermost state in the vanilla OMA. A marginally superior solution specifies
a parameter m, to designate the m innermost states of each action to be the
convergence condition. More details on the EOMA are found in [8, 16].

The augmentation of the hierarchical SLLs based on the EOMA reinforce-
ment scheme results in a new set of hierarchical strategies, namely, the MTF-
MTF-EOMA, MTF-TR-EOMA, TR-MTF-EOMA and the TR-TR-EOMA.

7 Results and Discussions

The experimental setup involved a list of size 128, split into k sublists, where
k ∈ {2, 4, 8, 16, 32, 64}. In the MSE, the probability of subsequent query ac-
cesses coming from the same sublist, α, was set to 0.9, while the PSE had the
hyper-parameter for the number of queries to arrive from the query space before
switching to another pattern, T = 30. For all the results reported in this section,
the simulation setup involved an ensemble of 10 experiments, each constituting
300,000 query accesses. In the interest of brevity, we report the results for k = 8.
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Scheme Zipf 80-20 Lotka Exponential Linear

MTF 43.35 43.76 39.30 8.72 43.60
TR 55.44 56.74 48.25 10.52 56.79

MTF-MTF-EOMA 19.14 19.23 18.70 12.34 19.31
MTF-TR-EOMA 27.80 27.77 27.17 16.89 28.04
TR-MTF-EOMA 18.84 18.99 18.37 12.87 18.96
TR-TR-EOMA 27.55 27.62 26.96 17.17 27.70

MTF 43.25 43.82 39.17 8.71 43.64
TR 55.85 56.96 48.66 10.93 57.26

MTF-MTF-EOMA 19.35 19.40 19.26 12.90 19.45
MTF-TR-EOMA 27.93 28.02 27.54 16.57 28.08
TR-MTF-EOMA 19.09 19.18 19.07 13.35 19.18
TR-TR-EOMA 27.72 27.80 27.25 17.10 27.87

Table 1: Asymptotic (top) and
Amortized (bottom) costs in MSE
with α = 0.9 and k = 8.

Scheme Zipf 80-20 Lotka Exponential Linear

MTF 49.64 50.24 44.52 8.46 50.08
TR 55.65 56.91 48.51 11.18 57.19

MTF-MTF-EOMA 14.63 14.70 14.12 8.59 14.72
MTF-TR-EOMA 25.82 25.90 25.32 13.88 25.92
TR-MTF-EOMA 14.39 14.49 13.76 8.92 14.50
TR-TR-EOMA 25.58 25.69 24.97 13.70 25.70

MTF-MTF-EOMA-P 7.16 7.24 6.66 6.14 7.26
MTF-MTF-EOMA-UP 7.69 7.78 7.19 8.90 7.79

MTF 49.62 50.23 44.53 8.48 50.06
TR 56.09 57.28 48.91 11.58 57.60

MTF-MTF-EOMA 14.76 14.84 14.31 8.68 14.84
MTF-TR-EOMA 25.93 26.01 25.44 12.49 26.02
TR-MTF-EOMA 14.54 14.62 14.03 9.69 14.63
TR-TR-EOMA 25.71 25.80 25.12 13.11 25.80

MTF-MTF-EOMA-P 7.28 7.38 6.82 7.53 7.40
MTF-MTF-EOMA-UP 7.86 7.95 7.48 10.57 7.92

Table 2: Asymptotic (top) and
Amortized (bottom) costs in PSE
with T = 30 and k = 8.

From the simulation results in Table 1, with k = 8, we observed that for the
MSE, the hierarchical schemes with EOMA generally outperformed their stand-
alone counterparts in both the asymptotic (top of the table) and amortized
(bottom of the table) costs for all instances except the Exponential distribution.
In the Exponential distribution, the stand-alone MTF and TR schemes had a
slightly superior performance to the EOMA-augmented hierarchical schemes.
This is because the MTF and TR rules are competitive in Environments with
an L-shaped curve such as the Exponential distribution, because they assign
higher probabilities to a small subset of the elements in the query system.

Table 2 compared the performance of the EOMA-augmented hierarchical
schemes with the stand-alone MTF and TR schemes in PSEs when the number
of sublists k = 8. Here we saw that the hierarchical schemes with the EOMA
performed better than their stand-alone counterparts, except for the Exponential
distribution with the same reason as in the MSE. However, when the concept of
“periodicity” was introduced into the EOMA-augmented hierarchical schemes,
the search cost is an order of magnitude superior to other schemes.
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first 100,000 queries for the stand-alone
and the EOMA-augmented hierarchical
schemes in a MSE.
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From Figure 4, it is easy to observe that from the first few queries, all the
EOMA-augmented hierarchical schemes perform better than the TR rule in
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minimizing the amortized cost. Right about the 10, 000th query, the EOMA-
augmented hierarchical schemes catches-up with the MTF rule in terms of per-
formance and from thereon boasts a far superior performance compared to the
MTF. A key observation is that the EOMA-augmented hierarchical schemes ap-
peared to converge after about 30,000 queries. As opposed to this, the MTF and
TR schemes quickly plateaued with no additional gains in performance with ex-
tended interactions with the Environment. Although Figure 4 shows the rate of
convergence for the Zipf distribution, the observed phenomena were similar for
the 80-20, Lotka, Exponential and Linear distributions.

In Periodic Environments, the hierarchical schemes that incorporated the
EOMA were able to boost their performance if they possessed an insight into
the period, T , of the Environment (see Figure 5). This implied that the schemes
could preempt the EOMA’s ordering by moving the first sublist to the end of
the list after T queries. This move was predicated on the observation that the el-
ements from the completed query space would not be requested again until after
(k−1)T queries. Schemes with such a prior awareness of period T are referred to
by including the prefix “Periodic”, leading to the MTF-MTF-EOMA-Periodic,
MTF-TR-EOMA-Periodic, TR-MTF-EOMA-Periodic and TR-TR-EOMA- Pe-
riodic respectively.

Also, without explicitly knowing the value of T , the hierarchical schemes
were able to infer the period, T , of the Environment by moving the first sub-
list to the end of the list if two successive queries to the EOMA were not in the
same group. These periodic variations were suffixed by “UnknownPeriod”, yield-
ing the MTF-MTF-EOMA-UnknownPeriod, MTF-TR-EOMA-UnknownPeriod,
TR-MTF-EOMA-UnknownPeriod and TR-TR-EOMA-UnknownPeriod schemes.

8 Conclusion

In this research we studied the area of Adaptive Data Structures (ADSs) and con-
sidered the relatively novel concept of having lists whose basic primitive elements
were themselves sub-lists, with ADS operations being done on the elements and
on the sublists. In order to break the static arrangement of their sublists, we
incorporated the EOMA (from the field of Learning Automata (LA)) into the
hierarchical schemes. The EOMA enabled the hierarchical schemes to capture
the probabilistic dependence ordering of the query accesses from the Environ-
ment. Further, the paper discussed the performance of the MTF-MTF-EOMA,
MTF-TR-EOMA, TR-MTF-EOMA and the TR-TR-EOMA for various sublist
values of k, various distributions, and various types of non-stationarity.

The overall observation that we could make is that the MTF-MTF-EOMA
and the TR-MTF-EOMA perform better than the MTF-TR-EOMA and the
TR-TR-EOMA. One can almost categorically state that, the schemes having
the TR as its outer-list re-organization strategy were inferior to the MTF, when
we compared their asymptotic and amortized costs. However, the observed poor
performance of the MTF-TR-EOMA and the TR-TR-EOMA schemes as k in-
creases, were mitigated in the PSEs when a knowledge of the period, T , was
incorporated into the hierarchical scheme.
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A study of the various graphs that we have obtained seems to imply that
there is a way by which we can group the various schemes themselves using a
higher level statistical analysis. Such a study remains open.
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