
HAL Id: hal-02331317
https://inria.hal.science/hal-02331317

Submitted on 24 Oct 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Investigating the Benefits of Exploiting Incremental
Learners Under Active Learning Scheme

Stamatis Karlos, Vasileios G. Kanas, Nikos Fazakis, Christos Aridas, Sotiris
Kotsiantis

To cite this version:
Stamatis Karlos, Vasileios G. Kanas, Nikos Fazakis, Christos Aridas, Sotiris Kotsiantis. Investi-
gating the Benefits of Exploiting Incremental Learners Under Active Learning Scheme. 15th IFIP
International Conference on Artificial Intelligence Applications and Innovations (AIAI), May 2019,
Hersonissos, Greece. pp.37-49, �10.1007/978-3-030-19823-7_3�. �hal-02331317�

https://inria.hal.science/hal-02331317
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Investigating the benefits of exploiting incremental 

learners under Active Learning scheme 

Stamatis Karlos1[0000-0002-5307-6186], Vasileios G. Kanas2, Nikos Fazakis2, Christos 

Aridas1 and Sotiris Kotsiantis1 

1 University of Patras, Department of Mathematics, Rio Campus, 26504, Greece 
2 University of Patras, Department of Electrical & Computer Engineering, Rio Campus, 26504, 

Greece 

stkarlos@upatras.gr, vaskanas@upatras.gr, fazakis@ece.upat-

ras.gr, char@upatras.gr, sotos@math.upatras.gr 

Abstract. This paper examines the efficacy of incrementally updateable learners 

under the Active Learning concept, a well-known iterative semi-supervised 

scheme where the initially collected instances, usually a few, are augmented by 

the combined actions of both the chosen base learner and the human factor. In-

stead of exploiting conventional batch-mode learners and refining them at the 

end of each iteration, we introduce the use of incremental ones, so as to apply 

favorable query strategies and detect the most informative instances before they 

are provided to the human factor for annotating them. Our assumption about the 

benefits of this kind of combination into a suitable framework is verified by the 

achieved classification accuracy against the baseline strategy of Random Sam-

pling and the corresponding learning behavior of the batch-mode approaches 

over numerous benchmark datasets, under the pool-based scenario. The measured 

time reveals also a faster response of the proposed framework, since each con-

structed classification model into the core of Active Learning concept is built 

partially, updating the existing information without ignoring the already pro-

cessed data. Finally, all the conducted comparisons are presented along with the 

appropriate statistical testing processes, so as to verify our claim.   

Keywords: Incremental learners, Active Learning scheme, Stochastic Gradient 

Descent, Query strategy, unlabeled data. 

1 Introduction 

Today, more and more applications from various scientific domains produce large vol-

umes of data, changing the needs of current predictive mechanisms that mainly stem 

from the Machine Learning (ML) field. Since time and memory constitute the two main 

factors that highly define the performance of intelligent algorithms, especially when 

they tackle with problems over the era of Big Data, data scientists and ML/data engi-

neers have to prioritize the structure of new predictive tools according to these specifi-

cations [1]. Incremental learning is the answer of the ML community to such kind of 

issues, where the principal idea is to update an existing or a previously built learning 
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model by exploiting the newly available data, reducing the total time demands while 

possibly producing less accurate models [2]. 

Besides the simple approach, according to which vast amounts of labeled data (L) 

are provided or are reaching into data streams, a more realistic scenario has to cope 

with the shortage of L, in contrast with high enough volumes of unlabeled data (U).  

One representative reason why this may happen is the fact that in several real-world 

applications (e.g. in medicine tasks or in long-term experiments) the final state of the 

target variable may demand large time periods to be verified or to converge. Another 

reason is the inherit complexity of the data.  In case of text-mining and nature language 

processing, numerous articles, chapters and posts on social media are freely available 

through web. However because of the complex structure that may characterize these 

sources – such as the complicated or unexplored semantic meanings on languages other 

than English – neither the automated solutions produce always decent learning results 

nor the choice of manually scanning by human entities could be time efficient [3]. 

In order to handle this phenomenon, a new kind of algorithms has been raised, often 

called as Semi-Supervised Learning (SSL) or, even more generic, as Partially-Super-

vised Learning (PSL), where the former category is contained into the latter [4]. The 

ambition of PSL algorithms is to exploit the existing labeled instances (li) along with 

the collected unlabeled examples (ui) and construct a model that maps the unknown 

instances with the target variable better than the corresponding model, which is based 

exclusively on the L subset. One main division among PSL algorithms depends on the 

way that the corresponding ui are getting labeled before they are merged into the L 

subset, so as to contribute over the increase of the predictive performance of the whole 

algorithm. While in SSL algorithms this process is automated usually by a base learner, 

Active Learning (AL) algorithms are differentiated since a human oracle is inserted into 

the learning process and is responsible for assigning the selected by a criterion ui with 

accurate enough decisions [5]. Although in several domains, only human experts could 

be exploited, it has been studied and generally verified that the decisions of numerous 

simple-users tend to converge over these produced by the human specialists in domains 

like sound/music signal categorization [6]. This means that a large aspect of applica-

tions could be satisfied through AL approaches without consuming much humans’ ex-

pert effort, a fact that might convert this kind of solution into a non-affordable one. 

Our ambition in this work is to investigate the benefits of exploiting incremental 

learners (IncL) under a simple AL scheme that follows pool-based scenario. Thus, IncL 

would be responsible for detecting the most suitable ui, as well as for exporting the final 

decisions. The main rivals here are both the AL method whose query strategy coincides 

with a random selection of ui and the supervised scenario, where the same base learner 

has been trained based on the full dataset incrementally, as well as the same approaches 

trained under batch-mode operation. The amount of the initial L plays a crucial role 

producing per each different value a new variant of each exported algorithm from the 

proposed framework. More comments are presented in the corresponding paragraph. 

To sum up, in Section 2, a number of related works are presented briefly, regarding 

mainly recent publications over incremental learning task and secondly with AL. Sec-

tion 3 contains a description of the selected optimizer that injects the desired asset of 
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incrementally update over underlying linear classifiers along with the necessary infor-

mation about the proposed AL framework, while Section 4 includes more technical 

information, as well as information about the examined datasets and the conducted ex-

periments. Finally, this work finishes with the conclusory Section that discusses the 

posed ambitions and highlights future work. 

2 Related work 

2.1 Incremental learning 

Incremental learning refers to online learning strategies applicable to real-life streaming 

scenarios [7] with limited memory resources. So far, IncL is widely used ranging from 

Big Data and Internet of Things technology [7] to outlier detection for surveillance 

systems. One of the most popular areas in IncL is image/video data processing. Typical 

case scenarios are object detection [8] and recognition [9], image segmentation [10] 

and classification [11], surveillance [12], visual tracking [13] and prediction [14]. 

Moreover, the inherit nature of data in robotics make online learning an appropriate 

approach for mining the streaming signals [15]. In another study [16] an incremental 

image semantics learning framework is proposed. The proposed framework aims to 

learn image semantics from scratch (without a priory knowledge) and enrich the 

knowledge incrementally with human-robot interactions based on a teaching-and-learn-

ing procedure. Khan et al [17] present a mechanism to build a consistent topological 

map for self-localization robotics applications. The proposed appearance-based loop 

closure detection mechanism builds a binary vocabulary consisting of visual words in 

an online, incremental manner by tracking features between consecutive video frames 

to incorporate pose invariance. In another relevant study [18], authors propose a new 

method to incrementally learn end-effector and null-space motions via kinesthetic 

teaching allowing the robot to execute complex tasks and to adapt its behavior to dy-

namic environments. The authors combine IncL with a customized multi-priority kin-

ematic controller to guarantee a smooth human-robot interaction. Another rapidly 

emerging domain, which utilizes this concept, is robotic automotive [19].  

2.2 Active learning 

However, all of the above applications require lots of labelled data and usually data 

labelling is difficult, time-consuming, and/or expensive to obtain. Active learning sys-

tems attempt to overcome the labeling bottleneck by asking queries in the form of ui to 

be labeled by an oracle, aiming to significantly reduce the cardinality of L subset that 

is needed. Active learning is still being heavily researched, under either more theoreti-

cal approaches or more experimental ones. 

The last years, several attempts have been made to combine AL with Deep Learning 

(DL) concept, especially targeting specific applications that demand much computa-

tional power. Hence,  ML researchers have begun searching the benefits of using CNNs 

and LSTMs and how to improve their efficiency when are applied along with AL frame-
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works [20, 21]. There is also research being done on implementing Generative Adver-

sarial Networks (GANs) into the this kind of tasks [22]. With the increasing interest 

into deep reinforcement learning, researchers are trying to reframe AL as such a prob-

lem  [23]. Also, there are papers which try to learn AL strategies via a meta-learning 

setting [24]. This does not mean that products of ML or more simple probabilistic base 

learners have been ignored by the corresponding community. On the contrary, a recent 

demonstration examines the chance of achieving fast and non-myopic AL strategy in 

context of binary classification datasets [25].  

3 Proposed Framework 

In order to conduct our investigation, a series of properties have to be defined for for-

mulating the corresponding framework, under which our experiments will be executed. 

To be more specific, the base learner that is used in the core of the proposed framework 

is based on regularized linear models manipulated by Stochastic Gradient Descent 

(SGD) learning [26]. A more in-depth analysis follows subsequently, into this Section. 

The same learner is used into both the selected Query strategy of AL framework and 

the stage of building the final classifier, after having augmented the L subset during 

each one of the k executed iterations. As it concerns the Query strategy, Uncertainty 

Sampling (UncS) approach has been selected in the context of this work, favoring the 

integration of the AL framework with probabilistic classifiers and boosting also the 

time response of each produced approach [27], [28]. Analog to the metric that is applied 

into the UncS approach, a number of variants can be produced. Finally, the human fac-

tor is replaced by an ideal oracle (Horacle) that exports always the correct decision about 

the label of each asked instance, playing the role of annotator. 

The last generic parameter that has to be set is the Labeled Ratio value – usually 

depicted as R – and measured in percentage values. This factor defines the amount of 

the initially li in comparison with the total amount of both li and ui. Its formula is:  

 R (%) = cardinality(L) / (cardinality(L) + cardinality(U)) (1) 

It is prominent that by acting under small R values, only a small part of the totally 

available information is provided initially to the AL framework. Hence, the predictions 

of the base learner are based on poor L subsets that may not reveal useful insights of 

the specific problem that is tackled, harnessing the achievement of accurate classifica-

tion behaviors. Thus, the quadruple that defines each product of the proposed frame-

work consists of the base learner, the specific metric of UncS, the number of iterations 

and the Labeled Ratio value. Its notation hereinafter would be (base-cl, UncSmetric, k, 

R). The obtained learning behavior of such an algorithm, according to our assumptions, 

would depict the ability of the selected base learner to operate efficiently under a fast 

and confident Query strategy to choose among a pool of ui, over which will be trained 

incrementally for k iterations, before exporting a final classifier, based initially on an 

amount of labeled instances that is defined by R parameter. 

Gradient descent (GD) is by far the most popular optimization strategy, used in ML 

and DL at the moment. It is an optimization algorithm, based on a convex function, that 
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tweaks its parameters iteratively to minimize a given cost function to its local minimum. 

In a simple supervised learning setup, each training example is composed of an arbitrary 

input x and a scalar output y in the form (x, y). For our ML model, we choose a family 

G of functions such as 𝑦 ≅ 𝑔𝑤(𝑥) + 𝑏, with w being a weighted vector and b an inter-

cept term, which is necessary for obtaining better fit. Consequently, our goal is to min-

imize a cost function 𝛹(𝑦̂, 𝑦)  =  𝛹(𝑔𝑤(𝑥), 𝑦) that measures the cost of predicting 𝑦̂ 

given the actual outcome 𝑦 (or yactual) averaged on the training examples n. In other 

words, we seek to find a solution to the following problem:   

 𝐸𝑛(𝑓𝑤 , 𝑤) =  
1

𝑛
∑ 𝑙(𝑓𝑤(𝑥𝑗), 𝑦𝑗) 𝑛

𝑗=1 + 𝛼𝑅𝑒𝑔(𝑤) (2) 

The cost function (𝐸𝑛) of Eq. 2 depends mainly on loss function (l) and the regulariza-

tion term 𝑅𝑒𝑔(𝑤). The multiplicative constant α refers to a non-negative hyperparam-

eter. Following the original GD process, the minimization of Eq. 2 is taking place up-

dating the next two formulas per each iteration t: 

  𝑤𝑡+1 = 𝑤𝑡 − 𝜂 (
1

𝑛
∑ 𝛻𝑤𝑙(𝑓𝑤(𝑥𝑗), 𝑦𝑗)𝑛

𝑗=1 + 𝑎𝛻𝑤𝑅𝑒𝑔(𝑤)) (3) 

where the positive scalar η is called the learning rate or step size. In order, for the algo-

rithm, to achieve linear convergence sufficient regularity assumptions should be made, 

while the initial estimate w0 should be close enough to the optimum and the gain η 

sufficiently small. It is important to highlight that the evaluation of n derivatives is 

required at each step. So, the per-iteration computational cost scales linearly with the 

training data set size n, making the algorithm inapplicable to huge datasets. Thus, the 

stochastic (SGD) version of the algorithm is used instead, which offers a lighter-weight 

solution. More specifically, at each iteration, the SDG randomly picks an example and 

calculates the gradient for this specific example:  

  𝑤𝑡+1 = 𝑤𝑡 − 𝜂𝑡(𝛻𝑤𝑙(𝑓𝑤(𝑥𝑡), 𝑦𝑡) + 𝑎𝛻𝑤𝑅𝑒𝑔(𝑤)) (5) 

In other words, SGD approximates the actual gradient using only one data point, saving 

a lot of time compared to summing over all data. SGD often converges much faster 

compared to GD but the error function is not as well minimized as in the case of GD.  

However, in most cases, the close approximation calculated by SGD for the parameter 

values are enough because they reach the optimal values and keep oscillating there. 

Another advantage of SGD is its ability to process the incoming data online in a de-

ployed system, since no memory of the previous randomly chosen examples is neces-

sary. In such a situation, the SGD directly optimizes the expected risk, since the exam-

ples are randomly drawn from the ground truth distribution [29]. 

As it concerns 𝑅𝑒𝑔(𝑤) term, three different choices are generally used in the litera-

ture: l1 norm that favors sparse solutions, l2 norm that is the most usual met and elastic 

net (elnet), that is formatted by a convex combination of the previous two norms and 

offers sparsity with better stabilization than simple l1 norm [30].  Before introducing 

the proposed framework through suitable pseudocode, we have to define the amount of 

the ui examples that should be mined per iteration. Although many approaches prefer 

to mine only one example per time, leading probably to more accurate actively trained 
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classifier but clearly demanding much more computational resources because of the 

large amount of iterations that should be executed under a specific budget plan (B), a 

heuristic method is applied here: the questioned quantity of mined instances per itera-

tion is computed by dividing the initial size of L subset with the number of executed 

iterations k. Thus, after k steps, the finally augmented training set will enumerate to the 

double number of instances. Additionally, since each ui is defined by a pair of (xf x 1, y), 

where the scalar y value is not known, the assumed human oracle is defined as a func-

tion such that Horacle: Rf → yactual, where f parameter denotes the dimensionality of each 

dataset. The corresponding pseudocode follows here:   

Incremental Active Learning Framework based on SGD(loss function, reg) 

Input:  

Initially collected Labeled (L0)/Unlabeled (U0) subsets for pool-based scenario 

Define the quadruple (base-cl, UncSmetric, k, R) where loss function ≡ base-cl 

Annotator  (Horacle) 

Budget (B) 

Regularization term (reg) 

 

Process: 

Compute UncInst = round(cardinality(L0) / k) 

Set iter = 0 

While B > 0 do 

Train/Update incrementally base-cl on Liter 

Assign through UncSmetric confidence value to each ui ∊ Uiter 

Remove from U the top-UncInst instances from Uiter 

Provide them to Horacle and assign its decisions to their class value 

B := B – UncInst 

iter := iter + 1 

 

Output: Actively trained classifier (ALSGD(base-cl, reg)) built on Lk  

Testing: 
Measure Output’s learner performance over test set for any specified classifica-

tion metric 
 

Fig. 1. Pseudocode of the proposed Incremental Active Learning framework 

4 Experimental Procedure and Results 

In order to verify the efficacy of the proposed AL framework, 19 binary datasets have 

been selected by UCI dataset. Their details are described in Table 1, along with the 

corresponding cardinality of initial training set (L0) for all the selected R-based scenar-

ios: 5%, 15% and 25%. Moving further, all the conducted experiments are implemented 

using the libact library [31] that supports AL pool-based approaches via well-known 

python libraries [32]. Thus, 3 different metrics have been inserted into Query Strategy 

of the proposed framework: Smallest Margin (sm), Least Confident (lc) and Entropy 

(ent), apart from Random Sampling (random) variant, which constitutes the baseline 

strategy of AL concept. Moreover, each Supervised approach is included into our com-

parisons, so as to verify both the relative improvement and the corresponding im-

portance of the implemented algorithms per both R-based case and operation mode.  
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Table 1. Table captions should be placed above the tables. 

Dataset Instances Features L’s cardinality for R = 5% – 15% – 25% 

bands 365 20 16 – 49 – 82 

breast-cancer 286 49 13 – 39 – 64 

bupa 345 7 16 – 47 – 78 

chess 3196 39 144 – 431 – 719 

colic 368 472 17 – 50 – 83 

credit-a 690 44 31 – 93 – 155 

credit-g 1000 62 45 – 135 – 225 

heart-statlog 270 14 12 – 36 – 61 

heart 270 14 12 – 36 – 61 

housevotes 232 17 10 – 31 – 52 

kr-vs-kp 3196 41 144 – 431 – 719 

mammographic 830 6 37 – 112 – 187 

monk-2 432 7 19 – 58 – 97 

pima 768 9 35 – 104 – 173 

saheart 462 10 21 – 62 – 104 

sick 3772 34 170 – 509 – 849 

tic-tac-toe 958 28 43 – 129 – 216 

vote 435 17 20 – 59 – 98 

wdbc 569 31 26 – 77 – 128 

 

Regarding the base learners that would be combined with SGD optimizer, 6 different 

approaches are presented here. This means that 2 different choices of base-cl parameter 

were made, along with all the 3 regularization terms that were referred. To be more 

specific, and at the same time following the notation of scikit-learn library [32], the 

corresponding loss functions, using their default properties, are:  

 base-cl = ‘log’, which implements the well-known Logistic Regression learner, 

whose output is filtered appropriately so as to be used in classification tasks [33], 

 base-cl = ‘mhuber’ (or ‘modified huber’), which implements a smoothed hinge loss 

function that is equivalent to quadratically smoothed Support Vector Machine 

(SVM) with gamma parameter equals to 2, offering robust behavior to outliers. 

To begin with, a comparison of the time response of the exploited IncL against their 

corresponding batch-mode variants is presented. Thus, all the 12 supervised algorithms, 

either incrementally updated or operating under batch-mode, are measured regarding 

their execution time during 10-fold cross validation (10-CV) procedure, along with two 

approaches that are based on the well-known Naive Bayes (NB) algorithm, so as to 

compare the exploited learners with algorithms that are popular for their simplicity and 

support also incremental update. Because of lack of space, only a sample of the pro-

duced results will be presented here. An appropriate link with the full volume of our 

results is provided in the end of this Section. From the depicted results, it is observed a 

speed-up of at least 20% for the incremental SGD-based learners, while their time per-

formance is comparable with the MNB. Similar kind of improvement is also met into 

the proposed framework. A quad-core machine (Intel Core Q9300, 2.50 GHz, 8GB 

RAM) was used.  
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Table 2. Execution time of Incremental and Batch-mode supervised classifiers for 10-CV. 

Dataset SGD(mhuber, l1) SGD(mhuber, l2) SGD(mhuber, elnet) Multinomial NB 

 IncL Batch IncL Batch IncL Batch IncL Batch 

bands 0.184 0.169 0.274 0.519 0.279 0.241 0.332 0.176 

breast-cancer 0.224 0.225 0.526 0.197 0.147 0.277 0.217 0.225 

bupa 0.206 0.235 0.366 0.401 0.465 0.457 0.253 0.179 

chess 1.414 1.448 0.847 0.788 0.676 3.862 1.685 3.773 

colic 0.409 0.306 0.221 0.182 0.418 0.486 0.223 0.936 

credit-a 0.277 0.387 0.249 0.714 0.288 0.644 0.276 0.385 

credit-g 0.570 1.825 0.351 1.480 1.118 0.927 0.783 0.811 

heart-statlog 0.156 0.689 0.590 0.281 0.354 0.250 0.169 0.485 

heart 0.141 0.152 0.149 0.244 0.221 0.285 0.234 0.217 

housevotes 0.150 0.147 0.210 0.429 0.135 0.164 0.292 0.234 

kr-vs-kp 0.895 1.482 0.683 1.310 2.883 3.033 1.123 1.880 

mammographic 0.250 0.170 0.336 0.490 0.142 0.213 0.167 0.183 

monk-2 0.126 0.206 0.139 0.316 0.156 0.164 0.158 0.156 

pima 0.229 0.324 0.178 0.291 0.172 0.963 0.318 0.546 

saheart 0.161 0.253 0.214 0.286 0.227 0.263 0.516 0.382 

sick 2.939 2.363 1.239 1.901 2.601 1.948 1.156 1.525 

tic-tac-toe 0.477 0.474 0.383 0.406 0.761 0.705 0.399 0.572 

vote 0.167 0.271 0.276 0.747 0.408 0.698 0.210 0.304 

wdbc 0.299 0.733 0.382 0.253 0.785 0.401 0.401 0.441 

Total time (sec) 9.148 

 

11.859 

 

7.613 

 

11.235 

 

12.236 

 

15.981 

 

8.912 

 

13.410 

  

As it concerns the classification accuracy that was scored by the selected algorithms, 

the number of iterations has been fixed equal to 15. This value has been selected via 

empirical process. However, its tuning could provide better results, compromising the 

spent human effort and the available B. The next Table presents only the averaged ac-

curacies over the 19 selected datasets, so as to compare the achieved accuracy per ac-

tively trained classifier against random strategy and the corresponding supervised var-

iant that uses the whole dataset. The format of the next Table enables the direct com-

parison of IncL and batch-based approaches. The accuracy of the best performed metric 

per R-based scenario and same base-learner, independently of its operation mode, is 

highlighted in bold format. Only two R-scenarios have been included in Table 2.  

It is evident that the incrementally based algorithms obtain a superior learning be-

havior against the conventional batch-mode operating approaches, since in all cases 

they outperformed the latter approaches. For providing a more detailed insight of the 

obtained results concerning the produced AL algorithms of the proposed framework, 

we notice that: in all the 90 1-vs-1 comparison between IncL and batch-based learner 

the former prevailed, sm metric was ranked as the best metric in 13 out of 18 cases, 

UncS strategy outperformed random sampling in 33 out of 54 cases, while the Super-

vised approaches were also outreached 22 times, regarding the incremental scenario.  

Keeping in mind that the proposed algorithms consume less computational resources, 

it seems that this kind of combination leads to more remarkable ML tools, regarding 

both the aspects of accuracy and time efficacy.  
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Table 3. Classification accuracy of Incremental and Batch-mode algorithms for 10-CV. 

 R = 5% R = 25% 
Super 

 lc ent sm random lc ent sm random 

SGDinc(mhuber,l1) 71.36 72.98 73.95 73.82 79.42 78.71 79.32 78.10 77.89 

SGDbatch(mhuber,l1) 66.90 67.41 68.87 67.49 74.26 73.33 72.36 73.44 72.12 

SGDinc(mhuber,l2) 70.91 72.07 73.24 72.85 77.59 77.91 78.76 76.22 75.23 

SGDbatch(mhuber,l2) 65.58 66.55 68.23 66.22 71.78 71.56 73.24 72.61 71.33 

SGDinc(mhuber,elnet) 70.66 72.87 74.12 73.69 77.42 77.93 78.28 77.41 75.64 

SGDbatch(mhuber,elnet) 66.81 66.88 66.99 67.05 72.13 72.10 72.01 73.84 70.82 

SGDinc(log,l1) 72.47 74.02 74.62 74.91 78.14 79.56 79.88 80.24 77.34 

SGDbatch(log,l1) 67.37 68.69 68.37 67.08 73.55 73.80 73.11 72.78 72.02 

SGDinc(log,l2) 71.81 72.93 74.35 73.88 77.71 77.82 78.52 77.30 75.29 

SGDbatch(log,l2) 67.45 66.15 66.09 67.00 72.41 71.92 72.64 72.56 71.96 

SGDinc(log,elnet) 72.01 73.21 74.97 73.21 78.24 78.61 77.86 78.02 75.09 

SGDbatch(log,elnet) 67.49 67.57 67.38 66.89 72.44 72.21 73.29 73.43 71.89 

 

The statistical verification of the produced results is visualized through CD dia-

grams. According to this method, appropriate rankings are provided to a post-hoc test, 

in our case the Bonferroni-Dunn, computed by Friedman statistical test, and corre-

sponding critical differences are computed for significance level equal to 0.05 [34]. 

Every algorithm that is connected via a horizontal line to another one, depicts that their 

learning behavior did not present significant difference. 

For obtaining a more explanatory view of these comparisons, a series of violin plots 

has been selected to highlight the differences of the IncL and batch-mode algorithms. 

Through this tactic, the distribution of the scored classification accuracies is visualized, 

along with the average and the quartile values. In figure 3, the corresponding algorithms 

that use ‘elnet’ regularization term are presented. The complete results are provided in 

https://github.com/terry07/ke80537. 

 

Fig. 2. A CD diagram for mhuber-based learners and ‘elnet’ as regularization term for R = 25%. 

5 Conclusions and future work 

This work constitutes a primal product of our research in involving IncL under SSL 

schemes so as to compensate the iterative character of the latter, by exploiting the ben-

eficial refinement assets of the former, regarding the base learner. Our results over a 

wide range of binary datasets prove the remarkable classification accuracy that was 

achieved in case of AL concept, based on 3 amounts of labeled examples and relying 

on an ideal human oracle for annotation stage. The common factor over all these exper-

iments was the use of SGD method that injects its incremental property over the linear 

learners that are applied. Three different regularization terms were also used, creating  

https://github.com/terry07/ke80537
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Fig. 2. A violin plot of log-based learners and ‘elnet’ as regularization term for R = 5%. 

a series of SGD-based learners, whose learning behavior outperformed the baseline of 

Random Sampling strategy and the corresponding conventional batch-based methods, 

in the majority of the examined cases, while their performance, mainly under the Small-

est Margin metric into Uncs strategy, was similar enough with their supervised rival.  

The next steps are oriented towards both the examination of multiclass datasets and 

binary datasets that come from more specific tasks, like intrusion detections that suffers 

from distribution drifting [35] or text classification [36]. Furthermore, a larger variety 

of AL query strategies could be applied, exploiting either more sophisticated ML tech-

niques [37] or margin-based queries that perform robustness over noisy input data [38]. 

Moreover, the scheme of ALBL (Active Learning By Learning) [39] could be a really 

promising solution, where a number of AL strategies are evaluated through a meta-

learning stage. Finally, combination of SSL and AL strategies seems a powerful com-

bination [40], reducing heavily human effort, since only a small number of iterations 

could be selected to ask feedback, while the incremental asset could be retained.  
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