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Abstract. Stuttering is a widespread speech disorder involving about
the 5% of the population and the 2.5% of children under the age of 5.
Much work in literature studies causes, mechanisms and epidemiology
and much work is devoted to illustrate treatments, prognosis and how to
diagnose stutter. Relevantly, a stuttering evaluation requires the skills of
a multi-dimensional team. An expert speech-language therapist conduct
a precise evaluation with a series of tests, observations, and interviews.
During an evaluation, a speech language therapist perceive, record and
transcribe the number and types of speech dis�uencies that a person pro-
duces in di�erent situations. Stuttering is very variable in the number
of repeated syllables/words and in the secondary aspects that alter the
clinical picture. This work wants to help in the di�cult task of evaluating
the stuttering and recognize the occurrencies of dis�uency episodes like
repetitions and prolongations of sounds, syllables, words or phrases silent
pauses, hesitations or blocks before speech. In particular, we propose a
deep-learning based approach able at automatically detecting di�uent
production point in the speech helping in early classi�cation of the prob-
lems providing the number of dis�uencies and time intervals where the
dis�uencies occur. A deep learner is built to preliminarly valuate au-
dio fragments. However, the scenario at hand contains some peculiarities
making the detection challenging. Indeed, (i) fragments too short lead
to une�ective classi�cation since a too short audio fragment is not able
to capture the stuttering episode; and (ii) fragments too long lead to
une�ective classi�cation since stuttering episode can have a very small
duration and, then, the much �uent speaking contained in the fragment
masks the dis�uence. So, we design an ad-hoc segment classi�er that,
exploiting the output of a deep learner working with non too short frag-
ments, classi�es each small segment composing an audio fragment by
estimating the probability of containing a dis�uence.

Keywords: Deep learning · audio classi�cation · stuttering.

1 Introduction

Stuttering is a communication disorder where the smooth �ow of speech is dis-
rupted. It begins during childhood and, in some cases, lasts throughout life. This
dys�uency may interfere with the ability to be clear and understood. The e�ort
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to learn to speak and the normal stress of the evolutionary growth can trigger
in the child language manifestations characterized by brief repetitions, hesita-
tions and prolongations of sounds that characterize both the early stuttering and
the normal dis�uency. About 5% of the child population experience a period of
stuttering that lasts 6 months or more. A lot of Children of those who start stut-
tering will have a remission of the disorder in late childhood. Most of the risk
for stuttering onset is over by age 5, earlier than has been previously thought,
with a male-to-female ratio near onset smaller than what has been thought [10].

There is strong clinical evidence that more of 60% of the treated stuttering
children have a stuttering relative in the family. Children who start stuttering
before 42 months have a greater chance of overcoming and solving the problem.
Physiological and normal developmental dis�uencies are di�cult to di�erenti-
ate from the �rst signs of e�ective stuttering. But if the subject stutters for
more than 6 months, it is di�cult to solve the problem spontaneously. Signs
of chronicity in older children (e.g., 6- or 7-year-olds) who had stuttered for
two years may not be quite the same as those in 2- to 4-year-olds who have
short stuttering histories [11]. It is important to remember that stuttering is not
caused by nervousness nor is it related to personality or intellectual capabilities.
Despite not demonstrating more severe stuttering, socially anxious adults who
stutter demonstrate more psychological di�culties and have a more negative
view of their speech [4]. Parents have not done anything that may have caused
their son's stuttering even if they feel responsible in some way! Exist also an
idiopathic stuttering that is caused by a possible de�ciency in motor inhibition
in children who stutter [6].

Stuttering is characterized by an abnormally high number of dis�uencies,
abnormally long dis�uencies, and physical tension that is often evident during
speech [8]. Some signs of stuttering are [9]:

� repetitions of whole words (e.g., �We, we, we went�)
� repetitions of parts of words (e.g., �Be-be-because�)
� prolongation or stretching of sounds (e.g., �Ssssssee�)
� silent blocks (getting stuck on a word or tense hesitations)

The child with severe stuttering often shows physical symptoms of stress,
especially the increase in muscle tension, and tries to hide his stuttering and
avoids speaking and exposing himself to linguistic situations. Although severe
stuttering is more common in older children, it may, nevertheless, start at any
age, between 1.5 years and 7 years. This person can exhibit behaviors associated
with stuttering: blinking, looking away, or muscle tension in the buccal or other
parts of the face. Moreover, part of the tension and of the impact can be perceived
in a strong increase of the vocal tone or of the intonation (increase of the vocal
frequency) during the repetitions or during the extensions. The subject with
severe stuttering can resort to extraverbal sounds, interjections, such as �um, uh,
well. . . � at the beginning of a word in which he expects to stutter. Especially
moderate to severe stuttering had a negative impact on overall quality of life [5].

This work aims at contributing in stuttering recognition by helping thera-
pists and patients in detecting episodes of dis�uency. Technically speaking, we
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propose a system that fed with an input audio outputs the time interval related
to stuttering phenomena. The system consists in several phases, the two main
ones are devoted to classify.

The rest of the paper is organized as follows. Section 2 presents the basic
notions exploited in this work; Section 3 introduces the architecture of our tech-
nique; Section 4 details the proposed technique and the main phases it requires;
Section 5 describes the experimental campaign we perform to validate our tech-
nique; Section 6 draws the conclusions.

2 Preliminaries

In this section we report some preliminary notions. The input audio �le is quite
clean since we assume that the therapist acquire the registration of the patient
in a safe environment. From the input wav �le we obtain feature vectors by
considering spectrograms [3] and Mel frequency cepstral coe�cients [1].

3 The proposed Architecture

The proposed architecture consists in several phases. For the sake of clarity, we
introduce them next to provide a general overview. Each phase is detailed in the
following section. The main �ow is reported in Figure 1.
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Fig. 1: Methodology Flow

CLEANING PHASE. This phase consists in cleaning the input audio �le. Even
if, as before stated, we assume that the input audio �le is quite clean, without
background sounds that could compromise quality, this phase is needed to clean
the input audio �le from intervals during which the patient does not speak. Also,
during this phase the input �le is normalized in terms of volume, and sampling
frequency. See Section 4.1 for details.

AUDIO FRAGMENTATION PHASE. This phase consists in splitting the input
�le in fragments having length flen and overlapped of ε seconds as detailed in
Section 4.2.

FEATURE EXTRACTION PHASE. This phase consists in extracting features
from raw audio fragments and represent a critical part of the architecture. Each
fragment is transformed in a numeric vector as detailed in Section 4.3.
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FRAGMENT CLASSIFICATION PHASE. This phase represents, with the suc-
ceeding classi�cation phase, the core of our architecture. Here, a trained deep
learner assigns each fragments to the class of �uent or dis�uent with a certain
probability. Details on this are reported in Section 4.4.

SEGMENT CLASSIFICATION PHASE. This phase is, with the previous learn-
ing phase, the core of the architecture. Here, a probabilistic model allows the
classi�cation of each segment composing a fragment, exploiting the overlapping
of the fragments and taking as input the probabilities of belonging to the �u-

ent or dis�uent class computed by the previous phase. Details are provided in
Section 4.5.

4 Detection Technique

In this Section we describe the proposed technique providing details about all
the phases above introduced.

4.1 Noise Removal

The input audio �le is assumed to be clean from background sounds that could
compromise audio quality. However, there can be several time intervals during
which the patient does not speak. These intervals cannot be completely removed
since, in many cases, the silence is symptomatic of a dis�uence. Thus, in this
phase the system recognizes these intervals and reduces each of them so that
its duration is large enough to guarantee that at least one fragment captures
the segment just before the noise interval and the segment just after the noise
interval. Note that, this operation is performed also for the audio �les employed
to train the system. To perform this operation, we trained a learner able to
discriminate between spoken and no-spoken fragments. This learner is simple
and highly accurated since the classes are well-separated.

4.2 Audio File Preparation

With the aim of obtaining classi�able fragments of the input audio �le we re-
cover to a �xed-size sliding window approach. Indeed, in order for the learner to
correctly work, fragments cannot be too long, otherwise stuttering phenomena
would be obfuscated by �uent speech, and cannot be too short since we need
fragments of at least some seconds, how can be intuitively understood. Indeed,
also a human, to recognize a stuttered phoneme, needs to hear at least for the
interval covering the stuttering phenomenon that has a great variability but is,
in general, wider than the duration of a segment. On the other hand, if there
were not overlapping, the stuttering phenomenon could be split in two adjacent
intervals and, then, not recognized. In other words, we need that at least one
fragment contains all the stuttering phenomenon if this is shorter than the dura-
tion of a fragment, that a fragment and its adjacent ones cover all the stuttering
phenomenon otherwise.
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Let S be the input audio stream and let d be its duration in seconds. Choosen
a fragment length in seconds, denoted as flen, and an overlap size in seconds,
denoted as ε, and letting

n =
flen
ε

be the number of segments per fragment,

ns =
d

ε
be the total number of segments,

nf = ns − (n− 1) be the total number of fragments,

then, S is sectioned in nf fragments of equal size flen and overlapped of ε seconds.
Each fragment is composed by n segments and, thus, S can be considered as
partitioned in ns segments and each segment, due to the overlap, belongs to n
distinct fragments as illustrated in Figure 2.

S s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14 s15 · · · sns

| d |
| flen |

ε ε ε ε ε
f1 s1 s2 s3 s4 s5
f2 s2 s3 s4 s5 s6
f3 s3 s4 s5 s6 s7
f4 s4 s5 s6 s7 s8
f5 s5 s6 s7 s8 s9
f6 s6 s7 s8 s9 s10
f7 s7 s8 s9 s10 s11
f8 s8 s9 s10 s11 s12
f9 s9 s10 s11 s12 s13
f10 s10 s11 s12 s13 s14
f11 s11 s12 s13 s14 s15
.
.
. · · ·

fnf
· · ·

Fig. 2: Example of Audio Fragmentation with n = 5.

4.3 Feature Extraction

From each audio fragment, we need to build a numeric vector representing audio
features. In particular, we compute spectrograms [3] and Mel frequency cepstral
coe�cients [1].

4.4 Fragment Classi�cation

As for the fragments classi�cation, we adopt a deep-learning based classi�er.
The learning phase through a deep learner provides the fragment fi, i ∈

[0 . . . nf ] (see Figure 2) with a classi�cation πℓ
i stating for the probability that

the fragment fi belongs to the class labeled ℓ, with ℓ ∈ {�uent, dis�uent}.
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4.5 Segment Classi�cation

The classi�cation described in the previous section provides for each fragment
fi, i ∈ [0 . . . nf ] the probability πℓ

i to belong to a certain class labeled ℓ. Never-
theless, each segment si, i ∈ [0 . . . ns] (see Figure 2) has to be classi�ed in order
to detect the time intervals of �uent speaking and the time intervals of dis�uent
speaking.

Consider, for example, the scenario where each fragment consists in 5 seg-
ments and a time interval I with a c2 voice has a duration of 3 segments. There
are, then, 7 overlapped fragments covering I as illustrated in Figure 3.

| class c1 || class c2 || class c1 |
S s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14 · · ·

| I |
f1 s1 s2 s3 s4 s5

f2 s2 s3 s4 s5 s6

f3 s3 s4 s5 s6 s7

f4 s4 s5 s6 s7 s8
f5 s5 s6 s7 s8 s9
f6 s6 s7 s8 s9 s10
f7 s7 s8 s9 s10 s11
f8 s8 s9 s10 s11 s12

Fig. 3: Example of challenging segment classi�cation.

Obviously, no fragment fi has a probability πc2
i close to 1 since no fragment

fully contains a female voice and the aim of the segment classi�cation phase is
to correctly individuate the 3 segments where the class label changes.

Let fi with i ∈
[
1 . . .

(
d−flen

ε + 1
)]

denote the fragment starting from the

segment si, then si belongs to the set of fragments

{fmax(1,i−n+1), . . . , fi},

which are employed to evaluate the trend of classi�cation when si appears, and
does not belong to the succeeding set of fragments

{fmin(i+1,ns), . . . , fmin(i+n−1,ns)},

containing some segments of fragment fi. Thus, these fragments share with fi
some segments excepting si and are, roughly speaking, employed to evaluate the
trend of classi�cation when si disappears.

As described in Section 4.4, the learning phase through a deep learner pro-
vides the fragment fi with a classi�cation πℓ

i stating for the probability that the
fragment fi belongs to the class labeled ℓ.

In order to exploit the overlap to improve segment classi�cation, we aim at
evaluating the contribution that the i-th segment gives to the classi�cation.



Learning and Detecting Stuttering Disorders 7

Case 1: valuating the e�ect of the i-th segment when it appears. The segment si
�rstly appears as n-th segment of the fragment fi−n+1. Then, consider fragment
fi−n as referring fragment (si has not yet been seen) and let

φℓ
i(j) =

πℓ
i−n+j

πℓ
i−n

, ∀j ∈ [1, n′), for each label ℓ

with n′ ≤ n is a parameter representing how many contributions are to be taken
into account. In this case, we denote πℓ

ref = πℓ
i−n and πℓ

curr = πℓ
i−n+j .

Case 2: valuating the e�ect of the i-th segment when it disappears. The segment
si �rstly disappears for the fragment fi+1. Then, consider fragment fi+j as
referring fragment (si is not seen) and let

φℓ
i(j) =

πℓ
i

πℓ
i+j

, ∀j ∈ [1, n′), ∀k ∈ {0, 1}

with n′ ≤ n is a parameter representing how many contributions are to be taken
into account. In this case, we denote πℓ

curr = πℓ
i and πℓ

ref = πℓ
i+j .

We, �rstly, compute the probability to observe a ratio smaller than φℓ
i(j)

F (φℓ
i(j), λ) = 1− e−λ·φℓ

i(j), with λ =
ε · j
flen

.

We use an exponential distribution since when fi belongs to a class labeled ℓ,
πℓ
i is high, then we want to capture that the ratio is lowered with high probability

and further raised with low probability. Also, the dependence of λ from j allows
us to alleviate the exponential trend. The idea is that the more j is high, the
more the change in the ratio can be high. In other words, it is quite improbable
that a single segment can drastically change the ratio. Whereas, when j is high,
more segments are taken into accounts and then the change can be high.

How much this value exceeds the no-change case, namely φk
i (j) = 1, is em-

ployed as weight for πℓ
curr

gℓi (j) =
F
(
φℓ
i(j), λ

)
F (1, λ)

· πℓ
curr.

In order to normalize this value in a vote ranging from 0 to 1, we apply an
exponential kernel function to it:

hℓ
i(j) = 1− e−λ·gℓ

i (j), with λ = − log(1− πℓ
curr)

πℓ
curr

so that, if φℓ
i(j) = 1 then hℓ

i(j) coincides with πℓ
curr.To combine votes hj

i , we
compute the weighted arithmetic mean, where the weights are related to the
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probability that observing πℓ
curr given πℓ

ref is due to chance. This probability
follows a gamma distribution with parameters k and θ and

fΓ (x) =
1

Γ (k) · θk
· xk−1 · e− x

θ , FΓ (x) =
1

Γ (k)
· γ
(
k,

x

θ

)
are, respectively, the probability density function and the cumulative density
function. Since the Gamma distribution is asymmetric and since both πℓ

ref ∈ [0, 1]

and πℓ
curr ∈ [0, 1], in comparing πℓ

curr and πℓ
ref we adopt the following strategy:

if πℓ
ref is smaller than 0.5 then we compute the probability of observing a value

more extreme than πℓ
curr given πℓ

ref, otherwise, if π
ℓ
ref is greater than 0.5 then

we compute the probability of observing a value more extreme than (1− πℓ
curr)

given (1− πℓ
ref).

To compute FΓ , we valuate k and θ by �xing the value x (say t this value)
maximizing the gamma probability density function and the value x such that
the probability of observing x is equal to the probability of observing a value
distant 4 standard deviations from the mean. In particular, we determine k and
θ with the following constraints: (i) the maximum is when πℓ

curr = πℓ
ref, then

t = πℓ
ref; and (ii), due to the fact that πℓ

curr is at most 1, we want that 1 is at
4 standard deviations from the mean. The following theorem accounts for the
computation of these parameters.

Theorem 1 (Parameters k and θ of FΓ ). The value of parameters θ and

k of FΓ such that the maximum is in a generic point t < 1 and that 1 is at 4
standard deviation from the mean are

k =

(
2 +

√
4 + w · (w − 1)

w − 1

)2

with w = −W−1

(
−1

t
· e 1

t

)
(1)

where W is the Lambert function and

θ =
t

k − 1
. (2)

Proof. The �rst constraint can be imposed by computing the �rst derivative of
f̂(x) and evaluating it in t.

∂ f̂

∂ x
=

1

Γ (k) · θk
· (k − 1) · xk−2 · e− x

θ +
1

Γ (k) · θk
· xk−1 · −1

θ
· e− x

θ

which is equal to 0 in t when

∂ f̂

∂ x

∣∣∣∣∣
t

= 0 ⇒

1

Γ (k) · θk
· (k − 1) · tk−2 · e− t

θ +
1

Γ (k) · θk
· tk−1 · −1

θ
· e− t

θ = 0 ⇒

(k − 1)− t

θ
⇒ θ =

t

k − 1
.
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As for parameter k, since the mean is kθ and the standard deviation is θ
√
k we

have to solve the following equation:

f̂(1) = f̂
(
kθ + 4θ

√
k
)

and, thus,

1

Γ (k) · θk
· e− 1

θ =
1

Γ (k) · θk
· (kθ + 4θ

√
k)k−1 · e−

kθ+4θ
√

k
θ ⇒

e−
1
θ = (kθ + 4θ

√
k)k−1 · e−

kθ+4θ
√

k
θ ⇒

− 1

θ
= (k − 1) log (kθ + 4θ

√
k)− kθ + 4θ

√
k

θ
⇒

− 1 = θ(k − 1) log (kθ + 4θ
√
k)− (kθ + 4θ

√
k).

By substituting Equation (2) we obtain

−1 = t log
kt+ 4t

√
k

(k − 1)
− kt+ 4t

√
k

k − 1

by setting

w =
k + 4

√
k

k − 1
(3)

we obtain
wt− 1

t
= logwt ⇒ ew− 1

t = wt

which can be solved by exploiting the Lambert function W , thus obtaining

w = −W−1

(
1

t
· e− 1

t

)
.

From Equation (3), we have

k =

(
2 +

√
4 + w · (w − 1)

w − 1

)2

and, then, the theorem is proved.

Once FΓ is fully determined, the weight of each vote hj
i is

νℓi (j) =

{
1− F̂

(
hℓ
i(j)

)
if πℓ

curr <= πℓ
ref

F̂
(
hℓ
i(j)

)
otherwise

(4)

and, then, we estimate the probability of each segment to belong to a class
through the following equation:

pℓi =

∑
j ν

ℓ
i (j) · hℓ

i(j)∑
j ν

ℓ
i (j)

. (5)
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5 Experiments

In this section we present test conducted to prove the e�ectiveness of our method.
In particular, in order to validate the accuracy of the technique, we perform two
families of experiments aimed at proving (i) the e�ectiveness of the segment clas-
si�cation phase in correctly detect time intervals where the class label changes
and (ii) the e�ectiveness of the method in detecting stuttering phenomena.

Segment classi�cation accuracy. First, we aim at proving that the segment
classi�cation phase is e�ective in distinguishing between classes. Speci�cally, we
want to show how the length of the fragment and the length of the overlap are
involved in classi�cation performances and how the segment classi�cation phase
is able to correctly assign time intervals to class labels. In this scenario, we are
not interested in the ability of the classi�cation phase of correctly classifying a
fragment fully belonging to a class while we are focused on the single segment
classi�cation. So we consider two well-separated classes, male voice and female

voice. We built a synthetic test stream by randomly mix pieces of sentences
pronounced by males or females and evaluate the capability of the method of
correctly classifying single segments.
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accuracy ε = 0.1 ε = 0.2 ε = 0.5

flen = 1 0.98824 0.98612 0.98116

flen = 1.5 0.96199 0.96195 0.96194

time ε = 0.1 ε = 0.2 ε = 0.5

flen = 1 0.8 0.4 0.2

flen = 1.5 0.5 0.3 0.2

(c)

Fig. 4: Accuracy of the technique

In particular, for each combination, we considered 50 random male voice
audio �les of 5 seconds. For each of them, say fm, we randomly select a female
voice audio �le ff , we randomly picked a fragment from ff having random
duration d ∈ [0.5, 2] seconds, we randomly chose a starting point x in fm and
substituted d seconds of fm starting from x with the fragment extracted from ff .
Figures 4 report the receiver operating characteristic (ROC) curves [7] for the
case ε = 0.2, obtained by cumulatively considering all actual labels and all the
scores assigned to each segment by the proposed technique. Conversely, Tables
4c report the mean area under the ROC curve (AUC) [7] (on the left) and the
execution time (on the right) for each combination.
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The accuracy of the proposed technique is very high. As expected, the shorter
is the overlap the higher is the accuracy but, also, the higher is the execution
time. In particular, the execution time is inversely proportional to the overlap
since halving the overlap implies doubling the number of fragments to be ana-
lyzed. Also, note that shorter fragments performs better.

Figure 5 report the results associated with the test of robustness to the
noise. In particular, for each combination of those previously depicted, we add
to the input �le white noise and pink noise. Tables on the right report the
AUC associated with white and pink noise. The results are encouraging since
they show a good robustness to the noise of our technique. We do not report
execution time since they are almost the same as the previous case.
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(a) Audio a�ected by white noise

0  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  

False Positive Rate

0  

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1  

T
ru

e
 P

o
s
it
iv

e
 R

a
te

ROC

(b) Audio a�ected by pink noise

white ε = 0.1 ε = 0.2 ε = 0.5

flen = 1 0.98392 0.97489 0.97509

flen = 1.5 0.97350 0.96457 0.96477

pink ε = 0.1 ε = 0.2 ε = 0.5

flen = 1 0.98513 0.97944 0.97835

flen = 1.5 0.97604 0.97160 0.97052

(c)

Fig. 5: Robustness of the technique

Stuttering episode detection. In this Section we discuss the e�ectiveness of
the technique as far as the capability of recognizing dis�uencies is concerned. In
order to train the network we exploit the publicly available set of recordings of
stuttering speakers, aged from 5 years to 47 years, reported in [2]. The dataset
consists in 152 audio �les in wav format with a length ranging from ≈ 65 sec to ≈
1028 sec with a mean length of≈ 166 sec. Domain experts prepare the datasets by
listening and manually selecting time intervals where stuttering episodes occur.
Results are accounted for in Figure 6.

6 Conclusions

The paper presents a technique to detect stuttering phenomena in audio �les.
The method employs a deep learning based classi�er together with an ad-hoc
segment classi�er managing the output of the former classi�er. The technique
is able to e�ectively individuate stuttering episodes also having short duration
and the experiments con�rm that the approach is promising.
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Fig. 6: E�ectiveness of the technique
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