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Abstract. In a number of recent studies the Scaled Exponential Lin-
ear Unit (SELU) activation function has been shown to automatically
regularize network parameters and to make learning robust due to its self-
normalizing properties. In this paper we explore the utilization of SELU
in training different neural network architectures for recommender sys-
tems and validate that it indeed outperforms other activation functions
for these types of problems. More interestingly however, we show that
SELU also exhibits performance invariance with regards to the selection
of the optimization algorithm and its corresponding hyperparameters.
This is clearly demonstrated by a number of experiments which involve
a number of activation functions and optimization algorithms for training
different neural network architectures on standard recommender systems
benchmark datasets.

Keywords: Recommender Systems ·Neural Networks · Activation Func-
tions

1 Introduction

The literature review of studies on recommender systems [9, 24, 17], quickly
makes apparent that latent factor models are among the ones most suited to
the problem. The most successful realizations of latent factor models are based
on matrix factorization. In its basic form, matrix factorization for recommender
systems describes both users and items by vectors of (latent) factors which are
inferred from the user-by-item rating matrix. High correlation between user and
item factors leads to a recommendation of an item to a particular user [10].

The matrix factorization model can be considered as learning within a multi-
layer feedforward network framework where all neurons have identity activation
functions, and which consists of U inputs, K hidden nodes and I outputs, corre-
sponding to the U users and I items of the recommendation problem [22]. User
features Uuk can be considered as the weights between the uth input and the
kth hidden neuron, and item features Iki as the weights between the kth hidden
neuron and the ith output neuron. For the (u, j)th rating, in order to obtain
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output activations we can set the input xu to 1 and all other xv 6=u = 0. In this
case the network can be trained with Stochastic Gradient Descent (SGD) with
regularization. In the testing phase, we set the input as in the training phase,
and the network’s outputs yi (i = 1 · · · I) predict the active user’s rating on the
ith item.

In recent years other neural network architectures have been proposed for
recommender systems, e.g. Restricted Boltzmann Machines (RBMs) [19], Deep
AutoEncoders [12], and Variational AutoEncoders (VAE) [14]. In this work we
explore the utilization of Feedforward Neural Network architectures (FNNs), and
in particular architectures which take as input trainable embeddings of users
and items, and propagate their contribution to subsequent layers. As is typical
in FNN training, non-linear activation functions such as sigmoid or tanh are
utilized for calculating the activations of the nodes. However recently a new ac-
tivation function has been proposed, namely the Scaled Exponential Linear Unit
(SELU) [8]. The use of the SELU activation function helps to regularize network
parameters and makes learning robust due to its self-normalizing properties.
SELU has been demonstrated to outperform other activation functions when
utilized in deep FNN architectures in a number of standard machine learning
benchmark problems such as MNIST [13] and CIFAR [11].

SELU is a variant of the Rectified Linear Unit (ReLU) activation function
[16] whose derivative is constant for all positive input values. Due to the nature
of the recommendation problem where the predicted values should lie within a
positive range (typically in a scale between 1 and 5 “stars”), this means that
positive values will remain positive during the learning process, thus reinforcing
high correlations between user and item factors in suitable FNN architectures.
Adding this observation to the beneficial self-normalizing properties that SELU
exhibits, we expect its utilization in training FNN recommender systems to ex-
hibit interesting characteristics. To the best of our knowledge, in the context of
recommender systems, SELU has only been utilized in deep autoencoder net-
works [12].

In this paper we explore the utilization of SELU in training various FNN
architectures for training recommender systems and demonstrate that it not
only outperforms other activation functions as is already known from the litera-
ture, but that it also exhibits interesting invariance with regards to the selection
of the optimization algorithm and its corresponding hyperparameters. We have
performed a number of experiments with various optimization algorithms for
training different FNN architectures on standard recommender systems bench-
mark datasets, which clearly demonstrate this invariance property.

2 Activation Functions

2.1 ReLU

FNN training with non-linear activation functions such as sigmoid or tanh suffer
by the vanishing gradient problem towards the lower (input) layers [1]. Therefore
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the FNNs that perform well are usually shallow. A common way to tackle the
vanishing gradient problem is the utilization of the ReLU activation function
[16] which prevents gradients from saturating since its gradient has a constant
value. The ReLU activation function is given by:

f(x) = max(0, x) (1)

Thus ReLU is linear (identity) for all positive values and returns zero if it
receives any negative input hence the mean activation of the nodes is greater
than zero. In essence these units act as bias for units in the next layer causing a
bias shift which hinders learning.

2.2 ELU

In contrast to ReLU, the Exponential Linear Unit (ELU) activation function
has negative values which bring mean unit activations centered around zero.
Zero means can accelerate learning because they bring the gradient closer to the
unit natural gradient [2]. The ELU activation function is given by the following
formula:

f(x) =

{

x, if x > 0

αex − α, if x ≤ 0
(2)

ELU is comprised of two parts: the positive part of the function is the identity
and the negative part exponentially skews the negative values. The hyperparam-
eter α controls the convergence rate when the network inputs tend to be negative
infinite.

2.3 SELU

During training, the distribution of the network activations changes at every
training step which may slow down training. This is known as the internal co-
variate shift problem [20] which renders training neural networks hard since it
demands smaller learning rates and careful parameter initialization. One way to
address this problem is by using Batch Normalization (BN) [5] which normalizes
the layer inputs in order to follow the standard normal distribution with zero
mean and unit variance. SELU [8] deals with the covariant shift problem and
has additional advantages over BN since it comes with lower computational com-
plexity and has self-normalizing properties, in the sense that node activations
remain centered around zero and have unitary variance. Due to its properties,
SELU makes learning highly robust and allows to train networks that have many
layers. SELU is defined as:

selu(x) = λ

{

x, if x > 0

αex − α, if x ≤ 0
(3)
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For standard scaled inputs (zero mean and standard deviation one) the values
of the parameters α and λ are α ≈ 1.6732 and λ ≈ 1.0507 [8]. The initial weights
of nodes with the SELU activation function should be drawn from a normal
distribution with zero mean and variance equal to 1/n where n is the size of the
input. In addition, in [8] a new dropout technique [21] is proposed, called Alpha
Dropout. The proposed dropout technique randomly sets inputs to −λα which
is the point that the network inputs tend to be negative infinite. Then in order
to ensure the self-normalizing property, an affine transformation is applied to
the inputs using parameters that are relative to the dropout rate, targeted mean
and variance. The proposed Alpha Dropout rates are 0.05 or 0.1.

3 Neural Network Architectures

3.1 Single Layer Feedforward Neural Network

(a) Single Layer FNN (b) Single Layer FNN with Global Mean

Fig. 1

Neural Network embeddings have been proven to be very powerful both for
modeling language and for representing categorical variables. For example, the
Word2Vec word embeddings [15] map a word to a vector based on training a neu-
ral network on large corpora. These embeddings can be used in any supervised
model because they are just numerical representations of categorical variables.
In the context of recommender systems, we can utilize the concatenation of two
embedding layers [3] as input to an FNN architecture. The first embedding layer
corresponds to the encoding of all users whereas the second embedding layer
encodes all items. In all our experiments presented in section 4 we have utilized
embeddings layers of dimensionality 100. In addition the dot product of the em-
beddings of each user/item pair in the training set can be added as an extra
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input node to the network in order to reinforce positive correlations between
user and item latent factors (embeddings) as shown in Figure 1(a). The network
has only a single output node with a bias weight. Network regularization is im-
plemented by the utilization of a dropout layer. The output of the dropout layer
is then added to (trainable) user and item biases as it is customary practice in
recommendendation models to account for the variations between the ratings
that each user provides and conversely for the variations between the ratings
that each item receives [9].

3.2 Single Layer Feedforward Neural Network with Global Mean

This network architecture is shown in Figure 1(b) and is a variation of the FNN
shown in Figure 1(a). The variation consists of the addition of the global mean of
the ratings in the training set to the dot product of the user and item embeddings.
The inclusion of the global mean has been proved to have a beneficial effect to
the training of many recommendation models as it maintains the output of the
prediction centered around this value. This results in smaller gradients of the
loss function which helps to prevent oscillations and accelerates learning [24].

3.3 Double Layer Feedforward Neural Network

A double layer FNN with a single hidden layer can be utilized for the recommen-
dation problem in order to encapture higher order dependencies. This network
architecture is shown in Figure 2. The input consists of the concatenation of the
user and item embeddings which are fed to a hidden layer. In all our experiments
we set the hidden layer size to 128 nodes. Each node also has a bias weight. A
dropout layer is then added for regularization and the output of that layer is
then added to the trainable user and item biases as in the case of the single layer
FNN architecture.

Fig. 2: Double Layer Feedforward Neural Network
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4 Experimental Results

In this section, we evaluate the performance of ReLU, ELU and SELU for the
three different neural network architectures mentioned in section 3. For the eval-
uation we utilized the Movielens-100K and Movielens-1M benchmark datasets
[4]. For each dataset we performed k-fold cross validation (with k = 5) and split
the data using stratified sampling per user, so that 80% of the ratings of each
user were used for training and the remaining 20% of each user’s ratings were
used for validation. We report the average Mean Absolute Error (MAE) on the
validation sets over the k folds, as given by the following formula:

MAE =
1

k

k
∑

j=1

√

√

√

√

1

|(Rtr)j |

∑

Rui∈(Rtr)j

∣

∣

∣
(Rui − R̂ui)

∣

∣

∣
(4)

where k is the nuber of folds, |(Rtr)j | is the size of each validation set (Rtr)j ,

and Rui, R̂ui are the actual and predicted ratings of user u on item i respec-
tively. Three optimization algorithms were employed on the experiments, namely
Stochastic Gradient Descent (SGD) [6], Adam [7] and RMSprop [23]. For each
algorithm a grid search was performed, the parameters of which are shown in
Table 1. The grid search was complemented by employing each activation func-
tion with various dropout rates as shown in Table 2. For each trial, the initial
weights of all network architectures were drawn from the normal distribution
with zero mean and standard deviation of 0.1, starting from the same random
seed in order to obtain fair comparisons. For the SELU trials the weights of
the network were initialized from the normal distribution with zero mean and
variance equal to 1/n where n is the size of input according to its specifications
guidelines [8].

All the experiments were implemented within the Tensorflow framework [18]
and we have made all the codes publicly available on a Github repository1.

Table 1: Algorithm parameters

Learning Rates Momentum

SGD 0.01, 0.02 0, 0.2, 0.5
Adam 0.0005, 0.0007, 0.001, 0.002, 0.003 -

RMSprop 0.0005, 0.0007, 0.001, 0.002, 0.003 -

Table 2: Dropout rates

Dropout Alpha Dropout

ReLU 0, 0.2, 0.5 -
ELU 0, 0.2, 0.5 -
SELU - 0, 0.05, 0.1

Experimental results on the Movielens-100K dataset: Figure 3a shows the ex-
perimental results for the Single Layer Feedforward Neural Network architecture
described in section 3.1. For each activation function we report the average val-
idation MAE over the 5-folds versus various combinations of hyperparameter
choices, grouped by optimization algorithm. We can see that the MAE values
achieved by ReLU and ELU are quite similar and, regardless of the choice of
optimization algorithm and its hyperparameters, result to oscillations. These os-
cillations are mainly attributed to the choice of the dropout rate, where for a

1 https://github.com/flo3003/recsys_fnn.git
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(a) Single Layer Feedforward Neural Network

(b) Single Layer Feedforward Neural Networkwith Global Mean

(c) Double Layer Feedforward Neural Network

Fig. 3: Experimental results on the Movielens-100K dataset for the three different
neural network architectures: each subfigure shows the average validation MAE
over the 5-folds versus various combinations of hyperparameters grouped by
optimization algorithm (SELU is depicted with a green solid line, ELU with a
blue dashed line, and ReLU with a red dotted line).

fixed parameter choice of e.g. learning rate, the error increases as the dropout
rate increases. On the contrary SELU’s MAE results are contained within a
smaller range and consistently outperform those of both ReLU and ELU, re-
gardless of the changes to either the optimization algorithm and/or its hyperpa-
rameters. The fact that SELU achieves consistently better results in the Single
Layer Feedforward Neural Network architecture, is also depicted in the first
row of Table 3 where the average MAE for the SELU is reported as 0.7627
whereas the average MAE for ReLU and ELU is reported as 0.8299 and 0.8309
respectively. The invariance property of SELU can also be demonstrated by the
variance in MAE shown in the same Table. SELU’s MAE variance (4.81e-04) is
practically 10 times lower than the MAE variance of both ReLU (4.81e-03) and
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ELU (4.69e-03). In order to evaluate the statistical significance of the results,
we ranked the activation functions by the average MAE result and performed
a paired Wilcoxon test [25]. The last column of that Table shows the p−values
of the Wilcoxon test and portray that the differences of SELU’s results to the
other two functions is statistically significant. Furthermore, in terms of optimum
results, SELU obtains better minimum MAE (0.7382) than that of both ReLU
and ELU (0.7428 in both cases).

Figure 3b shows the experimental results for the Single Layer Feedforward
Neural Network with global mean architecture described in section 3.2. Again, for
each activation function we report the average validation MAE over the 5-folds
versus various combinations of hyperparameter choices, grouped by optimization
algorithm. Similarly to the previous architecture, SELU retains consistently low
MAE results contrary to both ReLU and ELU which oscillate regardless of the
choice of optimization algorithm and its hyperparameters. The second row of
Table 3 shows that for this FNN architecture ReLU’s, ELU’s and SELU’s mini-
mum results are practically the same, with ELU slightly outperforming the other
two. However, SELU’s average MAE (0.7568) is significantly lower than the av-
erage MAE of both ReLU (0.8299) and ELU (0.8291). The invariance of SELU
is reflected in its MAE variance (6.44e-04), which, in this case too, is practi-
cally 10 times lower than the MAE variances of both ReLU (6.92e-03) and ELU
(6.92e-03). The p−values of the Wilcoxon test indicate that the differences of
SELU’s average MAE result compared to the other two activation functions is
statistically significant.

Finally for this dataset, Figure 3c shows the experimental results for the
Double Layer Feedforward Neural Network architecture described in section 3.3.
Again, for each activation function we report the average validation MAE over
the 5-folds versus various combinations of hyperparameter choices, grouped by
optimization algorithm. Compared to the two previous architectures, SELU ex-
hibits some small oscillations, especially when the RMSprop algorithm is used,
but continues to obtain lower and more consistent MAE results than ReLU and
ELU, which both oscillate practically in the same way as in the two previous
cases. This behavior of SELU is depicted in the third row of Table 3, which
shows an increase in the MAE variance (1.10e-03) in comparison to the previous
two architectures but still remains 5 times lower than the MAE variances of
both ReLU (5.30e-03) and ELU (5.13e-03). In addition SELU’s average MAE
(0.7807) is lower than the average MAE of ReLU (0.8283) and ELU (0.8290). We
also note that SELU (0.7425) achieves better MAE than ReLU and ELU (0.7476
and 0.7444 respectively). The p−values of the Wilcoxon test indicate that the
differences of ReLU’s and ELU’s results compared to the best perfoming method
is statistically significant.
Experimental results on the Movielens-1M dataset: Figure 4a shows the exper-
imental results for the Single Layer Neural Network architecture described in
section 3.1. As in the Movielens-100K dataset, for each activation function we
report the average validation MAE over the 5-folds versus various combinations
of hyperparameter choices, grouped by optimization algorithm. From this Fig-
ure we can see that ReLU’s and ELU’s MAE results are practically the same
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Table 3: Experimental results for MovieLens-100K. The Table shows the mini-
mum and maximum value of MAE as well as the mean and variance of the MAE
results over the grid search results shown in Figure 3. The last column shows
the p−value of the Wilcoxon test.

Activation

Function

Minimum

value

Maximum

value
Mean Variance p−value

Single Layer
FNN

ReLU 0.7428 1.0348 0.8299 4.81e-03 6.83e-09
ELU 0.7428 1.0349 0.8309 4.69e-03 8.21e-09
SELU 0.7382 0.7982 0.7627 4.81e-04

Single Layer
FNN with
global mean

ReLU 0.7128 1.0477 0.8299 6.96e-03 6.47e-08
ELU 0.7123 1.0471 0.8291 6.92e-03 9.64e-08
SELU 0.7127 0.7959 0.7568 6.44e-04

Double Layer
FNN

ReLU 0.7476 1.0693 0.8283 5.30e-03 1.95e-06
ELU 0.7444 1.0588 0.8290 5.13e-03 1.36e-06
SELU 0.7425 0.8609 0.7807 1.10e-03

and oscillate strongly regardless of the choice of optimization algorithm and its
hyperparameters. We note that the oscillations are stronger when RMSprop is
used. Compared to the Movielens-100K dataset SELU’s MAE results are slightly
more sensitive to the choice of algorithm but still remain within a small range
of the algorithm’s hyperparameter grid search, and are consistently better than
those of ReLU and ELU. The first row of Table 4 shows that in terms of opti-
mum results, SELU obtains a considerably better MAE (0.8) than both ReLU
and ELU (≈ 0.917 in both cases). Interestingly from that Table we can see
that there is also a significant difference between the average MAE of SELU
(1.0107) and the average MAE of ReLU (1.2820) and ELU (1.2834). In addition
SELU’s MAE variance (1.27e-02) is almost 7 times lower than ReLU’s (8.37e-02)
and ELU’s (8.41e-02) MAE variances. The p−values of the Wilcoxon test show
that the differences of SELU’s results to the other two functions is statistically
significant.

Figure 4b shows the experimental results for the Single Layer Neural Net-
work with global mean architecture described in section 3.2. For each activation
function we report the average validation MAE over the 5-folds versus various
combinations of hyperparameter choices, grouped by optimization algorithm.
SELU retains consistently low MAE results (with a slight increase when Adam
is used), contrary to ELU and ReLU which oscillate practically in the same way
as in the previous FNN architecture. The second row of Table 4 shows that,
similarly to the previous FNN architecture, SELU (0.9058) outperforms ReLU
(0.9238) and ELU (0.9237) in terms of minimum MAE and SELU’s averageMAE
(1.0069) is again significantly lower than the average MAE of ReLU (1.2721) and
ELU (1.2727). Furthermore, the invariance property is noted in SELU’s MAE
variance (9.35e-03), which, in this case, is 11 times lower than ReLU’s (8.10e-02)
and ELU’s (8.07e-02) MAE variance. Again, the p−values of the Wilcoxon test
indicate that the differences of SELU’s average MAE result to the other two
functions is statistically significant.

Finally, Figure 4 shows the experimental results for the Double Layer Feed-
forward Neural Network architecture described in section 3.3. For each activation
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(a) Single Layer Feedforward Neural Network

(b) Single Layer Feedforward Neural Networkwith Global Mean

(c) Double Layer Feedforward Neural Network

Fig. 4: Experimental results on the Movielens-1M dataset for the three different
neural network architectures: each subfigure shows the average validation MAE
over the 5-folds versus various combinations of hyperparameters grouped by
optimization algorithm (SELU is depicted with a green solid line, ELU with a
blue dashed line, and ReLU with a red dotted line).

function we report the average validation MAE over the 5-folds versus various
combinations of hyperparameter choices, grouped by optimization algorithm.
With this FNN architecture, ELU exhibits stronger oscillatory behavior. Due
to these oscillations and only when Adam is used with certain hyperparameters
ELU manages to achieve slightly better results than SELU. However, except
for those few occasions, SELU obtains lower and and more consistent MAE re-
sults than ReLU and ELU across the grid search, thus preserving its invariance.
This is clearly depiscted in the third row of Table 4, which shows SELU’s MAE
variance (1.10e-03) which is almost 5 times lower than the MAE variances of
ReLU (5.30e-03) and ELU (5.13e-03). As with the previous architecture cases,
SELU’s average MAE (1.0156) is notably lower than ReLU’s (1.287) and ELU’s
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(1.2718) averageMAE. Moreover, SELU achieves noticably better MAE (0.8838)
than ReLU (0.9265) and ELU (0.9267). In this case also, the p−values of the
Wilcoxon test show that the benefits of the utilization of the SELU as activation
function are statistically significant.

Table 4: Experimental results for MovieLens-1M. The Table shows the minimum
and maximum value of MAE as well as the mean and variance of the MAE
results over the grid search results shown in Figure 4. The last column shows
the p−value of the Wilcoxon test.

Activation

Function

Minimum

value

Maximum

value
Mean Variance p−value

Single Layer
FNN

ReLU 0.9172 1.9015 1.2820 8.37e-02 2.62e-07
ELU 0.9170 1.8995 1.2834 8.41e-02 2.22e-07
SELU 0.8000 1.2695 1.0107 1.27e-02

Single Layer
FNN with
global mean

ReLU 0.9238 1.9051 1.2721 8.10e-02 1.60e-07
ELU 0.9237 1.9038 1.2727 8.07e-02 1.51e-07
SELU 0.9058 1.2445 1.0069 9.35e-03

Double Layer
FNN

ReLU 0.9265 1.9059 1.2870 7.89e-02 5.14e-08
ELU 0.9267 1.9016 1.2718 7.70e-02 3.22e-06
SELU 0.8838 1.2975 1.0156 1.56e-02

5 Conclusion

In this paper we examined the utilization of the SELU activation function in
FNN architectures for recommender systems. Experimental results on standard
recommender systems benchmark datasets (Movielens-100K and Movielens-1M)
demonstrated that SELU is invariant on the choice of optimization algorithm
and its corresponding hyperparameters. SELU performed consistently across all
the combination of datasets, algorithms and hyperparameters reinforcing the
belief that its self-normalizing properties for the network parameters is espe-
cially beneficial for neural network recommender systems due to the nature of
the problem. Our future plans include the utilization of deeper neural network
architectures which will also address recommendation as a ranking problem.
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