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Abstract. A recommender system uses specific algorithms and techniques in or-

der to suggest specific services, goods or other type of recommendations that 

users could be interested in. User’s preferences or ratings are used as inputs and 

top-N recommendations are produced by the system. The evaluation of the rec-

ommendations is usually based on accuracy metrics such as the Mean Absolute 

Error (MAE) and the Root Mean Squared Error (RMSE), while on the other hand 

Precision and Recall is used to measure the quality of the top-N recommenda-

tions. Recommender systems development has been mainly focused in the devel-

opment of new recommendation algorithms. However, one of the major problems 

in modern offline recommendation system is the sparsity of the datasets and the 

selection of the suitable users Y that could produce the best recommendations for 

users X. In this paper, we propose an algorithm that uses Fuzzy sets and Fuzzy 

norms in order to evaluate the correlation between users in the data set so the 

system can select and use only the most relevant users. At the same time, we are 

extending our previous work about Reproduction of experiments in recommender 

systems by developing new explanations and variables for the proposed new al-

gorithm. Our proposed approach has been experimentally evaluated using a real 

dataset and the results show that it is really efficient and it can increase both 

accuracy and quality of recommendations. 

 

Keywords: Recommender systems, Evaluation, Explanations, Reproducibility, 

Fuzzy logic, T-Norms 

1 Introduction 

The use of recommender systems is very common, especially in applications like e-

Commerce and social networks. Products recommendation techniques can reduce the 

overall searching time of an e-shop user and increase sales. Apart from e-commerce, 

recommendation technology is also used in various other less known domains such as 

music recommendation [1, 4], books [2], documents [3], television programs [5], peo-

ple to people recommendation [1], applications in markets [6], e-learning [7] and Web 

search [8].  
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The increasing importance, use and popularity of recommender systems research 

both in academia and in industry has led to the development of new algorithms and 

their experimental evaluation. Researchers are mostly focusing in creating more effec-

tive algorithms and models by trying to minimize the MAE and RMSE while at the 

same time they are trying to improve precision and recall of top-N recommendations 

[9, 10]. While this is important to do, it should be also noted that the problem of repro-

ducing the results exists and it is considered important [11]. In a previous work of the 

research team [13], offline recommender system results were successfully reproduced 

using an explanation-based approach. 

There are different libraries that can be used for developing and testing a recommen-

dation algorithm and include, among others, Recommender101, Apache Mahout, 

LensKit and MyMediaLite [13]. Polatidis et al [1], has shown that reproducing the ex-

perimental results of an algorithm is very difficult when using a different library be-

cause of different settings and parameters that exist between them.  

In this paper we are further expanding our previous work by extending Recom-

mender101 libraries, modifying the methodology that Recommender101 is selecting 

users with common ratings and adding all the necessary parameters in the configuration 

files of Recommender101. 

 

The rest of the paper is organized as follows: Section 2 provides the relevant back-

ground and describes related work, section 3 delivers the proposed extension and algo-

rithm of the team’s previous method, section 4 describes the experiments, the results 

and the discussion while conclusions and future work are included in section 5.  

2 Related work 

Recommenders are often evaluated and compared offline using datasets collected from 

online platforms [18]. Evaluation can be done by using prediction accuracy or infor-

mation retrieval metrics. However, the problem arises when in a research output of a 

new algorithm the source code is not made publicly available or when the exact settings 

for replicating the code and the experiments are missing [1][19].  

Research papers that propose new recommendation algorithms will typically de-

scribe the experimental setup, the dataset used, and the framework that was [13]. A 

major challenge in recommender system evaluation is that there are many different li-

braries for evaluating algorithms and the possibility of having one single library or 

making all the current libraries following a universal or standardized approach is rather 

impossible [1]. 

The idea of a unified approach which can facilitate a common reference baseline for 

recommendation experiments across different frameworks and a set of guidelines to 

tackle a cross-industry challenge was proposed in [1] and was the trigger point for the 

proposal and development of a reproducibility framework that combines the ability to 

reproduce recommendation experiments as well as the support of new algorithms and 

methodologies. 
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2.1 Reproduction of experiments in recommender systems evaluation based 

on explanations 

In [13], the problem of reproducibility in recommender systems evaluation was high-

lighted and the importance of the correct settings and parameters which were used 

within the library was indicated.  

In the proposed approach we: 

 

1. Retrieve information from the configuration file 

2. Write the information in the log file along with evaluation result and re-de-

scribe the written information. 

 

The settings retrieved from the configuration file are the following and are presented in 

the same way that are saved in the log file: 

 

1. The configuration parameters and settings can be set at the configuration file 

recommender101.properties that be found under the conf directory of Recom-

mender101. 

2. The filename of the dataset is (name of the file goes here). 

3. The minimum number of ratings per user to be considered is (number). 

4. The minimum number of ratings per considered item is (number). 

5. This experiment has used all users OR This experiment has used (number) 

users. 

6. The minimum rating value applied is (number e.g. between 1 to 5). 

7. The maximum rating value applied is (number e.g. between 1 to 5). 

8. This experiment is based on a (number e.g. 5 or 10) cross fold validation OR 

this experiment is based on a training/test approach using (number %) for 

training and (number %) for testing. 

9. The number of nearest neighbors used is (number). 

10. The algorithm used is (name). 

11. The metrics used for this experiment are (This is already implemented in rec-

ommender101). 

12. The results are (This is already implemented in recommender101). 

 

The initial evaluation results were promising and triggered the idea of extending the 

configuration file and the necessary libraries of recommender101in order to achieve a 

better way of selecting the most proper users Y that could produce the best recommen-

dations for users X.  

 

2.2 Reproducibility of recommender systems experiments based on 

explanations 

On [13] extension we modified the source code of Recommender101.java, Recom-

mender101Impl.java and DefaultDataLoader.java in order to: 

• Enrich the recommender101 configuration file (recommender101.properties) 

with new parameters that will help us in optimizing the use of data set. 
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• Improve both accuracy and quality of recommendations by providing tools to 

select the most proper users Y that could produce the best recommendations 

for users X 

• Strengthen our previous work by checking the offline reproduction of recom-

mender system experiment with the use of modified source code and extended 

configuration file. 

 

Five new parameters have been incorporated in the configuration file of Recom-

mender101and also were defined in the source code of the platform. Those parameters 

are: 

1. My_User_count: Takes a value from zero, up to the total number of users 

found in the dataset. It works in co-operation with the already existing pa-

rameter sampleNUsers and it should be grater than sampleNUsers. It indi-

cates the total number of users which will be used in order to select the best 

matches for sampleNUsers. If the value is <=0 then the modified algorithm 

is skipped and Recommender101 runs as usual. 

2. My_penalty_multiplier: This is a similarity value between two users. The 

higher the penalty multiplier the lower similarity between users with no 

identical ratings. For example, assuming that two users i and z have 5 com-

mon ratings with the values of the i user {3,4,2,5,1} and for z {3,2,2,5,2} 

with a penalty multiplier of 1 then the value returned is (5-1*|3-3|)+(5-1*|4-

2|)+(5-1*|2-2|)+(5-1*|5-5|)+(5-1*|1-2|)=22 and in the case where the pen-

alty multiplier is 2 then the value returned is (5-2*|3-3|)+(5-2*|4-2|)+(5-

2*|2-2|)+(5-2*|5-5|)+(5-2*|1-2|)=19, which means less similar users.  

3. My_Relat_Function: Since in a dataset many users might have submitted 

hundreds of ratings and other users very few there might be huge differ-

ences when the penalty multiplier is applied. Therefore, to overcome this 

issue, AVG or SUM can be used as parameters in My_Relat_Function. 

AVG will normalize the differences and SUM will keep the raw calculated 

values.  

4. My_fuzzy_norm: This parameter represents the equation that calculates 

the overall similarity value of a user i with all other users. Sigma Count 

Average [14] was used in the basic implementation and in this paper 

Hamacher and Einstein product are introduced and used. 

5. My_fuzzy_mv: After the fuzzy norm is calculated then this is the threshold 

that is used as a decision-making point for which users are similar and 

which are not. 

 

By default, Recommender101 system uses a partial set of the available users in the 

data set in order to calculate top-N recommendations. Already existing sampleNUsers 

parameter is used to define the size of that partial set of users that will be used. The 

proposed algorithm uses the similarity between My_User_count number of users in 

order to select the best ones that will be included in the data set. 
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3 Proposed extension and Algorithm 

DefaultDataLoader is the class of Recommender101 that is used to read the dataset that 

is described in the configuration file of the platform. We decided not to modify the 

recommendation algorithm but to work in DefaultDataLoader class. By doing that the 

main recommendation algorithm works on the same way and we can apply any type of 

source dataset manipulation without the need of rechecking the recommendation meth-

odology. The core class of the platform is getting the new, processed, dataset and the 

main algorithm and the evaluation metrics remain the same. 

 

The steps of the algorithm are the following: 

 

1. Read from the configuration file the My_User_count, thus read the set of users 

U={U1, U2, U3, …, Ux}, the set of items UMi = {(Ui,M1), (Ui,M2), …,(Ui,My)} 

and the ratings for each item URi={(M1,R), (M2,R), …,(My,R) }. 

2. Find all common items for each user Ux with all other users of the dataset U. 

Then, for each user i create a set X with common items, thus creating X2 sets 

as shown in equation 1. 

∀ (𝑈𝑖  , 𝑈𝑧  ∈ 𝑈) , 𝐶𝑖,𝑧 = 𝑈𝑀𝑖 ∩ 𝑈𝑀𝑧   (1) 

 

3. Apply equation 2 to calculate the matching-degree between two users i and z. 

In this equation y is the number of common ratings (length of 𝐶𝑖,𝑧), 𝑈𝑖𝑀𝑘𝑅 is 

the rating of user I for an item k and 𝑈𝑧𝑀𝑘𝑅 is the rating of user z for the same 

item k.  

∀ 𝐶𝑖,𝑧 , 𝑀𝐷𝑖,𝑧 = ∑(𝑀𝑎𝑥𝑅𝑎𝑡𝑖𝑛𝑔 − 𝑃𝑀 ∗ |𝑈𝑖𝑀𝑘𝑅 − 𝑈𝑧𝑀𝑘𝑅|

𝑦

𝑘=1

).  (2) 

 

4. Step 3 returns an X * X table with matching-degree values and this step will 

return and Min value, a Max value, and Average (avg) value and a standard 

deviation (SD) value.  

5. Calculate variables F and G which will be used for the fuzzification process 

of the matching-degree for every user combination 𝑈𝑖 , 𝑧. The calculation of F 

is shown in equation 3 and of G in equation 4. 

𝐹 = {
𝐴𝑣𝑔 − (2 ∗ 𝑆𝐷), 𝑖𝑓 (𝐴𝑣𝑔 − 2(𝑆𝐷) ≥ Min)

𝑀𝑖𝑛, 𝑖𝑓 (𝐴𝑣𝑔 − 2(𝑆𝐷) < Min)
   (3) 

 

𝐺 = {
𝐴𝑣𝑔 + (2 ∗ 𝑆𝐷), 𝑖𝑓 (𝐴𝑣𝑔 − 2(𝑆𝐷) ≥ Max)

𝑀𝑎𝑥, 𝑖𝑓 (𝐴𝑣𝑔 − 2(𝑆𝐷) < Max)
   (4) 

 

6. The fuzzification will consider all 𝐶𝑖,𝑧 values based on two fuzzy sets Low and 

High using two symmetric semi-trapezoid function as shown in equations 5 

and 6.  
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𝐿𝑜𝑤𝐶𝑖,𝑧(𝐶𝑖,𝑧; 𝐹, 𝐺) = {

1, 𝐶𝑖,𝑧 ≤ 𝐹
𝐺−𝐶𝑖,𝑧

𝐺−𝐹
, 𝐹 < 𝐶𝑖,𝑧 < 𝐺

0, 𝐶𝑖,𝑧 ≥ 𝐺

   (5) 

 

𝐻𝑖𝑔ℎ𝐶𝑖,𝑧(𝐶𝑖,𝑧; 𝐹, 𝐺) = {

0, 𝐶𝑖,𝑧 ≤ 𝐹
𝐶𝑖,𝑧−𝐹

𝐺−𝐹
, 𝐹 < 𝐶𝑖,𝑧 < 𝐺

1, 𝐶𝑖,𝑧 ≥ 𝐺

   (6) 

 

7. The final user matching degree is calculated based on the high fuzzy set 

through Sigma Count average, hybrid Hamacher or Einstein products. 

8. For each user the final value is checked and if it is smaller than the 

My_fuzzy_mv value do not pass this user to the recommendation algorithm. 

9. Start Recommender101 based on the settings and algorithms found in the con-

figuration file. 

3.1 Hybrid Hamacher and Einstein products 

Hamacher and Einstein products are two well know Fuzzy T-Norms [20] that are 

widely used in Fuzzy Information Aggregation [15][16] and they are calculated based 

on the equations 7 (Hamacher product) and 8 (Einstein product). 

 

�̅� ∩ �̅� =
𝜇�̅�(𝑥)𝜇�̅�(𝑥)

𝜇�̅�(𝑥) + 𝜇�̅�(𝑥) − 𝜇�̅�(𝑥)𝜇�̅�(𝑥)
     (7) 

 

�̅� ∩ �̅� =
𝜇�̅�(𝑥)𝜇�̅�(𝑥)

2 − [𝜇�̅�(𝑥) + 𝜇�̅�(𝑥) − 𝜇�̅�(𝑥)𝜇�̅�(𝑥)]
      (8) 

 

In both cases membership values equal to Zero will result both products to be equal 

to zero. In that case relativity of the user will be also zero so in our hybrid version of 

Hamacher and Einstein products, zero membership values are not used in the calcula-

tions. This modification can be adopted due to the existence of custom variable 

My_Relat_Function which will “promote” users with high number of ratings even if 

they got some zeros in membership values. 

After calculating the desired product for each user, the values are linearly normalized 

in [0,1] in order to be in match with My_fuzzy_mv threshold. 

4 Experiments and results 

The proposed methodology was extensively tested by measuring the performance and 

the accuracy of the Recommender101 under different configuration schemas.  

At first part of testing we used the system with the default configuration and without 

processing the dataset. Four different values of sampleNUsers (100, 400, 800 and 1600) 

were used. 
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At the second part of testing we used the system by enabling the source dataset pro-

cessing with different values for My_User.count and My_fuzzy.norm custom variables. 

Once again, each case was tested with the same four different values of sampleNUsers 

as before. The value of My_User.count valiable was set to 300, 1200, 2400, 4600 users 

accordingly to sampleNUsers. Penalty multiplier was set to 1.7, Fuzzy_mv threshold 

was set to 0.5 and realativity function was set to AVG. All three alternatives for 

My_fuzzy.norm, Sigma Count average, hybrid Hamacher or Einstein products, were 

also used.  

In total 16 different configurations were used, and the same number of results were 

created. In all cases both “FunkSVDRecommender” and “SlopeOneRecommender” al-

gorithms were used. 

Custom variable’s values were set based on the fact that this paper focuses in the 

importance of source dataset prospecting and not in finding the best values for achiev-

ing the maximum accuracy. 

MovieLens 1 million dataset [17], which consists of 6040 users, 4000 movies and 1 

million ratings in a 1-5 scale was used for the experimental evaluation of the method. 

All experiment took place on a Windows 10 64bit computer with 64GB ram and an 

i5-4570 cpu. 

 

4.1 Evaluation metrics 

The evaluation was based on well-known and widely used metrics like Mean Absolute 

Error (MAE) and the Root Mean Squared Error (RMSE) for error rating, and Precision 

and Recall for measuring the quality of the top-N recommendations [1,11,13].  

MAE and RMSE are rating error prediction metrics [20] and lower values represent 

better predictions, whereas Precision and Recall are information retrieval metrics and 

represent the quality of the retrieved recommendations and higher values are better.  

MAE, RMSE, precision and recall equations are following. 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑝𝑖 − 𝑟𝑖| (9)

𝑛

𝑖=1

 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑝𝑖 − 𝑟𝑖)

𝑛

𝑖=1

   (10) 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠

𝑇𝑜𝑡𝑎𝑙 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑟 𝑖𝑡𝑒𝑚𝑠
   (11) 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠
    (12) 

 

Execution Duration is measured in seconds and was used for performance evaluation 

of the proposed method. 



8 

 

4.2 Experimental results 

First four sets of results, table 1, refer to first run of the system with the default Rec-

ommender101 configuration, with no dataset process and values of sampleNUsers 

equal to 100, 400, 800 and 1600.  

Table 1. Default Recommender101 execution. 

sampleNUsers 100 400 800 1600 

Items 3706 3706 3706 3706 

Ratings 14720 60796 137742 274529 

Sparsity 0,04 0,041 0,046 0,046 

Avg. Ratings/User 147,2 151,99 172,178 171,581 

Avg. Ratings/Item 3,972 16,405 37,167 74,077 

Max /User 1050 1277 1302 1743 

Max /item 59 219 469 917 

MAE FunkSVD 0,802 0,739 0,725 0,72 

MAE SlopeOne 0,792 0,733 0,711 0,692 

RMSE FunkSVD 1,024 0,94 0,921 0,915 

RMSE SlopeOne 1,004 0,933 0,904 0,882 

Precision FunkSVD 0,693 0,724 0,742 0,755 

Precision SlopeOne 0,691 0,724 0,735 0,739 

Recall FunkSVD 0,488 0,514 0,518 0,523 

Recall SlopeOne 0,483 0,517 0,509 0,509 

Execution Duration 22 133 294 632 

 

Next results, table 2, are showing the use of the proposed method with Sigma Count 

average as the final fuzzification method.  

Table 2. Sigma Count average as final fuzzification method results. 

sampleNUsers / 

My_User.count 

100 

(300) 

400 

(1200) 

800 

(2400) 

1600 

(4800) 

Items 2972 3418 3576 3662 

Ratings 13137 67405 134833 276467 

Sparsity 0,044 0,049 0,047 0,047 

Avg. Ratings/User 131,37 168,512 168,541 172,792 

Avg. Ratings/Item 4,42 19,721 37,705 75,496 

Max /User 608 1518 1323 1271 

Max /item 61 255 514 961 

MAE FunkSVD 0,773 0,717 0,705 0,707 

MAE SlopeOne 0,765 0,713 0,692 0,682 

RMSE FunkSVD 0,991 0,912 0,894 0,898 

RMSE SlopeOne 0,972 0,917 0,879 0,868 

Precision FunkSVD 0,714 0,737 0,751 0,763 

Precision SlopeOne 0,71 0,736 0,744 0,744 
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Recall FunkSVD 0,519 0,517 0,527 0,524 

Recall SlopeOne 0,504 0,519 0,516 0,512 

Execution Duration 15 136 265 385 

 

Hybrid Hamacher product results are in table 3 below.  

Table 3. Hybrid Hamacher product as final fuzzification method results. 

sampleNUsers / 

My_User.count 

100 

(300) 

400 

(1200) 

800 

(2400) 

1600 

(4800) 

Items 2931 3375 3507 3642 

Ratings 12997 67302 135107 278365 

Sparsity 0,044 0,049 0,048 0,048 

Avg. Ratings/User 131,37 168,512 168,541 172,792 

Avg. Ratings/Item 4,46 19,714 37,788 79,14 

Max /User 685 1571 1334 1420 

Max /item 68 276 603 1007 

MAE FunkSVD 0,761 0,711 0,699 0,703 

MAE SlopeOne 0,759 0,711 0,689 0,679 

RMSE FunkSVD 0,981 0,91 0,899 0,897 

RMSE SlopeOne 0,972 0,918 0,861 0,86 

Precision FunkSVD 0,723 0,74 0,767 0,766 

Precision SlopeOne 0,723 0,736 0,741 0,748 

Recall FunkSVD 0,52 0,518 0,531 0,528 

Recall SlopeOne 0,512 0,519 0,525 0,519 

Execution Duration 16 142 301 410 

 

Hybrid Einstein product results are in table 4 below.  

Table 4. Hybrid Einstein product as final fuzzification method results. 

sampleNUsers / 

My_User.count 

100 

(300) 

400 

(1200) 

800 

(2400) 

1600 

(4800) 

Items 2972 3418 3576 3662 

Ratings 13137 67405 134833 276467 

Sparsity 0,044 0,049 0,047 0,047 

Avg. Ratings/User 131,37 168,512 168,541 172,792 

Avg. Ratings/Item 4,42 19,721 37,705 75,496 

Max /User 680 1603 1371 1407 

Max /item 72 268 530 980 

MAE FunkSVD 0,76 0,714 0,701 0,69 

MAE SlopeOne 0,756 0,709 0,671 0,677 

RMSE FunkSVD 0,983 0,904 0,89 0,891 

RMSE SlopeOne 0,972 0,917 0,879 0,868 

Precision FunkSVD 0,722 0,739 0,761 0,764 

Precision SlopeOne 0,717 0,738 0,748 0,751 
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Recall FunkSVD 0,523 0,519 0,529 0,531 

Recall SlopeOne 0,511 0,52 0,531 0,527 

Execution Duration 16 142 298 409 

 

Next three tables show the percentage difference on basic evaluation metrics between 

standard Recommender101 execution and Sigma Count, Hybrid Hamacher product and 

Hybrid Einstein product. 

Table 5. Hybrid Einstein product as final fuzzification method results. 

sampleNUsers / 

My_User.count 

100 

(300) 

400 

(1200) 

800 

(2400) 

1600 

(4800) 

MAE FunkSVD -3,62% -2,98% -2,76% -1,81% 

MAE SlopeOne -3,41% -2,73% -2,67% -1,45% 

RMSE FunkSVD -3,22% -2,98% -2,93% -1,86% 

RMSE SlopeOne -3,19% -1,71% -2,77% -1,59% 

Precision FunkSVD 3,03% 1,80% 1,21% 1,06% 

Precision SlopeOne 2,75% 1,66% 1,22% 0,68% 

Recal FunkSVD 6,35% 0,58% 1,74% 0,08% 

Recal SlopeOne 4,35% 0,39% 1,38% 0,59% 

Table 6. Hybrid Einstein product as final fuzzification method results. 

sampleNUsers / 

My_User.count 

100 

(300) 

400 

(1200) 

800 

(2400) 

1600 

(4800) 

MAE FunkSVD -5,11% -3,79% -3,59% -2,36% 

MAE SlopeOne -4,17% -3,00% -3,09% -1,88% 

RMSE FunkSVD -4,20% -3,19% -2,39% -1,97% 

RMSE SlopeOne -3,19% -1,61% -4,76% -2,49% 

Precision FunkSVD 4,33% 2,21% 3,37% 1,46% 

Precision SlopeOne 4,63% 1,66% 0,82% 1,22% 

Recal FunkSVD 6,56% 0,78% 2,51% 0,96% 

Recal SlopeOne 6,00% 0,39% 3,14% 1,96% 

Table 7. Hybrid Einstein product as final fuzzification method results. 

sampleNUsers / 

My_User.count 

100 

(300) 

400 

(1200) 

800 

(2400) 

1600 

(4800) 

MAE FunkSVD -5,24% -3,38% -3,31% -4,17% 

MAE SlopeOne -4,55% -3,27% -5,63% -2,17% 

RMSE FunkSVD -4,00% -3,83% -3,37% -2,62% 

RMSE SlopeOne -3,19% -1,71% -2,77% -1,59% 

Precision FunkSVD 4,18% 2,07% 2,56% 1,19% 

Precision SlopeOne 3,76% 1,93% 1,77% 1,62% 

Recal FunkSVD 7,17% 0,97% 2,12% 1,53% 

Recal SlopeOne 5,80% 0,58% 4,32% 3,54% 
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4.3 Discussion 

We can see from the tables above that in all the cases that the extended DefaultData-

Loader class of  Recommender101 was used the recommendation results have been 

improved. Data sparsity has improved up to 20% (from 0.041 to 0.049) in the experi-

ments where 400 sampleNUsers were provided to Recommender101.  MAE has im-

proved by 1.45% to 5.63% and RMSE improved by 1.59% to 4.76%. While checking 

the quality of recommendations we can see that Precision has improved by 0.68% to 

4.63% and Recall by 0.08% to 7,17%. 

At the same time, we can see that the execution duration of the recommendation 

algorithm drops up to 40% (from 632sec to 385 sec) while only in few cases it can rise 

only up to 6% (from 133 sec to 136 sec). 

Although that, as mentioned before, the selection of the optimal values for the new 

custom valuables is not the main scope of this paper we run an extra experiment by 

using the Hybrid Einstein product as final fuzzification method and setting the fuzzy 

membership value (FMV) threshold to 0.55 instead of 0.50. We run the experiment 

only for the combination of 1600/4800 because in that case we saw that improvement 

was mainly reduced compared to the other three combinations. The following table 8 

shows the results of that extra experiment compared with the results with the default 

run of Recommender101. 

 Table 8. Comparison of experimental results of run with FMV threshold equal to 0.55 and 

standard Recommender101 run. 

sampleNUsers / 

My_User.count 

Extra experi-

ment Default run Difference 

Items 3574 3706 -132 

Ratings 337632 274529 63103 

Sparsity 0,059 0,046 28,26% 

Avg. Ratings/User 211,02 171,581 39,439 

Avg. Ratings/Item 94,469 74,077 20,392 

Max /User 1743 1743 0 

Max /item 1100 917 183 

MAE FunkSVD 0,651 0,72 -9,58% 

MAE SlopeOne 0,629 0,692 -9,10% 

RMSE FunkSVD 0,826 0,915 -9,73% 

RMSE SlopeOne 0,8 0,882 -9,30% 

Precision FunkSVD 0,787 0,755 4,24% 

Precision SlopeOne 0,773 0,739 4,60% 

Recall FunkSVD 0,531 0,523 1,53% 

Recall SlopeOne 0,524 0,509 2,95% 

Execution Duration 713 632 12,82% 
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We can see from table above that by increasing the FMV threshold, all the evaluation 

metrics are improved, and the sparsity of the dataset is dramatically increased. Of 

course, in case of a very high FMV threshold system could face the problem of not 

being able to select the minimum number of users required to run the recommendation 

algorithm.  

5 Conclusions and future work 

In this paper an extended methodology of reproducibility in recommender systems 

combined with source dataset optimization methods with the use or Recommender101 

platform has been presented. In our previous work we have already shown that the re-

producibility of results becomes achievable if the correct settings and parameters are 

used. This paper extends the set of parameters and achieves to increase the recommen-

dation accuracy, to deal with the sparsity problem of big datasets and at the same time 

to provide the necessary tools and variables to reproduce the results of the experiments.  

The initial evaluation results are promising and can assist towards this direction and 

our approach can be straightforwardly implemented by researchers in other libraries. 

Furthermore, in our future work we aim to include more custom variables in the Rec-

ommender101 and to extend the use of Fuzzy Norms in the user selection methodology. 
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