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Abstract. Motion segmentation from the video datasets has several important
applications like traffic monitoring, action recognition, visual object tracking,
and video surveillance. The proposed technique combines the structure-texture
decomposition and the improved three frames differencing for motion segmen-
tation. First, the Osher and Vese approach is employed to decompose the video
frame into two components, viz., structure and texture/noise. Now, to eliminate
the noise, only the structure components are employed for further steps. Sub-
sequently, the difference between (i) the current frame and the previous frame
as well as (ii) the current frame and the next frame are estimated. Next, both
the difference frames are combined using pixel-wise maximum operation. Each
combined difference frame is then partitioned into non-overlapping blocks, and
the intensity sum as well as median of each block is computed. Successively, tar-
get objects are detected with the help of threshold and intensity median. Finally,
post-processing in the form of morphology operation and connected component
analysis is carried out to accurately find the foreground. Our technique has been
formulated, implemented and tested on publicly available standard benchmark
datasets and it is proved from performance analysis that our technique exhibit
efficient outcomes than existing approaches.

Keywords: Structure-texture decomposition · motion segmentation · frame dif-
ference · morphology · block.

1 Introduction

Motion segmentation is one of the basic and critical approaches of computer vision
system. Motion segmentation technique is motivated by the assumption that foreground
objects commonly involve changes in the intensity between successive frames. This
approach is mandatory in a real environment and should be applicable to difficult cir-
cumstances, like background clutter, fake motion, and changes due to noise and illumi-
nation deviation. All of these situations lead to the false region detection for the moving
targets.

Currently, background subtraction [1], optical flow [2] and frame differencing [3]
are commonly used techniques for motion segmentation. The background subtraction
technique depends on the accuracy of generated background; if the background is not
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accurate then there will be large segmentation error. The optical flow technique is com-
plex and there are high amount of noise in detected result due to involvement of differ-
ential operations in it. On the other side, frame differencing is a simple and effective
technique to segmenting the moving objects by calculating the pixel-wise difference be-
tween successive frames. However, there are two most common problems in two frames
differencing viz., (i) background clutter (ii) foreground aperture. To reduce these prob-
lems, Sengar et al. [4] proposed an enhancement of frame differencing technique. This
is a straightforward method, which detects the moving objects by employing block
based three frame differencing. However, detection accuracy of this method is low for
some frames of video data due to the randomly generated noise. To improve the de-
tection accuracy, Sengar et al. [5] proposed another approach for motion segmentation
using block based optical flow. However, processing time of this work is high due to the
local processing. In order to improve the detection accuracy, reduce the false positives
and processing time, the structure-texture decomposition and three frame differencing
based motion detection approach is proposed. The proposed technique first extracts the
frames from the video datasets, followed by color to gray-scale processing. Next, the
structure component of the gray-scale video frame is extracted using structure-texture
decomposition technique so as to remove the texture/noise. Subsequently, block based
improved three frame differencing algorithm is employed on extracted structure compo-
nent for motion segmentation. Finally, post-processing steps using mathematical mor-
phology operation and connected component analysis are performed to accurately de-
tect the foreground. Our method is simple and has considerably low computational cost.
We have tested the proposed method on different publically available benchmark video
datasets and also compared with existing techniques. Our approach has higher detection
accuracy than widely used recent techniques.

As discussed earlier, there are certain problems available in existing motion seg-
mentation techniques. Here, in this approach we have reduced those. It is an important
technique for visual surveillance, traffic monitoring and other several related applica-
tions. This scheme can be the initial step for visual object tracking, where future position
of target can be predicted after detecting it in previous video frames.

The organization of remaining part of this paper is as follows. The survey on re-
lated methodologies are presented in Section 2. The proposed motion segmentation
method and it’s implementation details are provided in Sections 3 and 4 respectively.
Experimental results with the qualitative as well as quantitative evaluations are shown
in section 5. Finally, conclusion of our technique is provided in Section 6.

2 Related work

Several schemes for motion segmentation have been presented by image processing
and computer vision groups to deal with challenges like ghosting, illumination vari-
ations, object pose variation, occlusion and out-of-plane rotation [6,7,8]. One of the
methods for textured image segmentation has been presented by Sandberg et al. [9].
This scheme has employed active contour model within Gabor filter environment. El-
harrouss et al. [1] proposed an approach for motion detection using the structure-texture
decomposition and the background subtraction. Block-wise low rank texture character-



Title Suppressed Due to Excessive Length 3

ization is employed for cartoon-texture image decomposition model [10]. This model
works like a convex optimization problem. Surface normals and structure-texture de-
composition are used for intrinsic image decomposition [11]. High quality outcomes are
produced by this approach with less number of constraints. Wells et al. [12] presented
a work for image decomposition in the context of classification and adaptive segmen-
tation with the help of different statistical techniques. Malgouyres [13,14], Candès et
al. [15] have employed total variation minimization framework in a wavelet domain for
restoration of textured images. Casadei et al. [16] and Zhu et al. [17] have presented a
texture modeling with the help of statistical techniques.

Halidou et al. [18] proposed an approach for pedestrian detection by employing
multi-block local binary pattern descriptors and region of interest (ROI). Here, three
frame differencing and optical flow techniques are used to compute ROI. Neural net-
work based classification approach and frame differencing technique are employed to
detect moving objects in the indoor environments [19]. In this technique, robust classi-
fication is achieved using finite state automation. Caballero et al. [20] presented a tech-
nique for human detection using frame differencing and optical flow. This technique is
proposed for an infrared camera mounted on a mobile robot. The non-pyramidal based
Lucas-Kanade and the frame differencing techniques are employed to detect target ob-
jects by using thermal signatures [21]. A weighted mixture of Gaussians based adaptive
background method is proposed for real time tracking [22]. However, this technique is
not good for non-static backgrounds and sudden illumination changes. The W4 and his-
togram based frame differencing approaches are used to detect the moving objects [23].
Maddalena et al. [24] presented a self-organizing approach for background subtraction.
In this approach, the background of the frame is learned with the help of labeling deci-
sion and neural network at neighboring pixels. Principal component analysis is used to
projecting the high-dimensional data into a lower dimensional subspace for the back-
ground modeling [25]. This technique is suitable for global illumination variations, but
slow moving objects in local illumination variation environment cannot be detected
accurately. Sengar et al. [26] proposed two methods, viz., (i) improved three frame
differencing and (ii) combined improved three frame differencing and background sub-
traction to accurately detect the slow/fast moving objects of varying number and size
in the illumination variations and background clutter environments. Quaternion is used
with modified optical flow technique to increase the accuracy of information of unclear
pixels [27]. Schwarz et al. [28] employed the depth information obtained by a time
of flight camera to compute the location of the foreground object. Reduced process-
ing time and accurate results are obtained from the above techniques [27,28], but these
are not suitable for real time environments. Sengar et al. [29] used the normalized self
adaptive optical flow technique for moving object detection. Here, self adaptive win-
dow approach and Otsu’s [30,31] method are used to select the target object area and to
adapt the threshold value respectively. This method accurately detects the foreground,
but not suitable for moving objects of small size.

3 Proposed method

The steps for the proposed motion segmentation technique are as follows:
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Algorithm 1: Algorithm of Osher-Vese for structure-texture decomposi-
tion [32]

Input : Video frame F , No of iteration, Tuning parameter λ > 0, Step space h > 0
1. U ← F , function f1 = − Fx

2λ|∇Vf |
, function f2 = − Fy

2λ|∇Vf |

2. for t=1 to No of iteration do
for i=2 to w-1 do

for j=2 to h-1 do
K1 ← 1√(

U(i+1,j)−U(i,j)
h

)2
+
(
U(i,j+1)−U(i,j−1)

2h

)2
K2 ← 1√(

U(i,j)−U(i−1,j)
h

)2
+
(
U(i−1,j+1)−U(i−1,j−1)

2h

)2
K3 ← 1√(

U(i+1,j)−U(i−1,j)
2h

)2
+
(
U(i,j+1)−U(i,j)

h

)2
K4 ← 1√(

U(i+1,j−1)−U(i−1,j−1)
2h

)2
+
(
U(i,j)−U(i,j−1)

h

)2
U(i, j)←

(
1

1+ 1
2λh2

(K1+K2+K3+K4)

)
×

[
F (i, j)− f1(i+1,j)−f1(i−1,j)

2h
−

f2(i,j+1)−f2(i,j−1)
2h

+ 1
2λh2

(
K1U(i+ 1, j) +K2U(i− 1, j) +

K3U(i, j + 1) +K4U(i, j − 1)
)]

end
end

3. V = F − U
end

Output: Structure component (U) and texture/noise component (V)

• Extraction of frames from the video data.
• Conversion of video frame to gray-scale, if it is required.
• Separation of structure and texture/noise components.
• Application of three-frame differencing techniques on the structure components.

Two difference frames are obtained.
• Computation of pixel-wise maximum value between estimated difference frames.
• Division of computed result of previous step in non-overlapping blocks.
• Calculation of intensity sum and intensity median of each block.
• Separation of background and foreground using threshold and block’s median.
• Application of post processing steps to accurately detect the foreground objects.

The steps for the proposed technique is explained below:

3.1 Structure-texture image decomposition

A set of information in the form of structure, texture, and noise are contained by an im-
age and it can be extracted using structure-texture image decomposition method. The
inverse estimation problem i.e. structure-texture decomposition approach is mandatory
for analyzing and understanding images. This method split a given video frame or image
(F) into a structure (bounded variation) component U and a texture and/or noise (oscil-
lating) components V i.e. F = U + V . Many models have been presented for image
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Fig. 1: Schematic diagram of the proposed technique

decomposition, in which one method is proposed by Osher and Vese [32]. This method
has shown its efficiency by preserving discontinuities and removing oscillations in the
image. The algorithmic steps for Osher-Vese [32] method are shown in Algorithm 1.
Here in the algorithm, w and h denote the width and height of video frame.

Table 1: Description of test video dataset
Description of video data Frame size

in pixels
Number of

frames
Frame

rate
Bit
rate

Video 1: In this dataset two men are moving in hall
with briefcase in their hands. The color of the fore-
ground and background are not much varied, but
there is variation in illumination. (Color)

240×352 299 30 24

Video 2 In this dataset a man is walking slowly from
one side of the frame to other side. The color of
foreground is lighter than the background. (Color)

240×368 132 25 24

Video 3: In this dataset a lady is running. There
are high amount of noise and illumination variation.
(Color)

92×144 42 35 24

4 Implementation

The sequence of steps is presented below for the implementation of our technique:
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4.1 Extraction of frames from video data and conversion to gray-scale

Frames from the input video data D : Z × Z × T → Z are extracted. In case,
D(x, y, t|x, y ∈ Z, t ∈ T ) = N ∈ Z. The jth frame can be represented as Fj(x, y) =
D(x, y, t = tj). Here in the next step, we focus on gray-scale frames in place of col-
ored ones, due to the high complexity of three dimensional structures of color frames.
Therefore, gray-scale frames can be obtained from colored one by employing [5]:

F (x, y) = 0.2126R(x, y) + 0.7152G(x, y) + 0.0722B(x, y) (1)

Here R, G and B represent the red, green and blue channel components of each colored
pixel, and scalar multiples represent the weights of these components.

4.2 Structure-Texture decomposition

The individual video frame extracted in the preceding step can have noise, and our tar-
get is to decrease the effect of noise for detection of accurate moving objects in the
subsequent step. For that, structure and texture/noise decomposition technique is em-
ployed on individual frame with the help of Algorithm 1 and for the further processing,
only the structure component (U ) are being utilized.

4.3 Improved three-frame differencing

We employ the improved three frame differencing technique to find the pixel-wise dif-
ference of consecutive frames. It can be summarized in the following steps:

• Difference frame Dft,t−1(x, y) between frames Ut−1(x, y) and Ut(x, y) as well
as second difference frame Dft+1,t(x, y) between frames Ut+1(x, y) and Ut(x, y)
are estimated:

Dft,t−1(x, y) = |Ut−1(x, y)− Ut(x, y)| (2)
Dft+1,t(x, y) = |Ut+1(x, y)− Ut(x, y)| (3)

Here Ut−1(x, y), Ut(x, y), and Ut+1(x, y) are the structure components of three
successive video frames.
• Pixel-wise maximum intensity value between two difference frames is computed:

Dft(x, y) = max[Dft,t−1(x, y), Dft+1,t(x, y)] (4)

4.4 Divide in non-overlapping blocks

Computed difference frame in previous step is partitioned into 8×8 size non-overlapping
blocks.
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Fig. 2: Results with Video 1 for the frames number (a) 72th (b) 191th (c) 222th (d)
265th; row wise, up to down: original frame, ground truth, Sukumaran [33], Fei [3],
Yin [34], Sengar [5], and the proposed method.

4.5 Detection of moving objects

This process can be summarized in the following steps:

• Intensity sum and median of each non-overlapping block are computed.
• Classification of background and foreground on the basis of block’s median (Bm)

and threshold (Th) i.e. if the value of block’s intensity and block’s sum are less than
block’s median and threshold respectively then it will be background (0), otherwise
foreground (1).

FGt(x, y) =

{
0, Dft(x, y) < Bm and sum(Btj) < Th

1, otherwise
(5)

Here FGt, sum(Btj) denote the foreground objects for the tth frame, sum of in-
tensities of the jth block of the tth frame respectively.
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Fig. 3: Results with Video 2 for the frames number (a) 4th (b) 34th (c) 81th (d) 119th;
row wise, up to down: original frame, ground truth, Sukumaran [33], Fei [3], Yin [34],
Sengar [5], and the proposed method.

• Motion is detected by combining both the foreground and background pixels.

4.6 Post-processing

In morphology, closing is a cascaded combination of first dilation followed by ero-
sion [35] and it is employed to fill the gap within the foreground object. Connected
component labeling is employed to remove the isolated noisy blobs. Finally, morpho-
logical closing operations of square structuring element (SE) of size 3× 3 (as shown in
Eq. 6) followed by connected components labeling are employed to accurately segment
the motion.

MVt = (FGt ⊕ SE)	 SE (6)

The schematic diagram of our technique is shown by Fig. 1.
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Fig. 4: Results with Video 3 for the frames number (a) 3th (b) 11th (c) 28th (d) 38th;
row wise, up to down: original frame, ground truth, Sukumaran [33], Fei [3], Yin [34],
Sengar [5], and the proposed method.

5 Experimental results and analysis

We have done qualitative and quantitative evaluation to prove the efficiency of our tech-
nique.

5.1 Qualitative evaluation

To prove the effectiveness of our method, the proposed and existing techniques have
been implemented and tested on standard benchmark video datasets namely: Video 1
(Hall monitoring) [36], Video 2 (Walk) [37], and Video 3 (Daria) [38]. The details
of used video sequences are given in Table 1. We have iterated the structure-texture
decomposition algorithm 100 times. The qualitative results of our algorithm as well
as other tested methods on different video sequences are shown in Figs. 2-4. These
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above mentioned figures display the original video frames, ground truth, and the motion
segmentation results in each video frame by the five different techniques independently.
For Video 1 we have displayed the experimental results on frame number 72, 191,
222, and 265. Similarly the related frame numbers are (4, 34, 81, 119), and (3, 11,
28, 38) for Video 2 and Video 3 respectively. The original frames and their ground
truths are displayed by the first two rows of Figs. 2-4 respectively. Next five rows (from
up to down) show the outcomes of Sukumaran [33], Fei [3], Yin [34], Sengar [5] and
the Proposed technique respectively. It is proved from the aforementioned results that
our approach in every case has considerably higher likeness with the ground truth as
compared to existing approaches. All the existing approaches mis-classify most of the
foreground pixels as background and vice-versa for all the tested video datasets. Hence,
target objects are detected with holes and foreground pixels cannot be separated from
the background. Furthermore, we have also measured and compared the performance
of our technique based on quantitative evaluation in next section.

5.2 Quantitative evaluation

Quantitative evaluation and comparison with the help of accuracy and processing time
are also done in our work. The experimental results of the proposed and existing tech-
niques are compared with the ground truth (Figs. 2-4). Accuracy of the results can be
computed using following equation:

count =

h∑
x=1

w∑
y=1

Gt(x, y) (XOR) MVt(x, y) (7)

accuracy = 100− count

framesize
× 100 (8)

Where, the ground truth and obtained result of tth frame are represented by Gt and
MVt respectively. The number of mismatched pixels between ground truth and result
are denoted by variable count. The results of quantitative evaluation are given in

Table 2: Average accuracy of existing and proposed schemes.
Input video Scheme

Sukumaran [33] Fei [3] Yin [34] Sengar [5] Proposed
Video 1 88.9 89.4 86.7 92.4 96.8
Video 2 93.2 92.9 92.5 89.9 96.6
Video 3 90.5 93.3 92.5 93.8 94.6

Table 3: Processing time of existing and proposed schemes.
Input video Scheme

Sukumaran [33] Fei [3] Yin [34] Sengar [5] Proposed
Video 1 1.01 0.90 0.87 0.95 0.83
Video 2 1.05 1.04 0.98 0.99 0.91
Video 3 0.79 0.75 0.73 0.80 0.65

Tables 2 and 3, these results are computed using different approaches over different
datasets. The comparable results are also shown with the help of bar chart in Figs. 5 and
6 for accuracy and processing time respectively. It has been agreed from accuracy and
processing time based quantitative evaluation that the proposed technique gives better
results in comparison with other techniques.



Title Suppressed Due to Excessive Length 11

Fig. 5: Comparison in the form of detection accuracy

Fig. 6: Comparison in the form of processing time

6 Conclusion

Different techniques for motion segmentation have been analyzed and we came at con-
clusion that detection accuracy of these techniques is not suitable because of large
amount of noise in the input video dataset. For that, we have proposed a simple and
efficient approach for motion segmentation from complex noise scenes. With the help
of proposed structure-texture decomposition and improved three frames differencing
based scheme, we eliminate almost all the background noises without loss of fore-
ground. Therefore, optimal results are obtained finally. This approach has improve-
ments in comparison with other recent methods in the form of enhanced accuracy and
decreased processing time. Experimental results and analyses prove that the proposed
algorithm can effectively handle a slow/fast moving objects, camera shake problem and
variation of object size with noisy datasets. In future attempt, our technique will be
improved for visual object tracking in moving camera environment.
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