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Abstract. In recent years, deep reinforcement learning has proven an impres-
sive success in the area of games, without explicit knowledge about the rules 
and strategies of the games itself, like Backgammon, Checkers, Go, Atari video 
games, for instance [1]. Deep reinforcement learning combines reinforcement-
learning algorithms with deep neural networks. In principle, reinforcement-
learning applications learn an appropriate policy automatically, which maxim-
izes an objective function in order to win a game. In this paper, a universal 
methodology is proposed on how to create a deep reinforcement learning appli-
cation for a business planning process systematically, named Deep Planning 
Methodology (DPM). This methodology is applied to the business process do-
main of capacity requirements planning. Therefore, this planning process was 
designed as a Markov decision process [2]. The proposed deep neuronal net-
work learns a policy choosing the best shift schedule, which provides the re-
quired capacity for producing orders in time, with high capacity utilization, 
minimized stock and a short throughput time. The deep learning framework 
TensorFlowTM [3] was used to implement the capacity requirements planning 
application for a production company.  

Keywords: Artificial Intelligence Applications, Planning and Resource Man-
agement, Deep Learning Framework, Deep Planning Methodology (DPM). 

1 Introduction  

Many production companies have to plan the capacity requirements for their work 
center frequently. They have to decide how many working hours and shifts per day 
are needed for each production resource. Current standard software implementations 
of SAP® Enterprise Resource Planning (ERP) and Supply Chain Management (SCM) 
systems support the capacity requirements planning by reporting capacity utilization 
and by capacity levelling functions based on shift schedule [4]. Users have to main-
tain a feasible shift schedule before capacity requirements planning can be executed. 
SAP® ERP and SCM systems do not offer any planning functionality to optimize shift 
schedule automatically [5]. One main reason for this missing standard system func-
tionality is the significant uncertainty about changes of available production capaci-
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ties and customer requirements in the near future. Another reason is the exponential 
runtime complexity for a complete enumeration algorithm, which searches for the 
optimal solution within an exponential sized decision space. See O( ) - formula (1) for 
complexity calculated by number of alternative shifts A (e.g. 8, 16 or 24 working 
hours per day), number of scheduled days T and number of capacities C: 

 𝑂൫𝐴஼೅
൯ (1) 

In order to achieve long-term goals for a sequence of inherent uncertain planning 
situations, reinforcement-learning approach is proposed in this work. Reinforcement-
learning applications provide evaluative feedback to a learning agent interacting with 
an environment. This approach was chosen, because there were many reinforcement-
learning implementations that could handle other decision problems with similar 
complexity and significant uncertainty successfully. Related work can be found in [1]. 

2 Methodology for Applying Deep Reinforcement Learning to 
Planning Processes  

Subsequent sections describe all steps that are proposed to implement deep rein-
forcement learning application for a planning process, named Deep Planning Method-
ology (DPM).  

 

Fig. 1. Generic business process model 

2.1 Step 1: Model Business Process  

For the purpose of understanding the business process, data flow, used applications 
and the sequence of planning, process steps have to be modelled. The model has to 
comprise all relevant aspects of the business domain. Fig. 1 shows the graphical rep-
resentation for all generic elements of the proposed business process model. For all 
planning process steps, the following business objects have to be modelled: 

 Business rules: 
Business rules describe the organizational constraints, which have to be fulfilled by 
the planning result. Planning process has to comply with all business rules. Plan-



3 

ning results are feasible, if all constrains are observed. Business rules have to be 
formulated by propositional logic or by procedures. 

 Business objectives: 
Often, a huge number of different planning results are complying with business 
rules. In order to evaluate all feasible planning alternatives, an objective function 
measures the quality of planning results. Objective functions are based on key per-
formance indicators (KPIs). Commonly, objective functions are defined by the sum 
of weighted key performance indicators, because trade-offs between different key 
performance indicators have to be balanced. 

 Input and output data object: 
All data objects have to be specified by their attributes, which are provided for or 
created by a planning process step.  

 Application systems:  
Every application system has to be modelled, that supports planning functions or 
provides data objects. 

2.2 Step 2: Identify Relevant Planning Process Steps  

Every planning process step can be analyzed according to its relevance for applying 
deep reinforcement learning based on the business rules, the planner performance and 
the planning problem complexity. The following checklist helps to decide which 
planning process step has high potential for implementing:   

First check: If all business rules can be specified in detail, this means every organi-
zational constraint can be formulated, then perform the second check. Else, go on 
with third check.     

 

Fig. 2. Checklist for deep reinforcement learning applications 

Second check: Is there any algorithm, heuristic or system transaction available, that 
computes a satisfactory planning result according to the objective function? If yes, the 
algorithm, heuristic or system transaction has to be analyzed in the fourth check. If 
there is no appropriate application available, then human planning skills have to be 
focused on in check three. 
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Third check:  Find a human planner, who can create satisfactory planning results 
complying with implicit business rules manually. If there is nobody known with this 
competence, then go on with check four. 

Fourth check: Analyze the computational complexity of the algorithm, heuristic or 
system transaction. If the runtime grows more than polynomially with the planning 
input size or the complexity is unknown, then deep reinforcement learning could be 
suitable for computing satisfactory planning results. 

Generally, deep reinforcement learning applications are recommended, if the plan-
ning problem complexity is high or unknown or business rules cannot be specified 
completely and there is no planner performing satisfactory results, as shown in Fig. 2.  

2.3 Step 3: Convert Planning Process into Markov Decision Process 

In previous step two, planning process steps are identified that do not apply any al-
gorithm with polynomial runtime. Fortunately, Papadimitriou and Tsitsiklis [2] 
proved that the Markov decision process for finite horizons is solvable in polynomial 
runtime by dynamic programming (so-called “P-complete”). Consequently, the plan-
ning process has to be converted into a Markov decision process. 

In contrast to other machine learning, evolutionary or optimization approaches, the 
Markov decision process does not need exemplary supervision nor complete models 
of the business rules [1]. The task of the Markov decision process is to compute an 
appropriate policy within an uncertain environment in order to achieve long-term 
goals at the end of a given time horizon.  A policy decides which action at has to be 
executed based on the current time t and state st. Thus, planning process has to be 
defined as a sequence of state dependent actions for each time of a finite horizon 𝑇 ∈
𝛮. The sequence of actions and states has to be modelled by time buckets 0 ൑ 𝑡 ൏ 𝑇, 
e.g. weeks, days or hours. In addition, a finite set of states S, an initial state s0 for the 
first and for all other time bucket st have to be specified. The state st describes the 
decision relevant planning information for the current time bucket, provided by the 
planning environment. Furthermore, the action space has to be finite. Finally, a re-
ward function r (st, at, t) ∈ ℝ has to be specified. To sum up, the Markov decision 
process has to find an optimal policy function 𝛿 ሺ𝑠௧, 𝑡ሻ, that maximizes the following 
value function v, as shown in [2]: 

 𝑣 ൌ  ∑ 𝑟 ሺ 𝑠௧, 𝛿ሺ𝑠௧, 𝑡ሻ, 𝑡ሻ்
௧ୀ଴  (2) 

2.4 Step 4: Develop Reinforcement Learning Environment  

This methodology proposes the use of the deep learning framework TensorFlow that 
was developed as an open-source software library by the Google Brain Team and is 
available for everyone via GitHub [6, 7]. In recent years, TensorFlow has become 
very popular with over a million source code downloads [3]. In addition to Google, 
many companies have selected TensorFlow for their machine learning applications, 
e.g. Airbus, eBay, NVIDIA, Coca-Cola. Especially, SAP has integrated TensorFlow 
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into its Leonardo Machine Learning Foundation by providing the “Bing your own 
Model” (BYOM) web service [8].    

Based on TensorFlow Kuhnle, Schaarschmidt, and Fricke [9] developed an open 
source library for applied deep reinforcement learning, named TensorForce. Tensor-
Force offers a unified declarative interface to common reinforcement-learning algo-
rithms [10]. TensorForce library provides an application-programming interface by 
the four following generic Python classes: Environment, Runner, Agent and 
Model [11]. 

The Agent class processes states, returns actions, stores past observations, loads 
and saves models. Each Agent class employs a Model class, that implements algo-
rithms for calculating next action given the current state and for updating the model 
parameters from past experiences [11]. The Runner class implements the interaction 
between the Environment and the Agent. For every time step the Runner re-
ceives the current action from the Agent, executes this action in the Environment 
and passes the observation to the Agent. The Runner manages the duration and 
number of each learning episode and the cumulative rewards [11]. The planning hori-
zon limits the number of time steps of each episode. The value function is implement-
ed by cumulative rewards. Thus, the state sequence of one episode represents the 
planning process results for the time horizon. For each planning process step, follow-
ing Environment methods and attributes have to be developed in Python [11]: 

 Attribute actions returns the action space for all possible planning decisions. 
 Attribute states returns the state space for all possible planning situations. 
 Constructor method _init_() initializes the state based on planning input. 
 Method reset() sets up a new learning episode with its initial state for the first 

time step. 
 Method execute(actions) performs the selected actions and returns its re-

ward, next state and a terminal indicator defining the end of the planning horizon. 

TensorForce has no restriction on number and type of different states and actions 
[10]. To sum up, a planning specific Python class has to be developed, which over-
rides attributes and methods from the Environment superclass. A subclass has to 
simulate the consequences of each planning decisions to its domain. In order to han-
dle the risk of unrealistic assumptions and oversimplifying, relevant business con-
strains have to be considered in the execute(actions) method.  

2.5 Step 5: Configure Reinforcement Learning Agent  

TensorForce library offers eight different pre-built Agent classes that implement 
state-of-the-art reinforcement-learning algorithms [10]: 

 DQNAgent: Deep Q-Network agent applies the original Q-Learning algorithm 
[12]. 

 NAFAgent: Normalized Advantage Function agent uses continuous Q-learning 
algorithm [13]. 
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 DQFDAgent: Double Q-learning from demonstration agent enriches expert 
knowledge [14]. 

 VPGAgent: Classic Vanilla policy gradient agent implements the classic policy 
gradients algorithm, known as REINFORCE [15]. 

 TRPOAgent: Trust Region Policy Optimization agent supports categorical, 
bounded and continuous action spaces [16]. 

 PPOAgent: Proximal Policy Optimization agent applies an alternative policy-
based method [17]. 

 DQNNstepAgent: The n-step Q-Learning agent performs asynchronous gradient 
descent for optimization [18]. 

 DDPGAgent: Deep Deterministic Policy gradient agent supports continuous action 
domains [19].  

Agent classes have to be configured at least by neuronal network layers, exploration, 
action space, state space, learning algorithm parameters and update methods. There 
are three update methods for network weights: episode based, batch based, time-step 
based. The selection of an appropriate agent class and the declarative configuration of 
hyper-parameters is required, when creating an instance in Python. The best way to 
choose a suitably configured class is to evaluate all eight classes experimentally, be-
cause each planning process step has different business rules, objective functions and 
planning data (see next step in following subsection 2.6). 
 
2.6 Step 6: Evaluate Learning Results  

The experimental evaluation of the configured agent classes interacting with the 
developed environment class requires representative input data. Therefore, data 
cleansing of real world planning input data is recommended, in order to create mean-
ingful test scenarios. 

 

Fig. 3. Capacity Requirements Planning Process Model 

Evaluation criteria are the convergence and level of the weighted objective func-
tion. Consequently, for each test scenario, each agent configuration and all training 
episodes the cumulative reward values have to be compared.  

In addition, TensorBoard can be used as a dashboard for the deep learning models, 
implemented with TensorFlow [20]. TensorBoard is an open-source implementation 
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and available via GitHub [21]. It generates web-based visualizations of the computa-
tion dataflow graphs and training curves, which enable to fine-tune hyper-parameters. 

3 Use Case for Deep Planning Methodology (DPM) 

3.1 Standard Business Process Model for Production Companies 

In this subsection, the described Deep Planning Methodology (DPM) is applied to the 
SAP® standard business process “plan-to-produce” for production companies. This 
standard planning process comprises the following consecutive planning steps [5]: 

1. Demand Planning (DP) 
2. Production Program Planning (PP) 
3. Material Requirements Planning (MRP) 
4. Capacity Requirements Planning (CRP) 
5. Detailed Scheduling (DS)  

Demand Planning consolidates the sales forecast, applies statistical methods and re-
leases a demand plan to Production Program Planning. The goal of DP is to achieve a 
high forecast accuracy. Based on demand plan, sales orders and delivery schedule, PP 
calculates balanced production quantities for every finished product and period. PP’s 
objective comprises the on-time delivery performance and the probability that de-
mand is met from stock, called service-level. PP plans the requirement quantity and 
dates for finished products and releases independent demand to MRP.  

Subsequently, MRP creates planned orders for each in-house production material, 
in order to meet the independent demands. A planned order schedules dependent de-
mand for its components and a technical sequence of operations performed at capaci-
ties. These operations require adequate capacity availability for every scheduled oper-
ation. The duration of an operation defines the capacity requirement quantity. MRP 
assumes infinite capacities. This means, MRP does not check scheduled operations 
with regard to capacity availability. Thus, the availability of capacities has to be 
checked and ensured by the following Capacity Requirements Planning (CRP). Based 
on planned orders CRP has to plan feasible shift schedules for all production capaci-
ties. On the other hand, Detailed Scheduling (DS) has to consider the material availa-
bility of all components based on shift schedule and planned orders. DS schedules the 
sequence of operations performed at capacities and aims to minimize set-up efforts.  

3.2 Capacity Requirements Planning Process 

Fig. 3 visualizes the CRP process with its business rules, objectives, application 
systems and data objects. The shift schedule can be modeled by the decision variables 
di,j (C x T – matrix) that defines the available working hours for all capacities 𝐶 ∈ ℕ 
and each day within a defined planning horizon  𝑇 ∈ ℕ: 

𝑑 ∈ ℝେ ൈ ୘,    0 ൑ 𝑑௜,௝ ൑ 24                                       (3) 
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A planned order is specified by its operations i: 
 Operation sequence:     𝑖 ↠ 𝑗     ⇔  i is predecessor of operation j   
 Scheduled time bucket:  0 ൑ 𝜏௜  ൏ 𝑇 
 Production duration:    𝜚௜  ∈  ℕ 
 Required capacity:   𝜓௜  ∈  ℕ 

Capacity requirements k can be summed by all relevant operation durations: 

𝑘 ∈  ℝେ ൈ ୘,   𝑘௖,௧  ൌ  ∑ 𝜚௜∀௜: ఛ೔ୀ௧ ∧ ట೔ୀ௖                                       (4) 

A planned shift schedule is feasible, if two business constrains are fulfilled: Firstly, 
finite capacity utilization is limited to 100% for all capacities c and time buckets t:  

  ∀ 𝑐, 𝑡:    𝑈௖,௧ ൌ  
௞೎,೟

ௗ೎,೟
 ൑ 100% (5) 

Secondly, the technical sequence of operation is ensured, if succeeding operations 
have to be scheduled at a later time bucket:  

    ∀ 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑖 ↠  𝑗  ∶   𝜏௜  ൏ 𝜏௝                                        (6) 

The objective function f that measures the quality of a shift schedule comprises clas-
sic key performance indicators used in production companies, such as capacity utili-
zation Uc,t, weighted by wu, throughput time Pi, weighted by wp,  inventory Ri, 
weighted by wr, and delivery performance Pj, weighted by wp:  

𝑓 ൌ 𝑤௨ ∑ 𝑈௖,௧ ∀ ௖,௧ ൅  𝑤௣ ∑ 𝑃௜,௧ ∀ ௜,௧ ൅ 𝑤௥ ∑ 𝑅௜,௧ ∀ ௜,௧ ൅ 𝑤௨ ∑ 𝑃௜,௧ ∀ ௜,௧                 (7) 

CRP was identified as a relevant planning step with high potential for deep rein-
forcement learning implementations, because the complete enumeration algorithm has 
exponential runtime complexity, see equation (1). 
 
3.3 Markov Decision Process for Capacity Requirements Planning 

CRP is converted into a Markov decision process by defining actions, states and re-
wards: 

 A C-dimensional vector specifies the actions that decide how many working 
hours (here: 8,16 or 24) are available for each capacity and time bucket t:  

 𝑎௧ ∈ ሼ8, 16, 24ሽ஼ (8) 

 The shift schedule d is calculated by the actions at performed for all capaci-
ties within one learning episode: 

 𝑎௧ ൌ ቌ
𝑑଴,௧

⋮
𝑑஼ିଵ,௧

ቍ (9) 
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 State st is designed via capacity requirements based on a time interval with b 
buckets. This means, that the state slices the capacity requirements by a roll-
ing time window: 

 𝑠௧ ൌ  ቌ
𝑘଴,௧ ⋯ 𝑘଴,௧ା௕ିଵ

⋮ ⋱ ⋮
𝑘஼ିଵ,௧ ⋯ 𝑘஼ିଵ,௧ା௕ିଵ

ቍ   (10) 

 In orders to ensure, that for each learning episode the cumulative reward v is 
equal to the objective function value f, reward function r is calculated by:  

𝑟 ሺ𝑠௧, 𝑎௧, 𝑡ሻ ൌ 𝑤௨ ∑ 𝑈௖,௧ ∀ ௖ ൅ 𝑤௣ ∑ 𝑃௜,௧ ∀ ௜ ൅ 𝑤௥ ∑ 𝑅௜,௧ ∀ ௜ ൅ 𝑤௨ ∑ 𝑃௜,௧ ∀ ௜    (11) 

 
3.4 Learning Environment for Capacity Requirements Planning 

The learning environment has to fulfill the two business constraints, which are de-
scribed in subsection 3.2. In consequence, the execute(actions)method imple-
ments for each time step and each capacity that the planned shifts offer enough work-
ing hours to meet the capacity requirements. If capacity utilization is higher than 
100%, operations are moved to the next time bucket. Else operations are pulled for-
ward from subsequent to current time buckets, in order to achieve fully utilized capac-
ities. Predecessors and successors of moved operations have to be rescheduled, too. 
This influences throughput time, inventory, delivery performance and consequently 
the reward. The implemented time window of states focuses on a rolling interval of 
two days for capacity requirements. This provides relevant information for the agent 
to find a satisfactory shift schedule.  

 
3.5 Learning Agent for Shift Schedule 

Thriving reinforcement learning often requires tuning the agent hyper-parameters. 
This subsection proposes some best practice for customizing of the selected 
PPOAgent class, which has proven its productivity in the domain of capacity re-
quirements planning. 

The hidden layers of deep neuronal network are specified by parameter network. 
State and action spaces define the structure of input and output layers implicitly. Ex-
plicitly, three hidden layers have to be configured to meet the complexity of this ca-
pacity-planning problem. The number of hidden units corresponds with the planning 
complexity, described in O – formula (1). This means high number of capacities, 
longer planning horizon and high number of alternative shifts require higher number 
of hidden units, called size of layer: 

1. The first layer type is embedding, in order to handle all dimensions of the state 
space. This layer represents states in a continuous vector space where semantically 
similar states are mapped to nearby points, coded as indices. The number of em-
bedding indices should be within the range of 32 to 1024 (here 100). The dimen-
sion of the vector space is defined by the size of the embedding layer, here 32 
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(range: 16 - 1024). This means, that the input layer is fully connected to the em-
bedding layer. L1 and L2 regularization weights are not used in this layer, because 
overfitting is not an issue for learned policies.  

2. The second layer is called flatten. This layer reshapes the first layer from multi-
dimensional vector to a one-dimension vector.  

3. The third dense layer with 32 hidden units (range: 32 - 1024) is fully connected to 
the second layer. The ReLU function [7] is chosen for activation. 

Prominent results concerning the convergence of cumulative rewards to a satisfactory 
solution can be achieved by the following configuration of the PPOAgent class: 

 The update_mode specifies how many episodes or time steps used for one itera-
tion of a gradient descent update. The frequency defines the number of elapsed 
episodes or time steps that trigger the next update batch run. Both variables are set 
to one episode (range: 1 - 20 episodes). 

 The capacity of the memory corresponds to the numbers of experiences collect-
ed before updating neuronal network weights. It has to be a multiple of the up-
date_mode batch size and was set to 100000, to speed-up training. 

 The learning rate specifies the strength of each gradient descent update step. Best 
results for Adam optimization were achieved with rate 0.001 (range: 0.00001 - 
0.008). If scattering of the objective function values is too high or the rewards do 
not consistently increase for many episodes, the learning rate has to be decreased. 
On the other hand, if the learning rate is too low, then optimal solution is too hard 
to find for the agent. 

 Parameter entropy_regularization controls the randomness rate of the 
policy. This parameter is very sensitive and should have the value 0.03 of interval 
0.001 to 0.1. Other values have negative effects on convergence and level of cumu-
lative rewards. Higher values create instable solutions for many periods. Lower 
values prevent finding satisfactory solutions.   

 Parameter likelihood_ratio_clipping specifies the acceptable threshold 
of divergence between the new and old policies for gradient update step. High val-
ues correspond with a fast, but instable learning process. Best results are based on 
value 0.02 (range: 0.005 - 0.35). 

 Parameter discount defines the factor of future rewards. The parameter value 
0.99 ensures policies with high cumulative rewards at the end of an episode. Thus, 
discount factor should have a high value within the interval of 0.85 to 0.999, be-
cause the objective function of capacity requirements planning is calculated by the 
cumulative rewards for each time horizon. 

3.6 Experimental Evaluation 

Four of eight TensorForce agent classes are suitable for CRP: DQNAgent, 
VPGAgent, PPOAgent and DQNNstepAgent. The other agents were not 
applicable, because they are designed for continuous action space or additional expert 
knowledge. The qualified agents were evaluated according to ten different test scenar-
ios. The test scenarios differ according to randomized planned orders, number of ca-
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pacities (range: 6 - 24), number of operations (interval: 2.500 - 10.000) and planning 
horizon from 30 to 120 days. Learning algorithms were finished after 4000 episodes. 
All test scenarios converge to a satisfactory result, near global optimum. The mean of 
cumulative rewards constantly increased over periods. The scattering of the objective 
function values decreased over periods. The runtimes were reasonably short: from 0.3 
to 1.2 seconds per episode. TensorFlow ran with the GPUs of NVIDIA Quadro 
M1200 with a compute capability of grade 5.0. The PPOAgent performed best re-
sults according to level and convergence of the objective function, as show in Fig. 4. 

 

Fig. 4. : Evaluation of test scenario with six capacities, 2500 operations and 30 days horizon 

4 Conclusion and Future Work 

The proposed Deep Planning Methodology is an advanced implementation paradigm 
for planning processes in companies. It allows satisfactory planning results by devel-
oping a learning environment and customizing an agent without the need to imple-
ment all business rules and optimization algorithms explicitly. In the course of the 
CRP implementation a challenge emerged, how to tune hyper-parameter. Some hy-
per-parameters are sensitive concerning convergence and level of planning results. To 
meet the challenge many test scenarios are recommended to get a comprehensive 
insight, how to achieve reliable and reproducible results. To sum up, it is fascinating, 
how complex decision problems can be solved by reinforcement learning algorithms. 
In the future, I expect more Eureka moments for other planning tasks in companies, 
which have been unable to be successfully solved by current business applications 
until today.   
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