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Abstract. Electronic Health Records provide a wealth of information
about the care of patients and can be used for checking the conformity
of planned care, computing statistics of disease prevalence, or predict-
ing diagnoses based on observed symptoms, for instance. In this paper,
we explore and analyze the recorded diagnoses of patients in a hospi-
tal database in retrospect, in order to derive profiles of diagnoses in the
patient database. We develop a data representation compatible with a
clustering approach and present our clustering approach to perform the
exploration. We use a k-means clustering model for identifying groups
in our binary vector representation of diagnoses and present appropriate
model selection techniques to select the number of clusters. Furthermore,
we discuss possibilities for interpretation in terms of diagnosis probabil-
ities, in the light of external variables and with the common diagnoses
occurring together.

Keywords: medical records · binary representations · clustering.

1 Introduction

Electronic Health Records (EHR) provide a wealth of information for retrospec-
tive analysis of patients. They can be a source for validating the conformance to
planned treatment, or can be used to mimic the doctor by predicting diagnoses
of patients with the use of vital signs and other symptoms. The main adoption
of EHRs in healthcare research has been rapidly increasing [7, 18]. In contrast
to traditional data sources, including spontaneous reports [12] or social media
[16], EHRs comprise disparate data types and can convey critical information
which could potentially allow medical practitioners to prevent critical conditions
or provide a timely intervention when necessary. A wide body of research using
supervised learning approaches on EHR data exists in the literature, e.g., [5, 6,
11, 17, 19], mostly focusing on critical events such as heart failure [10] or adverse
drug interactions [2, 9]. On the other hand, descriptive analytics approaches fo-
cusing on frequent pattern mining or subgroup discovery have been proposed.

More specifically, several ways of improving ADE detection have been ex-
plored [1] by combining sequential pattern mining with disproportionality anal-
ysis. In particular, the use of sequential pattern mining for finding frequent
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sequences of drug event prescriptions have been explored, which then form the
basis for the disproportionality analysis. In other words, instead of looking for
unexpected drug-diagnosis pairs, the main focus is placed on extracting unex-
pected pairs of drug sequences and diagnoses. Since the proposed method is
better suited to handle drug interactions, it is expected to handle cases where a
sequential administration of interacting drugs is responsible for a certain ADE.
An empirical investigation of the method has been performed using a subset of
the Stockholm EPR corpus [3].

In this paper, we focus on unsupervised learning, and more specifically on
the detection of cluster structure in a medical database. Specifically, we use a
large database of new-born babies treated at the neonatal intensive care unit
[13] in Helsinki Children’s Hospital in Finland. We use the data in retrospect to
explore and investigate the diagnostic profiles of patients. For this aim, use use a
clustering model to group the patient database to distinct patient groups, each
having a particular diagnosis signature with the recorded diagnoses. We aim at
identifying interpretable diagnostic profiles by characterizing the patient profiles
by the most common diagnoses in the clusters.

In the rest of the paper, we describe some backgrounds of the origins of data
and present related work in Section 2. The methodology and the experimental
part of clustering the diagnostic profiles is presented in Section 3. In Section 4,
we summarize our findings and conclude our paper.

2 Patient data and diagnoses as profiles

The data set under study has been recorded in the Helsinki University Hospital
Neonatal Intensive Care Unit (NICU) between the years 1999 and 2013. The
data set in question consists of some 2000 preterm babies born in the hospital
and treated in the NICU. The treatment in the intensive care unit results in a
lot of data recordings that can be analyzed in retrospect. Of particular interest
in the data set has been the so called very low birth weight (VLBW) infants,
which by definition are babies with a birth weight of less than 1500 grams. The
statistics of these data are presented in more detail in [13]. In our previous work,
we have explored the possibility to predict diagnoses based on the vital signs and
other symptom data, based on Gaussian process classification [14].

Contrary to our previous work [13, 14], where diagnoses were estimated or
predicted from vital signs and symptom based data, we consider a different
approach: we treat the diagnoses of NICU patients as an individual data resource
and analyze the heterogeneity and the statistical dependencies within the data
and the hypothesized groups in the data. For each patient, there is a list of
diagnoses given to a patient during the NICU stay. We have extracted a list of
diagnosed and some other variables and cross-referenced them with an ICD-10
database retrieved from a health organization THL. For our diagnostic profile,
we include only those variables which are found in a standard ICD-10 database.
As a result, we get a list of 437 possible diagnoses which have occurred in this
data set. We must note that this is not a standardized, comprehensive list of all
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diagnoses but is focused on this set of patients specifically. As the list of diagnoses
for a patient may vary, we seek to represent them as a unified diagnostic profile.
Therefore, we represent the diagnoses for an individual patient as a list of truth
values, which can be numerically represented as 0’s and 1’s. Our vectorial data
representation has the possible diagnoses as attributes, and the binary 0-1 values
denote whether a particular patient has a diagnosis (1) or not (0). In this manner,
we can represent the diagnoses as a binary 0-1 vector for a patient. This gives
rise to a matrix where each row of the matrix represents the diagnostic profile
of a patient.

3 Experiments: methodology and evaluation

Recall that our data is 0-1 data collected to a vectorial representation, where
each vector describes the set of diagnoses for that patient with a collection of 0’s
(no diagnosis) and 1’s (diagnosis) for a particular code in ICD-10. The analysis
may now proceed as the analysis of multivariate 0-1 data. If we would wish to
describe occurrences of diagnoses together, we could extract frequent itemsets
from the 0-1 data [4], or extract frequent itemsets combined with a clustering
approach [8]. Here, we are doing the first steps in exploring the data and we are
content by exploring the clustering structure with a clustering approach only.

During the experiments, the goal is to use the data of the diagnostic profiles
described earlier and to learn a cluster model from data. For this aim, we use
the k-means cluster model, where the cluster profiles are represented in terms
of prototype vectors, computer locally from the clustered data [4]. A central
question regarding the clustering is to choose the number of clusters in the
model: an optimal choice of the model is a trade-off between the richness of
representation (many clusters) and the compactness of representation (just a
few clusters). As a guiding criterion, we use the silhouette index [15] computed
from the clustered data and decide on the number of clusters based on a series of
silhouette indices computed on the cluster model. In order to reduce the impact
of individual cluster models learned from data, we compute multiple cluster
solutions form different initial values and form averages of our chosen model
selection criteria. We present the statistics of these figures for solutions between
2 clusters and 20 clusters. The results of the experiment for model selection is
illustrated in Fig 1.

The choice of the number of clusters is a trade-off between the richness of rep-
resentation and the compactness of the result. Whereas the compactness would
make the result set very interpretable, the richness of the result would make
the clustered data sets very homogeneous. In order to balance between these
extremes, we resort to the silhouette index [15] and select the number of clusters
to be J = 3. We observe declining silhouette score between 2 and 3 clusters,
but an increase of clusters from 3 does not seem to affect the silhouette score.
There is, however, some variance in the score, indicated by the variance in the
individual scores marked by black points as well as the bounds given by the
percentiles, marked by the dash-dotted lines.
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Fig. 1. The silhouette indices computed for multiple realizations of cluster models
and number of clusters. We have clustered all the data in the patient matrix, with
data dimension d = 437. We have run k-means clustering multiple times with random
initializations, repeating the runs from 2 to 20 clusters 50 times. For each clustering
result, we have computed the silhouette score for the solution at hand. Average of the
scores calculated and plotted with a black line. Percentiles (25th and 75th) are plotted
with dash dotted line. The individual scores are plotted with points.

We proceed to the final clustering by fixing the number of clusters to be
J = 3 and training a final model from data. In order to avoid degenerate results,
we train a model 7 times and select the model with the median silhouette score.
This is likely to avoid minima with extreme values for the silhouette index.

Since the k-means algorithm estimates the cluster centers as the averages of
data and the data is either 0’s or 1’s, the cluster centers have a natural interpre-
tation of being probabilities of individual diagnoses given in the cluster, and can
thus be related with the risk of a diagnosis in a given group. The cluster centers
for the three clusters are illustrated in Figure 2. There are apparent similari-
ties between the profiles and they do indeed share some characteristics in terms
of diagnoses. For instance, each cluster is characterised by the diagnosis P59.0,
which indicates neonatal jaundice associated with preterm delivery, and P22.9,
which in turn corresponds to unspecified respiratory distress of newborn. These
are diagnoses that are associated with the selection of the patient material from
NICU, rather than distinguishing factors between them. Some of the diagnoses
appear in only one cluster, like the H35.1 Retinopathy of maturity, which of-
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Fig. 2. The cluster centers of the identified diagnosis profiles are illustrated. Each panel
describes one of the three clusters in terms of probabilities of diagnoses in the cluster.

fers an avenue to explore further which factors occur together in this particular
group.

4 Summary and Conclusions

We have analyzed a database of patients treated at the neonatal intensive care
unit (NICU) at the Helsinki Children’s Hospital in Finland. In particular, we
focused on the set of diagnoses of patients and developed a vectorial 0-1 data
representation for further analysis. The diagnostic profile for a patient is the
listing of all diagnosis of a patient and can be represented as a vector of 0-1
data with all diagnoses as vector components, or attributes. Then we proceeded
with a clustering approach and developed a suitable clustering model for the data
through a model selection procedure. We presented the prototypes of the clusters
and discussed the further possibilities of describing the data more accurately.

A clustering model can be used to yield a practical, yet nontrivial description
of the patient diagnoses as such. Some of the highlighted diagnoses are generic
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hallmarks for the patient material in question, but some others may yield in-
teresting information about subsets of patients. These diagnostic profiles can be
used to describe further the statistical dependencies of the individual diagnoses
in subsets of patients, which can yield interesting, but unexplored knowledge
about the domain. In order to derive more medical relevance from the profiles,
we will discuss the findings further with the medical experts, and reflect the
findings with external patient data, which has not been used in clustering.
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