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An LP—quantile methodology for tail index estimation

Stéphane Girard®, Gilles Stupfler® & Antoine Usseglio-Carleve®

@ Univ. Grenoble Alpes, Inria, CNRS, Grenoble INP, LJK, 38000 Grenoble, France
b Univ. Rennes, Ensai, CNRS, CREST - UMR 9194, F-35000 Rennes, France

Abstract. Quantiles are a fundamental concept in extreme-value theory. They can be obtained
from a minimization framework using an absolute error loss criterion. The companion notion of ex-
pectiles, based on squared rather than absolute error loss minimization, has recently been receiving
substantial attention from the fields of actuarial science, finance and econometrics. Both of these
notions can actually be embedded in a common framework of LP—quantiles, whose extreme value
properties have been explored very recently. However, and even though this generalized notion of
quantiles has shown potential for the estimation of extreme quantiles and expectiles, it has so far not
been used in the estimation of extreme value parameters of the underlying distribution of interest.
In this paper, we work in a context of heavy tails, which is especially relevant to actuarial science,
finance, econometrics and natural sciences, and we construct an estimator of the tail index of the un-
derlying distribution based on extreme LP—quantiles. We establish the asymptotic normality of such
an estimator and in doing so, we extend very recent results on extreme expectile and LP—quantile es-
timation. We provide a discussion of the choice of p in practice, as well as a methodology for reducing
the bias of our estimator. Its finite-sample performance is evaluated on simulated data and on a set
of real hydrological data.

Keywords. Extrapolation, extremes, heavy tails, L —quantile estimation, tail index.

1 Introduction

Carrying out inference about the extremes of a random phenomenon is an important goal in several
fields of statistical applications. The first motivating such problem was to determine how high dikes
constructed in the Netherlands should be so that areas below sea level can be adequately protected
from flooding (de Haan and Ferreira, 2006). Other related examples are inferring extreme rainfall levels
at a given location (Koutsoyiannis, 2004) and estimating extreme daily wind speeds (Beirlant et al.,
1996). Extreme phenomena may also negatively affect financial institutions or insurance companies;
examples of studies in this direction include the analysis of extreme log-returns of financial time series
(Drees, 2003) and the inference about extreme risks linked to large losses in insurance (Rootzén and
Tajvidi, 1997). Providing a solution to such problems typically relies on estimating an extreme quantile
of a well-chosen univariate random variable.

It is however well-known that the straightforward empirical estimator of an extreme quantile, that is,
a quantile exceeding the range covered by the available data, is inconsistent. In many of the above
applications, this problem can be solved by modeling the variable of interest using a heavy-tailed
distribution: a random variable Y is said to be heavy-tailed when its survival function can be written
P(Y > y) =y~ '/74(y), where v > 0 and £ is a slowly varying function, i.e. such that £(ty)/¢(y) — 1 as
y — oo for all t > 0. The parameter « is the so-called tail index of Y. It can then be shown that the
knowledge of this parameter allows one to successfully estimate extreme quantiles by extrapolating
beyond the range of the data: a standard example is Weissman’s estimator (Weissman, 1978), with
more recent alternatives introduced by de Haan and Rootzén (1993) and Li et al. (2010).

The estimation of the tail index ~ is therefore a central problem in the extreme value literature.
A very popular semiparametric estimator was proposed by Hill (1975). This estimator has several



interpretations, most notably in terms of quasi-maximum likelihood estimation in a Pareto model.
This estimator has found a number of competitors over the last forty years: although this is a non-
exhaustive list, we refer to the quasi-maximum likelihood estimator in a Generalized Pareto model
(Smith, 1987; Drees et al., 2004), probability-weighted moment estimators (Hosking et al., 1987) and
the general moment estimators of Dekkers et al. (1989) and de Haan and Peng (1998). More recent,
perhaps lesser-known, attempts include McElroy and Politis (2007), Paulauskas and Vaiciulis (2013),
Brilhante et al. (2013), Beran et al. (2014) and McElroy and Nagaraja (2016).

The common point of all these estimators is that they are based on quantiles, in the sense that they
use high order statistics of the available sample for their calculation. Even though quantiles are
straightforward to calculate and interpret, they are not devoid of drawbacks: for instance, a quantile
only takes into account information on the frequency of a tail event, ignoring information about its
magnitude. It is the goal of this paper to construct a methodology based on a class of extreme value
indicators more general than high quantiles and whose calculation is driven both by the frequency and
actual magnitude of high values. To this end, we first note that quantiles may equivalently be seen as
the solution of the following minimization problem:

a(a) € argmin E [pD (¥ — ) - plD(v)], (1.1)
teR
where p(al)(y) = | — Lyy<oy| lyl is the quantile loss (or check) function, see Koenker and Bassett

(1978). By replacing such an absolute loss with a more general LP—loss, one obtains the family of
LP—quantiles: if p > 1 and a € (0,1), the L,-quantile q®) () of Y is given by

¢ (a) € argmin E [o0 (v — 1) — o (V)] , (1.2)
teR

where pg)) (y) =|a - ]l{y<0}‘ ly|P. Clearly p = 1 leads to the quantile; the case p = 2, initially studied in

Newey and Powell (1987), leads to the so-called expectile. Inference on, and using, extreme expectiles
has recently been studied by, among others, Daouia et al. (2018a), Daouia et al. (2018b) and Daouia
et al. (2019b). Expectiles have the advantage to be a coherent risk measure (Artzner et al., 1999),
contrary to quantiles, making them particularly appealing in actuarial and financial applications (see,
among others, Taylor, 2008; Cai and Weng, 2016). The estimation of extreme LP—quantiles, as a way
to recover extreme quantiles and expectiles, is investigated in Daouia et al. (2019a).

The goal of the present paper is to take that idea one step further and use LP—quantiles as a way to
estimate the tail index . This was done, specifically in the case p = 2 of expectiles, by Daouia et al.
(2018b), who proposed to replace empirical quantiles by empirical expectiles in the Hill estimator,
resulting in an estimator called the expectHill estimator. Such an approach is motivated by general
results of Bellini et al. (2014) and Daouia et al. (2019a) showing that high quantiles and L,—quantiles
are asymptotically proportional, with a proportionality coefficient only depending on the tail index
and the value of p. However, the expectHill estimator suffers from a couple of important drawbacks,
among which a tendency to quickly drift away from the true value of v due to finite-sample bias. Our
idea here is to move away from the Hill estimator and exploit the asymptotic relationship between the
high quantiles and L,—quantiles, through what we will show is actually a decreasing function of v, in
order to define a different type of estimator of the tail index. We shall in particular explain why our
estimator performs better than the Hill estimator in certain situations that are known to be difficult
in the analysis of heavy tails, making it a worthy addition to the extreme value toolbox.

The paper is organized as follows. Section 2 introduces the setting, our assumptions, the Hill and
expectHill estimators as well as our newly proposed LP—quantile based estimator. Section 3 gives
the asymptotic properties of this estimator, introduces a correction of the bias purely due to the use
of the LP—quantile methodology, and discusses the choice of the parameter p. Section 4 examines
the finite-sample performance of our estimator on a simulation study, and Section 5 showcases our
estimator on a set of real data from hydrology. Proofs are postponed to the Appendix.



2 Setting, notations and assumptions

Let p > 1 and let Y be a real random variable such that E[|Y[P~!] < cc. Differentiating the cost
function (1.2), the LP—quantile ¢P)(a) of level a € (0,1) of Y is equivalently defined as follows:

_ E [‘Y - y|p_1 1{Y>y}]

E [IY — y!pfl}

LW (0) =inf {y e R: FW(y) <1-a}, (2.1)

This is justified because F?) is a decreasing function: see Lemma 1 in the case p > 1. Let us
recall that the cases p = 1 and p = 2 respectively lead to the notions of quantile and expectile, see
Koenker and Bassett (1978) and Newey and Powell (1987). In view of (2.1), if copies Yi,...,Y,, of
Y are available, an estimator of an LP—quantile can be obtained by replacing expectations by their
empirical counterparts:

n
—1
El Vi =yl iy

w -1
Zl\Yé; —yl’

FP(y) = L @P(0) =inf {y e R: FP(y) <1-a}. (2:2)

The asymptotic properties of @(lp )(a) are established in Daouia et al. (2019a) for high levels @ — 1.

For that purpose, an assumption of heavy tails is required on the underlying distribution. Besides,
we assume hereafter for the sake of simplicity that the function F(!) is continuous and strictly
decreasing on the range of values of Y. This is not a strong regularity condition, and it can
actually be removed altogether using the heavy tails assumption, via results such as Lemma 1 in
Daouia et al. (2019b), but this adds further technical complications to the proofs.

We thus introduce the following first-order condition:

C1(v) The survival function F (1) is regularly varying at infinity with index —1 /v < 0, that is

. 7t /r)/

According to de Haan and Ferreira (2006, Theorem 1.2.1), such an assumption is equivalent to F @
belongs to the Fréchet maximum domain of attraction, with extreme-value index v > 0. Several
estimators of 7 can be found in the literature, the most popular one being introduced in Hill (1975),
and based on ratios of empirical quantiles:

[n(l—an)] (1) )
A(H):; o gn’ (1—=(i—1)/n)
o = an) ; o (@9’ (1— (1 — an)] /n)) | (24)

Here, (ay,) is an intermediate sequence, i.e. such that o, € (0,1), ap, — 1 and n(1 — o) — o0 as
n — oo. The asymptotic properties of &é{f) are discussed in e.g. de Haan and Resnick (1998) and
de Haan and Ferreira (2006). More recently, Daouia et al. (2018b) proposed to replace empirical

quantiles by empirical expectiles, leading to the so-called expectHill estimator:

[n(1—an)] (2) )
e _ 1 oo [ G (L= (i=1)/n)
e & <qz<3> (1= (L — an)] /n>> | 22)

In this paper, we propose to use the larger class of LP—quantiles to estimate the tail index. Our
motivation is that, while the expectHill estimator has very smooth sample paths, its finite-sample bias
tends to set in fairly quickly; it is our intention here to show that an L —quantile methodology, for
p € (1,2), can provide a good complement to the Hill and expectHill estimators. For that purpose,



let us recall that, under C1(7y), it is proved in Daouia et al. (2019a, Proposition 1) that for all p > 1
and 0 <y <1/(p—1),

- FO (q(p) (a)) ~

where B(z,y) = fol u® (1 — u)¥~!du is the Beta function. The function g, being strictly decreasing

for all p > 1 (see Lemma 2 in the Appendix), a natural idea may be to estimate the tail index ~y

using the asymptotic relationship (2.6). To this end, let us consider an intermediate sequence («,)

and define the tail index estimator %ﬁ) forall p > 1 as

EY (a0 (an)

1—a,

(2.7)

AP = inf { v > 0: gy(7) <

From known properties of LP—quantiles (see Bellini et al. (2014)), it is noteworthy that the new

(»)

estimator 4y, is both translation and scale invariant, by contrast to the Hill estimator which is not
location invariant. The particular cases p € {2,3,4,5} yield closed formulas for %(f;). For instance,

p = 2 leads to g,(y) =7~ — 1 and therefore to the expectile-based estimator

0 (@)

1—a,

o = |1+ (238)

This estimator was introduced by Girard et al. (2019) in a conditional setting. The asymptotic

normality of '3/((12“) is established therein under the condition v < 1/2.

Here, we deal with the case p > 1 in its full generality. In the next section, we shall establish an
asymptotic normality result under the condition v < 1/(2p — 2) which is weaker than the condition
v < 1/2 required for the asymptotic normality of the expectile-based estimator (2.8) as soon as
p € (1,2). To this end, we introduce the following second-order refinement of the first-order regular
variation condition:

C2(v, p, A) The survival function F (1) is second-order regularly varying with index —1 /v < 0, second-
order parameter p < 0 and auxiliary function A having constant sign and converging to 0 at

infinity, i.e.
(1) p/y —
lim L ) (F (ty) —t_1/7> _ it 1, vt > 0. (2.9)

o m
y— A(ﬁ FO) (y) vp

We note that (t* — 1)/ should be read as log(t) when z = 0.

It is clear that Ca(7y, p, A) implies C1(y). Let us also highlight that (2.9) is equivalent to de Haan
and Ferreira (2006, Theorem 2.3.9)

1 (1 - P _
lim — <q (1= 1/(ty)) —ﬂ) —p L s (2.10)
1)

v=oo A(y) \ ¢ (1-1/y)

Such a second-order condition allows the control of bias terms in statistical extreme value procedures
through the function A, and is thus the cornerstone for asymptotic normality results in extreme-value
theory. For instance, it is established in de Haan and Ferreira (2006, Theorem 3.2.5) that, under
Cz2(7, p, A) and the additional condition /n(1 — an)A ((1 — o) ™') = A € R as n — oo, one has

w1 = an) (30 = 7) =5 N (bar(p),va (7)) (2.11)



with by (p) = A\/(1 — p) and vy(y) = 72 Similarly, the asymptotic normality of the expectHill
estimator (2.5) is established in Daouia et al. (2018b Theorem 2) for v < 1/2 under the two additional

conditions E(Y?) < 0o and /n(1 — a,,)/qM () — 1 € R as n — oo
n(l—an) (31 = 7) <5 N (b (3, 0), 081 (7)) (2.12)
with -1 —p 2 (1 v 3
b (v, p) = ((11__7/2)2 — ;_Up) A— E(Y)Wu and vgu(y) = 1 2_727.

The objective of the next section is to establish a general asymptotic normality result for %()fl) . We shall
also design a method for the reduction of the asymptotic bias and derive the associated asymptotic
mean squared error of the estimator.

3 Main results

3.1 Asymptotic analysis

In the sequel, we denote by IB(t,x,y) f bzt (1 —u)Y~1du the incomplete Beta function and by ¥
the digamma function i.e. the log—derlvatlve of Euler s Gamma function. Our first result provides the
joint asymptotic distribution of the L'— and LP—empirical quantiles, p > 1. Since the calculation of
LP—quantiles depends on the whole of the distribution of Y and in particular requires the assumption
E(]Y[P~!) < oo, an assumption on the left tail of Y is needed to ensure that E(]Y[P~!) exists. We thus
(1)

assume that F'"/ the survival function of —Y, is either light-tailed (i.e. y“FSl)(y) — 0asy — +oo for

all a > 0), or satisfies a first-order condition of the form Cy(7¢). In the case where FW s light-tailed,
our subsequent conditions and results may be read with v, = 0, and we make the convention 1/0 = oo

Proposition 1. Assume F() satisfies Co(y, p, A), FW is either light-tailed or satisfies C1(7ye). Let
(o) and (By) be two intermediate sequences such that (1 — 5y)/(1 —ap) — 60 >0 as n — oo. Then,
foralll<p<(yVa) ' /241,

(p) (1)

n(l — ay) ( Do) 1, DG 1) i>/\/'(0,72A), (3.1)

where A is a symmetric matriz having entries

( I B(2p—1,v'-2p+2)
YT T Byt op+l)
Az = (0= Dv(g(7)/OIB ((9o(7)/0) 7 ALyt —p+1p—1) + ((gp(7)/0) V1 —1)P"
Mgy = 1/6.

This result extends both Daouia et al. (2019b, Theorem 3) which is dedicated to the case p = 2, and
Daouia et al. (2019a, Theorem 1) which focuses on the marginal asymptotic distribution of q(p )( n)

only. Using Proposition 1, the asymptotic normality of ’y((ln) can then be established. A simplified
version of this result, in the important case E(]Y]) < oo, is provided by Corollary 1 below.

Theorem 1. Assume F() satisfies Ca(v, p, A) and FW s either light-tailed or satisfies C1(ve). Let
(o) be an intermediate sequence such that, as n — oo,

i) Vn(l—an)A((1—an)™) = A\ €R,



E(Y1
i) m( Mosatienl v - an>> — X ER,

ZZZ) \/ﬁ( [ {0<1)Ya<q)(1)(an)}] vV F(l) (_q(l)(an))> — X\3 €R.

Then, for all1 <p < (yV) ' /241,

(1= an) (32 =) =5 N (3. 0), 5p(1) (3.2)
where
— (1) (2) (3)
b — b Aob A3b
oolr) = B (p,y ' —p+1) B(2p—-1,7"-2p+2) _1]
2 _ 2 ’
(1+i@e-pry-werta) L BT opED)
with
b;(ol)Q(% p) = (KD ,p),
(2% ‘W) = 0-Dg() <y + 5 [T+ -1DB(p—1,1— 7] Ly,
by (7)) = =1 (99N Lppe<ay + 95N B (v —p+ 1,1 =) Ly
and
—p
g”g; [(1=p)B((1=pyt=p+1)=B(p,yt=p+1)] ifp<0,
Epvpe) =4 L e (3-3)
p’yg / (u—1)P2u" 7 log(u)du if p=0
1

The asymptotic variance vp(y) is compared to the asymptotic variances vy (y) and vgy () of Hill and
expectHill estimators in Figure 1 for p € {1.2,1.4,1.6,1.8,2} and v € (0,1). It appears that v,(7) is
smaller than vgg () for p = 2 and is similar to v () when p is close to 1. Moreover, the asymptotic
variance of %()fl) is smaller than vy () when + is small, for all considered values of p. On the contrary,
vp(7y) increases faster than vy () as 7 increases. Finally, p = 1.4 seems to be a good compromise
when ~ is less than ~ 2/3. This includes the important case v < 1/2 of a finite variance, which is
widespread in insurance and finance. A detailed discussion on the choice of p in practice is proposed
in Section 4.

(1)(

The asymptotic bias component involves three parts. The first one, by’ (7, p), is proportional to the
auxiliary function A. Similar terms can be found in most extreme-value estimators, such as the Hill
(see (2.11)) or expectHill estimators (see (2.12)). The second and third terms are specific to the use of
Ly-quantiles. Since these terms do not depend neither on A nor on p, they can be easily estimated and
removed, as we shall explain in the next paragraph. Before that, we propose a substantial simplification
of b;(?) (v) and b;()3) (7,7¢) under the assumption that 7, < 1 and v < 1. In this situation, the random
variable Y is integrable, i.e. E|Y| < oo and Theorem 1 can be simplified as follows.

Corollary 1. Assume F(Y) satisfies Co (v, py A) with v <1 and Fﬁl) is either light-tailed or satisfies
C1(e) with v, < 1. Let (o) be an intermediate sequence such that, as n — oo,

i) Vn(l—an)A((1—an) ') 2 AER,
i) /n(1 —an)/qM(an) = peR.
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Figure 1: Asymptotic variance vy(y) for p = 1.2 (green), 1.4 (blue), 1.6 (violet), 1.8 (brown) and

2 (red), as a function of v € (0,1). The black and cyan curves respectively represent vy (y), the
asymptotic variance of Hill estimator, and vgg (), the asymptotic variance of expectHill estimator.

Then, for all1 <p < (yV) ' /241,

n(l— o) (@é’f - v) —Ls N (by(7, p)s 0p(7)) 4 (3.4)
with
by(7, p) (K@) + (0= DE(Y)gp(7)7n
ne L+ 2 (P (vt =p+1) =W (yL+1))
vB(py 't —p+1) B(2p— 14" —2p+2) (3.5)
() = ( ) B B 5 Bt ot 1)2 _
1+ 2 =t ) =W (7 4 1)) Py l—p

Let us highlight that the assumption v < 1 is popular in risk management, see for instance Cai et al.
(2015) and Daouia et al. (2018a). In these studies, the estimates of v were found below 1/2. We
also refer the reader to the R package CASdatasets which contains several datasets where estimates
of ~ typically vary between 1/4 and 1/2. For this kind of data, the expectHill estimator will tend to
be unstable and/or will suffer from strong finite-sample bias, which is why our general LP—quantile
approach, with its reduced integrability assumptions, will be interesting in such cases. Finally, in
the particular case p = 2, Corollary 1 provides an unconditional refinement of Girard et al. (2019,
Theorem 4).

3.2 Bias correction

In view of (3.5) and conditions ), i) in Corollary 1, the bias term due to the auxiliary function
A ((1 = ay)™t) is negligible compared to the bias term due to 1/¢"M () when 4 < —p. The converse
case |p| < 7 is, in the most frequently considered situation when v < 1, a case when the second-order



parameter p is “close” to 0. In such a case, the Pareto tail is, in finite samples, an unreliable repre-
sentation of the tail of the underlying distribution; this is known to be very difficult to handle in the
heavy tails setup we focus on here and finite-sample results are then bound to be disappointing. This
is our rationale for concentrating on the case v < —p, and for specifically correcting for the dominant
bias component proportional to 1/¢™)(ay,), which is purely due to the LP—quantile methodology.

To this end, we note that g,(y)”u is asymptotically proportional to y/n(1 — an)gp(’yﬁ/q(l)(an), itself
equivalent to \/n(1 — ay,)/q®) () in view of Daouia et al. (2019a, Proposition 3). Therefore, the
associated bias term

(p = DEY)gp(7)"1 N (p— DEY) n(l —ap)

L+ T —ph ) -V +1) I (T pt) ¥ (1) © @ (an)

can be estimated by replacing E(Y") by the empirical mean, ¢ (a,,) by its estimator (jﬁbp ) (an), and by
plugging any consistent estimator of v in the denominator. This results in the following bias-corrected
estimator:

(p—1) (1; Y) QP ()™

14 (fo (1/&&5) o+ 1) _v (1/&&{{) i 1))

A

Yo = Ve | 1+ (3.6)

In view of (2.12), a similar technique can be used to reduce the bias of the expectHill estimator:

O PIRL
~ ~ Qn 1=
VéfH) = VéEH) L+ (H) ‘ (3.7)

The asymptotic normality of both of these bias-corrected estimators can be established as straightfor-
ward consequences of Corollary 1 and Daouia et al. (2018b, Theorem 2).

Corollary 2. Under the assumptions of Corollary 1:

(1= an) (32 =7) <5 N G010, 0(1) (3.8)

where
Y9p(V) K (p, 7, p)

LW et ) ¥ D)

by(v, p) =
If moreover v < 1/2 and E[Y?] < oo then

w1 = an) (FED = 7) =5 N (b (1. 0), ver (7))

where
-6 =17"
(1=p)l=y=p)

The remaining bias terms by(v, p) and by, (7, p) may also be removed using estimators of p and A(-).
We refer the reader to Matthys and Beirlant (2003) and more recently Paulauskas and Vai¢iulis (2017)
for examples, and Gomes and Guillou (2015, Section 5.3) for a review. We did try implementing such
a correction on top of our proposed bias reduction method; the numerical results giving approximately
the same trends in terms of relative performance between the different estimators we shall be testing,
we choose here to skip this correction and the discussion of its implementation. The next paragraph
focuses on the asymptotic mean squared error of our bias-reduced estimator and on a related criterion
for the choice of the parameter p.

beu(y,p) = (3.9)



3.3 Asymptotic mean squared error

Following de Haan and Peng (1998), the estimators @&{f), ~$€H) and %}j} are compared in terms of

their asymptotic mean squared errors, written as functions of «,,. In the case of ’yg;) , one has

* 2
~ by(v.p)

AMSE(7,p) = 5 [A((1 = an) )" + n”P(’Y)

(1—ap)

Let us consider the typical case of an auxiliary function A(t) = ct?, ¢ # 0, p < 0. Minimizing the
AMSE with respect to 1 — «, yields an optimal o}, satisfying

1

A2 \TH

= (AT N (3.10)
—2pc?bi (v, p)?

and thus, the optimal AMSE is given by

2
—pp =2,
W) T2 (—2p) 7% [1 — 20| nT-%.

AMSE* (3, p) = ( -

Let us stress that this is actually a general calculation of the optimal AMSE; the only term that is
specific to the estimator ﬁé’;’ is vp(7)7Pby(7, p). Equivalent formulas are then obtained for the Hill
(de Haan and Ferreira, 2006, Section 3.2) or expectHill estimators by replacing v, () ~*by(v,p) by
v (v)"Pba(p) and vea ()" by (7, p), respectively. It can be observed numerically that the optimal
AMSE associated to the expectHill estimator is the smallest for small values of v and |p| (blue areas).
The difference in terms of AMSE between :y((ﬁ) and the Hill estimator is strongly related to the value

of p. The set of parameters (v, p) where ’ygi) has a lower optimal AMSE than the Hill and expectHill

estimators is depicted in red on Figure 2. It appears that ?,gf;) has a smaller optimal AMSE for small

values of v when p is close to 2. At the opposite, ﬁg‘;) is better for v between 1/2 and 1 (with small
values of |p|) when p is smaller. Note that if p is too close to 1, our LP—quantile based estimator is
never better than the others. Our numerical experiments thus indicate the following methodology:
take p = 2 for small values of v (less than 0.25), a value of p = 1.7 for intermediate values of 7
(between 0.25 and 0.5), and p = 1.4 for larger values of the tail index (greater than 0.5). Obviously,
such a methodology requires a prior estimation of -y, which may for instance be done using the Hill
estimator.

4 Simulation study

4.1 Experimental design

The LP—quantile based estimator is compared with the Hill and expectHill estimators on three heavy-
tailed distributions:

e The Generalized Pareto Distribution GPD(+y) with shape parameter v > 0, whose survival
function is defined for all y > 0 by

FO(y) = (1+yy) 7"
The second-order condition Ca(5y, —7, A) holds with A(y) proportional to y~7.
e A Burr-type distribution Burr(vy, p) with v > 0 and p < 0, whose survival function is defined for
all y > 0 by

F(l)(y) - (1 + y—p/*y)l/p'

The second-order condition Ca(7y, p, A) holds with A(y) proportional to y”.



p=1.4

tho
tho

-15
15

gamma gamma

p=1.8 p=2

tho
tho

30 25 20 15 10 05 00
30 25 20 15 10 05 00

gamma gamma

Figure 2: Areas (in red) where the LP-quantile based tail index estimator has a smaller optimal AMSE
than the Hill and expectHill estimators, for p € {1.4,1.6,1.8,2}. The Hill and expectHill estimators
have the smallest AMSE in the white and blue areas respectively.

e The Student distribution Student(y) with 1/ > 0 degrees of freedom, whose survival function
is defined for all 4y € R by

| - .
F(l)(y)\/zrsg”;))/y (L+~£%)" 7 at.

The second-order condition Ca(v, —2~, A) holds with A(y) proportional to y~27.

For each distribution, NV = 100 samples of size n = 2,500 are simulated. The tail index = is estimated
successively by the Hill estimator &E{j’, the expectHill estimator ﬁ/&n ) and the LP— quantile based 'y(p )
estimator (with p = 1.4, 1.7 or 2, see the discussion in Subsection 3.3). The finite sample properties of
the estimators are assessed by computing the empirical mean of the estimates as well as the empirical

mean squared error:

N
An nyj and MSE ! Z

_j 1 ]21

where 4 € {’Yg:), ’NYng y Yo )} and 9; denotes the estimate obtained by 4 on the jth sample.

All the considered estimators require to select an intermediate sequence (c,). This is a well-known
but difficult problem for which many approaches have been developed, see e.g. Gomes and Guillou
(2015, Section 5.4). In the next paragraph, we propose a technique following the ideas of Drees and
Kaufmann (1998) based on the minimization of the AMSE.
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4.2 Choice of «,

For all three considered estimators, the intermediate sequence is chosen by minimizing the AMSE;,
see (3.10) in the case of the LP-quantile based estimator, with similar formulae for the Hill and
expectHill estimators. The optimal value o), depends on the three unknown parameters ¢, p and y
though. While the tail index v can be replaced by the estimator under consideration, the estimation
of the second-order parameters p and c¢ is much more delicate in practice. We thus chose to make the
canonical choices p = —v and ¢ = 1: this technique is widely used in the bias reduction of extreme-
value estimators, see for instance Drees and Kaufmann (1998) or Beirlant et al. (2005). Its rationale
is that, while estimating p and ¢ using adapted estimators is a sensible solution, such estimators will
tend to have a low rate of convergence and therefore a large variance. Meanwhile, making a canonical
choice might induces a misspecification, thus failing to eliminate some of the bias, but such a choice
has variance 0. It is then typically observed that the finite-sample performance of bias-reduction
methods using such canonical choices is usually good because the potential bias incurred is more than
compensated by the fact that the constructed bias-reduced estimators have a low variance.

4.3 Results

An overview of the results is presented in Figure 3 (empirical means) and Figure 4 (empirical mean
squared errors). The three considered estimators are compared on the cases of the GPD(), Burr(vy, p)
and Student(v) distributions, with p € {—1,—0.5} and v € {0.15,0.3,0.45,0.6,0.75}. It appears that
the results are coherent with the AMSE plots of Figure 4: the L?— and expectHill estimators perform
very well for small values of +y, the L7 —estimator shows very good performance for v between 0.3 and
0.45 (note that it is clearly better than the others for small values of |p|, and performs comparably
otherwise), and the L' —estimator outperforms the Hill and expectHill estimators for v = 0.6 and
~v = 0.75 when |p| is small enough. Obviously, when |p| is larger, the underlying distribution is close
to a Pareto, and the finite-sample performance of our estimator is not better than that of the Hill
estimator. In summary, a suitable choice of p in the LP—quantile based estimator %(53 may improve
the estimation of the tail index in the challenging situations where |p| and/or v are small.

5 Real data example

In this section, we consider a dataset of daily river flows of the Salt River near Roosevelt, Arizona.
This dataset is available at https://waterdata.usgs.gov/nwis/inventory (station 09497500) and
has already been studied in Bowers et al. (2012) and Fonseca et al. (2019) to cite a few. We also
refer to Anderson and Meerschaert (1998) for a similar study of the Salt River with monthly flows. In
our context, T" = 31,755 discharges X1, ..., X7 (in cubic feet per second) have been recorded during
87 years over the period 1924 to 2010, see the left panel of Figure 5 for an illustration. Similarly
to Fonseca et al. (2019), the daily flow rates R, = (X; — X;—1)/X;—1 are computed and we focus
on the upper 10% of the order statistics of R, leading to a sample Y7,...,Y, of large flow rates of
size n = 3,176. Following Fonseca et al. (2019), the resulting dataset is a set of peaks over a high
threshold which we model using a heavy-tailed distribution, and Y7,...,Y,, are observed not to be
strongly dependent, thus justifying the use of our estimators in this context.

Our goal is the estimation of the 100-year flow rate, that is, the flow rate reached by the Salt River
once per century on average, or equivalently the quantile gr(f,,) such that P(R > qr(5,)) = 1— 8, =
1/(365 x 100). Clearly

P(R > qr(fn))

P(Y > QR(Bn)) = P(R > QR(Bn)|R > QR(O'Q)) = ]P’(R > QR<0-9))

=10P (R > qr(Bn)),

hence qr(B,) = qv(8),), where 1 — 3/, = 1/(10 x 365) < 1/n. For this reason, such an extreme quantile
cannot be estimated by a standard empirical quantile estimator (i.e. a high order statistic), and its
estimation therefore requires an extrapolation technique. Weissman’s estimator, see Weissman (1978),
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allows us to estimate this quantity as follows:

_ gfan
A(MQ (ﬁn) = <1 — 27) CjY,n (an) s

where (o) is an intermediate sequence, y., (on) = Yinan|n With Y1, < ... <Y, ,, being the order
~(H) ~(EH) ~(p)

statistics from the sample and 4,, may be either 44,.’, Yo, ~ O va, . Moreover, from de Haan and
Ferreira (2006, Theorem 4.3.8), the quantities

n(l— ay) (
log ((1 — )/ (1= 53))

have the same asymptotic distribution. Hence, the asymptotic results established in Section 3 can be
used to provide approximate confidence intervals for the 100-year flow rate.

Figure 6 gives an overview of the results obtained with 7&’,{), V&EH) and ’%@ (p = 1.4 in this case)
for the tail index and the associated 100-year flow rate estimates. There is no apparent stability
region for the expectHill estimate &,EEH), which underlines the strong influence of the bias due to
the second-order function A on this estimator. The selection procedure described in Subsection 4.2
yields kF = |n(1 — «a})] = 72 for the Hill estimator and 65 for the LP-quantile approach. It appears
that both the Hill and LP—quantile estimators provide an estimation of the tail index around 0.65
around these values of n(1 — ;). The right panel of Figure 5 displays a quantile-quantile plot of

the log-spacings log (Yn—i—&-l,n/ynfk;;Jrl,n) against the quantiles log(k /i) of the standard exponential

distribution, 1 < ¢ < k = 65. The set of points is close to the line of slope :yg%): this graphical
diagnostic confirms that the assumption of heavy tails is reasonable for the considered dataset (see
for instance Beirlant et al., 1999).

The estimated 100-year flow rates are broadly similar at the indicated values k. More precisely, the

(ﬁn)/QR(ﬁn - 1) and 1 — an 'Yan _

associated 95% confidence intervals on the 100-year flow rate are respectively [40, 210] (q Ron (,Bn) = 125,

for the Hill estimator) and [37, 176] (qu[;)(ﬁn) = 107, for the LP—quantile estimator). The asymptotic
normality result for the expectHill estimator, meanwhile, cannot be used to provide sensible confidence
intervals since the estimated tail index «y is above 1/2. It appears that, comparing to the Hill approach,
the LP—quantile estimator provides a 19% reduction on the size of the 100-year flow rate confidence
interval. The latter and its associated point estimate also appear to be more in agreement with the
maximum flow rate observed over 87 years Y;, , = Ry = 85.

6 Appendix

6.1 Preliminary results

The first result states that the function F®) defined in Equation (2.1) is continuous and strictly
decreasing on the range of values of Y, and is therefore in particular a survival function. A general
result for M-quantiles has been proved in Jones (1994) under conditions whose validity for LP —quantiles
is not completely clear.

Lemma 1. Assume F1) satisfies C1(v), and let y* = inf {y eR: FD(y) < 1} Then for allp > 1
such that E [|[Y|P~1] < +oo, F®) : (y*, +00) — (0,1) is continuous and stmctly decreasing.

Proof. For all y > y*, the integration by parts formula easily leads to

b 1+ E[(y—Y)" vy 1 0+OO tr2FW (y — t)dt
F@)(y) E [(Y — y)p_lﬂ{y>y}} f0+oo 2 (D (y + £)dt

Then for all i > 0, F®)(y + h)~} — F@)(y)~! =

Jiooyz P2 2{FD(y + b= ) FO(y + 5) = FO(y — ) FO(y + h + )} ds dt
[T =2 FM) (y + b+ t)dt [0 =2 FW) (y + t)dt '
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Notice that

FOy+h—t)FO(y+s)— FO(y—t)FD(y+ h + s)
= FO@+s) {FOy+h—1) = FOy -0} + FOy -0 {FOy+s) = FO(y+h+s)} > 0.

Let us suppose now that there exist y > y* and h > 0 such that F®)(y + h) = F®)(y). In that case,
we necessarily have

FO(y + ) {F(l)(er h—t)— FW(y — t)} = 0 for almost all s,¢ > 0.

Since FM) fulfills C1 (), ™M (y + s) > 0 for s large enough, hence
FO(y+h—t)=FY(y—t) for almost all t > 0.

By taking a t € (y —y*,y+h —y") satisfying this identity, we get 0 < FO(y4+h—t) = }i(l)(y —t)=0
which is an obvious contradiction. Hence F®)(y + h)~' — F®)(y)~1 > 0, proving that F®) is strictly
decreasing on (y*,+00). Continuity of this mapping can be shown by proving the continuity of both

y—E [(y — Y)p_lll{ygy}} and y — E [(Y — y)p_l]l{y>y}]
which is a straightforward consequence of the dominated convergence theorem. O
Our second lemma establishes that the function g, defined in (2.6) is indeed monotonic.

Lemma 2. For all p > 1, g,(-) is strictly decreasing on (0,1/(p — 1)) and has derivative

1 —1 B -1
9;7(7) = S (\IJ g(p —;11)_;}_1_(1) Lt 1)) , forally € (0,1/(p—1)).

Proof. The expression of ¢/ (-) follows from direct calculations. Since p > 1, we have ¥ (7*1 + 1) -
o (7_1 —p+ 1) > U (’y‘l + 1) - (7_1) = 7, see Abramowitz and Stegun (1972, Chapter 6). Thus
gp(7) <0 and g, is strictly decreasing as required. O

For all y € R, let us denote by
e B () =E[|Y =y (ysyy| and m®P(y) =E ||y - y/*]

the truncated and total moments of |Y — y|. The associated empirical estimators are

. 1 @ N 1 o
P = =D Yi =y Ly and P (y) = - > Vi -yl
i=1 =1

Note that, for all p > 1, F®)(y) = o@D (y)/mP=Y(y) and in particular F(y) = (O (y). The next
lemma states the properties of ©¥)(y), m*)(y) and F®)(y) as y — oo.

Lemma 3. Assume F(Y) satisfies C1(7).
i) For all k €10,1/v),

Bk+1,yv'—k) , -
¥ (y) = ( . )y’“F(”(y)(l +0(1)) as y — oc.

i) If FW s either light-tailed or satisfies C1(7ye), then, for all k € [0,1/(vV 7)),

m® () = y*(1 4 0(1)), as y — .

13



i) If FO s cither light-tailed or satisfies C1(7ye), then, for allp € [1,1+1/(vV ),

-1
FP)(y) = Bles ~ — 1)F(1)(y)(1 +0(1)) as y — oo,

and the function F®) is reqularly varying:

F(p) () (1 —
Vvt >0, lim ]i (ty) =t/ or equivalently lim ¢P (1 —1/(ty)) =,
y—oo [(P) (y) y—00 q(P) (1 — 1/y)

Proof. i) The case k = 0 is straightforward, since ¢(0(y) = F()(y). If k > 0, remark that

y k
R
4

oW (y) = y*E

ﬂ{Y>y}] :

and apply Daouia et al. (2019a, Lemma 1(i)) with H(z) = (z — 1)¥ and b = 1. ii) follows from
writing m®)(y) = y*E [|Y/y — 1|¥], and noting that E [|Y/y — 1|¥] — 1 as y — oo by the dominated
convergence theorem. iii) follows from i) and ii). O

In the following two results, some (joint) asymptotic normality results are established for the estimators
(k)

on’ (yn) and ﬁ,&k) (yn) where y,, — oo and n — co.

Lemma 4. Assume 1) satisfies Ca(7y, p, A), and FO s cither light-tailed or satisfies C1(~e). Let
(yn) and (y,) be two sequences such that y, — oo, nFW (y,) — oo and v, /yn — X > 0 as n — oo.
Then, for all 1 <p <1+ (yV )~ t/2,

~(p—1) 0) s
M) (w(”‘”(yn) e (yn) (0-2): (o1

where 3 1s a symmetric matrix having entries

5 B(2p—1,7v1-2p+2)
1,1 = 7 5
B(py ' -p+1)?

S (p—DMNIB(AV) Ly —p+1,p—1)+(AV1I-1)P"! (6.2)
b B(p,y ' —p+1) ’

Yoo = A7

Proof. Let B = (31, B2) € R? and focus on the asymptotic distribution of
~(0)

~(p=1) /
oo (138 (58 )

We clearly have E[Z,] = 0 and Var[Z,] = FO(y,)37S™B, where S™ is the symmetric matrix
having entries

( S(n) Var UY - yn|p71]l{Y>yn}]
bt =1 (yy,)? ’
gm V(Y P sy Byvsyg)
b2 =) (y,) 0O (y1,) ’
s = Varlbooy)
’ O (y1,)?
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Let us first focus on Sﬁ). Lemma 3i) yields

. (2p-2)(yy B(2p—1,v1—2p+2) _ _
s = e D)y BOp =L 28 2) pg, 14 o)),
P~ (yn) B(p,yt—=p+1)

The calculation of the covariance term Sﬁ? relies on Lemma 3i) and the decomposition

S(n) E |:’Y - yn|p*1 ]l{Y>byn}] E |:|Y - yn’pfl (]1{Y>yn\/y,/1} — ]l{Y>byn}):| )
IR ECToY A =1 (1, ) (1) N

where b = AV 1. The first term above is evaluated by using Lemma 3i) to write

p—1 _ o=
E ‘Y — yn|p71 ]l{Y>byn}] E |:{‘;; - 1‘ - (b - 1)]) 1} ]l{Y>byn}:| + (b - 1)]2 ! F(l)(byn)
P (y O (y) Mﬁ(l)(yn)p(l)(%)(l Fo(1)) .

Applying Daouia et al. (2019a, Lemma 1(i)) with H(x) = (x — 1)P~! and carrying out straightforward
calculations based on the change of variable t = 1/ and the regular variation property of (1) we
obtain

E [’Y - yn‘p_l 11{Y>byn}:|
P (yn) 0O (y1,)
FO(yy) [ (p = 1)(x — 1P 2~V Ydz(1 + (1)) + (b— )P FO (by,)
B(p,yt=p+1) FO(y,) FM (y;,)(1 + o(1))
IB(b7 Lyt —p+1,p-1) (b—1)P1
B(p,yt=p+1) "By T—p+1)

FU ()~ (1 +o0(1)).

Noting that (y, V ¥/,)/yn — b and using local uniformity of the regular variation property of F(1)
(Bingham et al., 1989, Theorem 1.2.1), we find

= [(p — A/

Besides, by Lemma, 3i) and the regular variation property of F (1) again,

E IV = gl (U vsyovag) — 1vsim)]
@D (yn) 0 ()

F(y,vy,)  FU(by,)
FO (yy) FO)(yy)

=0 (F(l)(yn)_l

E [|Y — " (Lgy synvary — ]1{Y>byn})}
=1 (1, ) (31,)

=0 (F(l)(yn)_l) .

Conclude that

IB(b~ Lyt —p+1,p—1) (b—1)P*

(1) - 0 .
B(pyt-p+1) +73(p,7‘1—p+1) FPn)™ (1 +o(1)

sty = [(p — 1)yA/

Finally, using regular variation again,

o FO ()

22 = Fagy LA )T+ o)

and therefore, Var[Z,| — B'X3 as n — oo, where ¥ is given in (6.2). To prove the asymptotic
normality of Z,, write Z,, = > | Z;, where

60 Y — ynlP My Ty oy
Z’L,n _ ’I’LF (yn) {61 ( Y ’ {Yz>yn} o 1) +,62 ( {Yz>yn} _ 1> } .

n P~ (yy) ©O (y1,)
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Since Z1p, ..., Znn are independent and identically distributed centered random variables, according
to the Lyapunov central limit theorem, a sufficient condition for asymptotic normality (6.1) is the
existence of § > 0 such that nE []Z17n|2+5] — 0 as n — oo. To this end, note that, if T7,...,T; have
finite (2 4+ ¢)—moments, then

9457 1/(240)

q
;- ; < |2+6
E z;n E[T]) < 29 maxE |7}
J:

}1/(2+5)

)

by the triangle inequality. Therefore, letting 6 > 0 be so small that § < y~!/(p — 1) — 2, one has

_ (p—1)(2+9) FD
248 | « 4240 (1) 1+6/2,_—1-5/2 246 (Yn) 245 (yn)
E UZL’” ] < AT ga) max{ LoD (g)2+e 02 F ()2 [

Lemma 3i) entails nE [|Z,[>"°] = O ((nﬁ’(l)(yn))_aﬂ) = 0(1) and the result is proved. O

Lemma 5. Under the conditions of Lemma 4 and with 3 given in (6.2),

() (1)
nFO) () @?p) Ezg Y ?’;1)82; - 1) N (0,3). (6.3)

Proof. Let B = (51, f2) € R?, and consider

a3

(») (1),
Zn = \/nF W (y) B (”(y”) - 1) +\/nFD (y,) e (?(ll)gz?; — 1)

Fp)(yn)
~(p—1) -1 1 ~(0)
o ;- Pn (yn) m(p )(yn) m(p )(yn) Pn (yn)
=/nFO(y,) {51 <<P(”‘1)(yn) - 1> ng_l)(yn) + b1 (mgp_l)(yn) —1|+p5 (0)(%) -1 .

Straightforward calculations yield E [ P~ 1)( n)/m(pfl)(yn)} =1, and Var { i yn)/m(pfl)(yn)} =
O(1/n) by Lemma 3ii). Thus

- m(P—1)
nF® (yy) (M - 1) = Op (F( )(yn)) = op(1),

mn " (Yn)

and the result follows from Lemma 4. O

6.2 Proofs of main results
6.2.1 Proof of Proposition 1
Let us introduce (z1,2,) € R?, 0, = 1/y/n(1 — ay,), and, for all p > 1, focus on the probability:

) (0, s,
s (e (3ol ()
= P ({aP(@n) < g7 (@)1 4 200) {@ 5 < gV (B0 +2100)} ).

Remarking that 1—a, = F®) (q(p)(an)) by continuity of F?) (see Lemma 1) and 1—3,, = F(!) (q Bn))

by continuity of F(!), and using the fact that, for all y, o and k, q7(1 )( ) <y<e F( )( ) <1-—q,it
follows that ®,,(21,2p) can be rewritten as

P ({ﬁp (q<p> (o) (1 + Zpgn)) < F@ (q@)(an)) } N {ﬁ,g“ (q“)(ﬁn)(l i Zlgn)) < F) (qu)(ﬁn)) }) .
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Equivalently, letting y, = ¢ () (1 + 2,0,,) and ¢/, = ¢V (8,)(1 + 210,), one has

- () — F®) (¢ (a,
@n(zlvzp)ﬂ’({ nF O () (%‘Q S ynr) <F (F <(q>(( —1—),2;,0”)) _1>}
)

(1)
- (yn) ] (2 (00)
ﬂ{ nF<l><yn>< FO () 1>§ nF(l)W(F ' (¢0 (ﬁn><1+zwn>)_1>}>'

Since F®) is regularly varying at infinity from Lemma 3iii), its local uniform convergence properties
(Bingham et al., 1989, Theorem 1.2.1) entail that F®) (q(p)(an)(l + 2pop)) JF®) (q(p) () = 1. In
addition, condition Ca(7y, p, A) yields:

D (@B + 2100)) = FD (aM(82) <1 - Z{;’"a + 0(1))> .

In view of (2.10), ¢V (-) verifies a second-order condition too. The asymptotic equivalence in (Daouia
et al., 2019a, Proposition 3) thus shows that q(p)(-) also verifies a second-order condition which in turn
implies that F®) verifies a second-order condition analogous to Ca (v, py A). As a consequence, one
has

F®) (o) — @ (4P _ “p9n
FO) (g0 (an)(1+ 0,)) = F® (¢ (@) (1 o +o(1))> ,
and therefore: ) (o)
F®) () (q,,
= (q (04 )> -1 = @Un(l + 0(1))>
F) (q(P) (an)(1 + zpan)) ~y
FO ( (U(ﬁn)) 7
-1 = —op(1+4+0(1)).
F® ( )(B) (1 + z100)) o ( 1)
Since \/nF®) = 0,'/9,(7)(1 + o(1)) from (2.6) and local uniformity of the regular variation

condition, it follows that

(p)
%(a,zp):r@({ WFO) () (”W—1>s gp“)zp(uo(m}

- 1) < gj;m:a(l +0(1))}> .

Another direct consequence of (2.6), using the regular variation property of FO s q(l)(an) =
9p(7)7q®P) (@) (1 + 0(1)), hence g/, = 077¢M () (1 4 0(1)) = 077 gp(7) yn(1 + o(1)). Tt only remains
to apply Lemma 5 with A = 677g,(y)" to conclude the proof.

6.2.2 Proof of Theorem 1
Let again 0, = 1/4/n(1 — ay,) and for any z € R, focus on the probability

) (6®) )
Tu() = P (anl (F 1<q_"oi ) gpm) < ) =P (£ (4% (0n)) < (1= ) (9p(7) + 200) ).

Equivalently, ®,,(z) =P cjr(lp ) Qn A(l) Brn) ), where 8, =1 — (1 — an) (95(7) + z0,) and therefore,
p

~(p) (1 1 1
(0w (860 a6 (406
bol2) =¥ (”“1 (q@)(an) - 1) =0 ( OB, 1) Do T <q<p><an> - 1)) |

From de Haan and Ferreira (2006, Theorem 2.3.9), condition Ca(7y, p, A) entails

= - M —a) ! o _ YZ0n o
— 0,(1) [1+ TR0 ) (o) - <1>>] (6.4)
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In addition, under C2(7y, p, A), Daouia et al. (2019a, Proposition 3) yields

™ (x - _
T = 0,00 [L=aRlann)(1+ o) + PR (- a) ) o] 09
with
Rlanp) = =g [(1 = a)(1+ (1)) + K (pry. A (1 = ) 1) (1 4 0(1)]
E WY1 <Y<qW(an
— (p—Dgp(y)™™ [ {qo(l)ian())( )}} I+ (1 —an)B(p—1,1—7")1ap
v E|=YT_ _ <qW(an
+ (Pfl)gp('Y)W [ 2(21)(:;71)()( )}] ]l{wﬁl}

0
+ (=D FY (<aV(@) B (7 =p+ 1157 Lo,

and where K (p,7, p) is given in (3.3). Combining (6.4) and (6.5) yields

—1 q(l)(ﬁn)_ - g o o1 R(a o
T <q(p)(an) 1) =T (1) + 70, R(an, p)(1 + o(1)).

In view of conditions 4), #i) and iii), one has

oy R(0m,p) = A = — [Mb,(})(% p) + Xab{P () + AsblP (v, w)] as n — 0.

Then,
+(p) +(1)
gp('Y) gn’ (cx n) 1 ( Gn’(Bn)
®,(2) =P —a,! —-1)+o, —1)(1+o(1))| +A +o(l) <z,
FO (a0 ()
and the asymptotic distribution of o, ——=a.— — 9p(7) | is the same as that of
90(7) i)
p _1’ 1 -1 q'P) (an + Y )
~ ( )on (1)(5n) gp(’Y)
q(l)(/gn)

Finally, ﬁg;) being obtained by inverting g,(-) at I%T(Ll)(cjﬁlp )(an)) /(1 — ay,), its asymptotic distribution
is the limit in distribution of

(P)

(an) -1
gp,(v) (—1,1) 0! qizﬁ(an) +A!{p(v)
Y9,(7) <1>§§”§ 1 95,(7)
q n

by the delta-method. Apply Lemma 2 and Proposition 1 with § = g,(y) to conclude the proof.
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Figure 3: Empirical mean of the estimators: Hill (black), expectHill (cyan) and LP—quantile based
(red). Horizontally n(1 — a,), vertically 4,,. From left to right: GPD(y), Burr(vy, —1), Burr(y, —0.5)
and Student(y). From top to bottom: v = 0.15, 0.3, 0.45, 0.6 and 0.75. The true value of ~y is depicted
by the horizontal dotted line. The value of p in the LP—quantile based estimator is p = 2 in the first
row, 1.7 in the second and third rows, and 1.4 in the two bottom rows.
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Figure 4: Log-empirical mean squared errors of the estimators: Hill (black), expectHill (cyan) and
LP—quantile based (red). Horizontally n(1 — «,), vertically log ]\75’\En. From left to right: GPD(7),
Burr(y, —1), Burr(y, —0.5) and Student(y). From top to bottom: = 0.15, 0.3, 0.45, 0.6 and 0.75.
The value of p in the LP—quantile based estimator is p = 2 in the first row, 1.7 in the second and
third rows, and 1.4 in the two bottom rows.
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Salt River flow QQ-plot
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Figure 5: Daily river flows (in cubic feet per second) of the Salt River near Roosevelt, Ari-
zona (left panel) and exponential quantile-quantile plot (right panel). Vertically: log-spacings
log (Yn7i+1,n/Yn—k;‘l+17n)- Horizontally: log(k) /i), 1 < i < k* = 65. The straight line has slope
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Figure 6: Daily river flow rates of the Salt River near Roosevelt, Arizona. Horizontally: n(1—ay,). Top
panels: tail index estimators (continuous lines) ’?&Ij), :y,ng), ’yc(f;) (from left to right), and associated
95% asymptotic confidence intervals (dotted lines). Bottom panels: 100-year flow rate estimators

based on '7&]:), 'NV&EH), ~8;) (from left to right), and asymptotic 95% confidence intervals.
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