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Abstract—In this paper, we propose an approach for designing
application-specific heterogeneous systems based on performance
models through combining accelerator and processor core mod-
els. An application-specific program is profiled by the dynamic
execution trace and is used to construct a data flow model of
the accelerator. Modeling of the processor is partitioned into
an instruction set architecture (ISA) execution and a micro-
architecture specific timing model. These models are implemented
on FPGAs to take advantage of their parallelism and speed
up the simulation when architecture complexity increases. This
approach aims to ease the design of multi-core multi-accelerator
architecture, consequently contributes to explore the design space
by automating the design steps. A case study is conducted to
confirm that presented design flow can model the accelerator
starting from an algorithm, validate its integration in a simulation
framework, allowing precise performance to be estimated. We
also assess the performance of our RISC-V single-core and RISC-
V-based heterogeneous architecture models.

Index Terms—Heterogeneous Architecture Design, Perfor-
mance Modeling, Accelerator, Simulation, FPGA, RISC-V

I. INTRODUCTION

Nowadays, Artificial Intelligence is among the most emerg-
ing technologies which demand more computation power from
hardware. Several highly demanding applications currently
include these algorithms, such as self-driving vehicles, 5G
communication, video monitoring and analytics. In an effort
to support these applications on vehicles and other mobile
devices, scientists and researchers focus on embedded high-
performance computing architectures to solve these problems
effectively and quickly.

To address these significant computational demands, some
companies have already proposed solutions based on processor
core duplication and pushed up the number of cores on a chip
as high as a thousand [1]. However, the number of cores of
these multi/many-core chips, which can actively switch at full
speed within the chips power budget will decrease (utilization
wall). The remaining silicon which is left unpowered (referred
to as dark silicon) will grow exponentially with each new
technology generation [2]. To address this, heterogeneous
architectures combining processor cores and hardware acceler-
ators [3], [4] have been proposed by designing heterogeneous
systems that trade dark general purpose cores for a collection
of specialized but transiently powered accelerators. Architec-
tures with customized accelerators give orders-of-magnitude
increased performance and energy efficiency if compared to
performing the same task on a general-purpose CPU.

When considering designing multi-core or many-core archi-
tectures, the number of possible design combinations leads to
a huge design space, with subtle trade-offs and design inter-
actions. To reason about what design is best for a given target
application requires detailed simulation of many different
possible solutions. Many of the simulators used commercially
and academically for cycle accurate or approximate simulation
are designed around single threaded discrete event simulation,
with SystemC, Simics and Gem5 based simulation [5], Gem5
[6] being one of the most popular tools. Although software-
based simulation has gone a long way in validating computer
architecture research, its ability to quickly evaluate points in
design space may be deteriorating. Unfortunately, software-
based simulators are notoriously challenging to parallelize, that
is to say, to take advantage of multi-core host machines, and
as a result, software-based simulator performance continues to
decline.

To tackle this simulation gap and to perform cycle accurate
simulation fast, perhaps the only way is to use dedicated
hardware to accelerate the most complicated parts of the
target architecture model. Several research groups have been
exploring the use of hardware to build various forms of
hardware-accelerated architecture simulators. There are suc-
cessful projects which use Field Programmable Gate Arrays
(FPGAs) to implement all or part of the simulation (usually
micro-architecture and interconnect models at least), and in-
dustry makes extensive use of large FPGA-based modeling
and prototyping systems [7]. This research has led to FPGA
Accelerated Model Execution (FAME) techniques, where the
desired target architecture is mapped to an FPGA for eval-
uation [8]. Another example of specialized hardware is the
use of Graphics Processing Units [9]. Although FPGA can
help to improve the performance of simulators, the process
of designing a performance model targeting an FPGA is
more complicated than designing a simulator in software.
Moreover, once the FPGA has been designed, it also needs to
be debugged. The risk is therefore that the idea of deployment
of performance models on FPGA will fail not because of lack
of performance but because of increased model development
time.

In this paper, we present a design approach for application-
specific heterogeneous architectures based on the usage of per-
formance models of hardware components (processor cores,
domain-specific accelerators, memories, interconnects). The
simulator of a particular heterogeneous architecture can be



built from these models and deployed on an FPGA-based
system thus helping to speed up the simulation. It is a question
of taking into account data movement between hardware com-
ponents and coherency management for accelerators during the
simulation. This aspect is often neglected and its impact has
been well shown by Shao et al. in [10].

We focus in particular on the way the accelerator models
are designed starting from the C code of the algorithm and
show how there are integrated with the other components of
the heterogeneous architecture. The data flow graph of the
algorithm is used as a representation of the accelerator without
having to generate HDL (Hardware Description Language)
code. From this representation, the scheduling of the graph
is realized, and the control for a generic template of an
accelerator model is produced.

The proposed simulation infrastructure is based on the use
of two simulation tools: Aladdin [11] and HAsim [12]. The
Aladdin accelerator simulator provides a framework modeling
power, performance, and cycle-level activity of standalone,
fixed-function accelerators without needing to generate RTL.
The HAsim FPGA-based simulator builds processor timing
models and memory system, including support for cache co-
herence protocols and interconnects models. The contributions
presented in this work are as follows.

• A methodology for generating performance models of ac-
celerators targeting FPGA by exploiting a part of Aladdin
flow is proposed. The application trace is generated in a
compact graph scheduled trace (SGT) format. It can be
directly interpreted by the timing accelerator model on the
FPGA to re-create the original computation and memory
behaviors of the application.

• A cycle accurate and cost-effective simulation frame-
work is presented. It simulates the whole system of
the accelerator-processor architecture, including RISC-V
core, dedicated accelerators, coherent cache/scratchpad
with shared memory, and routers. The framework is
targeting current CPU-FPGA platforms with the goal of
speeding up the simulation.

The remainder of the paper is organized as follows. Sec-
tion II describes the design flow and the different steps
of the proposed design approach. Section III explains the
building of processor models within the HAsim framework. A
performance model of a RISC-V-based processor is proposed.
Section IV addresses a case study. Experiments for a subset
of the MachSuite benchmark suite are presented and their
results are discussed. Finally, related works are discussed in
Section V.

II. DESIGN APPROACH

Our approach for designing application-specific heteroge-
neous architectures is based on a trace-based accelerator simu-
lator that profiles the dynamic execution of a program through
the integration of hardware accelerators coupled to a single
core processor. We construct a dynamic data dependence graph
(DDDG) as a data flow representation of an accelerator. Fig. 1

Fig. 1. Illustration of the generic design flow.

shows the generic flow of the proposed design method. It con-
sists of the following steps: application development in C/C++
programming language (II-A); modeling of the accelerator to
generate performance models of dedicated hardware blocks
(II-B); system integration where the hardware accelerator is
integrated with processor models (II-C); and simulation where
all models are simulated and evaluated on the FPGA-based
simulator (II-D).

A. Application Development

The design method aims at building an efficient architecture
for a domain-specific application by integrating task-specific
custom hardware to a single core. It takes as input a high-
level specification (C/C++) of an algorithm without any mod-
ification and generates its execution trace. According to op-
timization pragmas provided by the designer (loop unrolling,
loop pipelining and array partitioning), a sub-trace is extracted
and the corresponding DDDG is generated. After applying a
number of optimizations on the DDDG, the tool schedules the
nodes of the graph with resource constraints to obtain an early
performance estimate of the accelerator.

Hardware architects can exploit the obtained results to
improve the application. Additionally, results can be used to
adjust the application to make it more suitable for use in archi-
tecture development, especially in cases where the acceleration
of the application is desired, but the implementation takes too
much time.

B. Accelerator Modeling

a) Instrumentation: Our accelerator modeling method-
ology is based on the Aladdin simulator to which modifica-
tions have been brought [11]. To define the phases of the
accelerator modeling, we start from a C description of an



algorithm before passing through an instrumentation phase
where an execution trace of the application is generated. In
this process, the Low-Level Virtual Machine (LLVM) [13] is
leveraged for instrumentation and trace collection. The core of
LLVM is a Static Single Assignment (SSA) based Intermediate
Representation (IR). The IR is machine-independent and uses
unlimited virtual registers. The Execution Engine, an LLVM
Just-in-Time (JIT) compiler integrated into the simulator, is
invoked to perform execution of the instrumented IR and
generates the run-time trace. The generated trace contains
runtime instances of static instructions, including instruction
IDs, opcodes, operands, virtual register IDs, memory addresses
(for load/store instructions) and basic block IDs.

b) DDDG generation and scheduling: After the instru-
mentation process, a DDDG is initiated as a directed and
acyclic graph, where nodes represent dynamic instances of
LLVM IR instructions, while edges denote dependencies be-
tween nodes including register/memory-dependence. Edges
only consider true dependencies and do not include output
dependencies. These are dynamic traces, so control dependen-
cies are not concerned.

Before scheduling, the DDDG is optimized by performing
tree-height reduction to decrease the height of long expression
chains and exposing potential parallelism similar to Shao’s
work [14]. Focusing only on actual computations, we re-
move supporting instructions and dependencies between loop
index variables that are not relevant to accelerators. They
are assigned zero latency to the associated nodes. Removing
redundant load/store operations are also considered as an
efficient way to save memory bandwidth. For instance, two
load operations can be reduced to one load node if they have
the same memory address, so there is no store operation in
between with the same address. The load can be eliminated by
adding edges between the store and successors of the load if a
store is a direct predecessor of a load with the same memory
address. After removing redundancies, we map the memory
address of load/store operations to a memory bank according
to array partitioning factor.

The graph is then scheduled for execution through a
breadth-first traversal, while considering for user-defined hard-
ware parameters: loop unrolling, loop pipelining, and memory
ports.

c) Scheduled graph trace (SGT) generation: The sched-
uled graph is then translated into a compact representation
format suited to its interpretation by the hardware module cor-
responding to the accelerator datapath model and implemented
in the FPGA. The basic strategy is to reuse scheduling of
accelerator simulator and simulated communication strategies
between CPU and accelerator.

The graph is translated into three instruction categories:
ALU instructions (i.e., register to register operations),
load/store instructions with their data addresses, other instruc-
tions that do not constitute loops. The format of SGT is
illustrated in Fig. 3e. Fig. 2 illustrates how the verilog template
executes the SGT format.

Fig. 2. Actions taken by the accelerator datapath for SGT format.

d) Flow explanation by an example: Fig. 3 illustrates by
the way of an example the different phase of the flow. The
chosen algorithm performs the addition of two vectors a and
b. Let us assume that the add unit, memory load, and store
operations have all 1-cycle latency. We suppose the designer
chose to apply a loop unrolling with a factor of 2, without loop
pipelining and a cyclic partitioning of array c with a factor of
2. Starting from the C program, IR trace is extracted (Fig. 3b)
and the DDDG is generated (Fig. 3c).

After optimizations applied on the DDDG, the optimized
DDDG, shown in Fig. 3d, reflects the dataflow nature of the
accelerator. Edges in the DDDG represent flow dependencies,
and DDDG node latencies are added to edges as edge weights.
Fig. 3d shows the schedule generated by the breadth-first
traversal algorithm. As each memory partition has two read
ports, memory load operations for vector a and b can be exe-
cuted in the same cycle. As vector c has a cyclic partitioning
with a factor of 2, two memory stores accessing different
memory banks can be executed in the same cycle. Fig. 3d
represents a feasible schedule in which the loop iteration takes
eight cycles.

The scheduled graph trace is then generated, as shown in
Fig. 3e. The basic strategy is to remove all possible redun-
dancies from the program execution trace while preserving
fidelity. The format of this trace consists of two parts: Opcode
and isNewCycle bit. The opcode comes from the LLVM
individual instructions. The instructions are classified into
three categories: ALU instructions (i.e., register to register
operations); Load/Store instructions; control flow instructions
(i.e., branch, jump, and loops). A 32-bit memory address is
added to a Load/Store instruction. The SGT format preserves
the execution order (scheduling) of the original program with-
out keeping any instruction addresses. When the isNewCycle
bit is set, the interpreter increases the execution cycle of the
accelerator. The interface between accelerator and processor
relies on the Rocket Custom Coprocessor Interface, as defined
in [15].

C. System Integration

The representation trace of the accelerator generated in
the previous step should to be interpreted on the FPGA and
integrated to the processor core. Hardware modules especially
designed in Bluespec System Verilog (BSV) [16], a high-level
functional hardware description programming language, are
the building-blocks of the accelerators performance model. As
illustrated in Fig. 4 each accelerator model is composed of the



Fig. 3. An example of an accelerator model with a factor of 2 loop iteration parallelism, partitioning factor 2, and without loop pipelining.

accelerator datapath with its trace cache and a router. The trace
is loaded into cache and is interpreted by the datapath.

To be able to invoke the accelerator from the processor,
we added custom instructions to the RISC-V instruction set.
The accelerator interfacing is then done by the inlining of an
assembly function in the C code of the program running on the
core processor. This function is a mix of C code and RISC-
V Assembly macros that allows the generation of custom
RISC-V instructions for communicating with the accelerator.
The instruction is considered as Rocket Custom Coprocessor
(RoCC) instruction, as shown in Fig. 3E.

D. Simulation

Fig. 4. Structure of the proposed simulation platform.

Fig. 4 presents the structure of the proposed HAsim-based
simulation platform. The application executables, algorithms,
and structural design parameters are entered by users. The
Host CPU includes a software layer between the user and the
FPGA-based simulator. It comprises a tool suite that includes
Aladdin, gem5, the trace generation tool, and other software
services.

The simulator uses the Aladdin flow to generate and sched-
ule a DDDG graph. It then creates a compact STG format
using the accelerator trace tool. The predefined accelerator
datapath module (written in BSV), interfaces with proces-
sor simulation modules (functional partition, timing partition,
memory system, and router). The Bluespec System Compiler
is used to synthesize the simulation models and to generate the
FPGA bitstream. The simulator finally configures the FPGA
and loads it with the STG trace and RISC-V binary.

Then, the simulator returns the results back to the host
CPU and presents it to the user. Additionally, to achieve the
flexibility and to reduce the development effort when designers
require to change the simulation architecture, a library of
pre-defined modeling components allows architects to adapt
pre-existing modules to their experiments such as branch
predictors, caches, processor models, network models, etc.
More details about the simulation framework is given in III-A.

III. BUILDING RISC-V MODELS WITHIN THE HASIM
FRAMEWORK

We chose to build processor models based on the RISC-
V instruction set [17], originally developed in the Computer
Science Division department at the University of California,
Berkeley. Two processor models have been built and validated:
an unpipelined and an in-order pipelined processor model.
In this section, we first describe the foundations of the
HAsim [12] framework, then explain the base of the functional
and timing partitions of a HAsim model which is implemented
in Bluespec SystemVerilog.

A. HAsim Framework Overview

HAsim (Hardware-based Architecture Simulator) is de-
signed as a framework for constructing efficient simulators out
of a library of reusable components, rather than emphasizing
any particular target processor. The key idea is to reduce



development effort by reducing the amount of code that the
architects must change in order to construct their design space
exploration.

As shown in Fig. 4, HAsim is a hybrid model consisting of
code running on a general purpose host CPU as well as on an
FPGA. This scheme leverages the strength of each physical
platform: the FPGA for fine-grained parallelism, and the CPU
for rare-but difficult to implement events, such as system
calls. The framework is divided into four major components:
the functional partition is responsible for correct ISA level
execution of the instruction stream; the timing partition (or
timing model) is responsible for tracking micro-architectural
specific timings (such as branch predictors and cache misses);
the library of predefined modeling components (such as branch
predictors and caches); and the unmodel component refers to
all functionality not directly related to simulation (including
the ability to track statistics and parameters, as well as the
virtual platform necessary to interact with the host CPU).

In order to make the programming of HAsim models easier,
the LEAP platform was developed [18]. LEAP (Latency-
insensitive Environment for Application Programming) offers
the support for the development of FPGA-based applications.
It is similar to an operating system, but with stronger com-
pilation support. LEAP has a standardized set of interfaces
for the FPGA to talk to the outside world that helps re-
ducing development efforts. FPGA developers can focus on
implementing core functionality without spending time and
energy debugging low-level device drivers because of a set
of virtualized device abstractions of LEAP virtual platform is
provided.

B. The Functional Partition

The role of the functional partition is to calculate the new
state of the processor after executing an instruction. It is
managed with eight operations, as shown in Table I, corre-
sponding to traditional microprocessor pipeline stages. The
timing partition invokes operations and determines the state
of the machine in the order. The functional partition provides
several operations which are used by the timing model to
produce a cycle accurate simulation. The same functional
partition can be reused across different timing models to
simulate different micro-architectures. For a single instruction,
the operations are typically invoked in the order. This cor-
responds to instructions flowing through pipeline stages in a
real computer: the instruction is fetched (getInstruction) before
it is decoded (getDependencies), which takes place before
register read (getOperands) and so on. The order in which the
timing model invokes these operations on separate instructions
determines the state of the machine.

Most of the components needed for the specification of
the functional partition come from existing HAsim modeling
projects from MIT; they can be easily instantiated by way
of the AWB tool [19]. In order to design RISC-V models,
only information related to instruction decoding (number of
sources, destinations, and barrier information), and to the
hardware datapath for executing common instructions have to

TABLE I
FUNCTIONAL PARTITION OPERATIONS

Operation Behavior
getInstruction Get memory address, return corresponding instruction.
getDependencies Allocate the destination physical register,

look up physical registers containing the operands.
getOperands Read the physical register file and the instruction,

return opcodes and immediate operands.
getResult Execute the instruction, return the result including

branch information, effective address.
doLoads Read the value from memory, write to register.
doStores Read the register file, write the value to memory.
commit Commit the instruction’s changes, remove instruction.

be specified. This is the advantage of the ISA-independent
datapath feature of HAsim.

C. The Timing Model Specification

Fig. 5. Target processor and their modeling.

In this paper, two target architectures are considered and
are defined to be used with this functional partition: an
unpipelined, and an in-order pipeline processor. Each model
does the same fundamental amount of work; the only change is
related to time modeling. The goal is here to demonstrate that
the same functional partition can be reused across different
timing models to simulate different micro-architectures. The
timing model does not need to implement all structures, as the
functional partition handles some of their functionality.

Fig. 5A, shows a basic processor timing model that is to
say an unpipelined processor that executes every instruction
in a single clock cycle. The implementation executes each
functional partition operation before incrementing model time.
Operations of the timing model are getToken(), getInst(),
getDeps(), getResult(), doLoads()/doStores() and commit().
The ALU, IMEM, and DMEM are simulated entirely via
functional partition operations.



Fig. 5B shows an in-order processor target. The branch
predictor structure is implemented entirely in the timing
model, as it controls which address the timing model will
pass to getInstruction(). On mispredicts, a rewind() is issued
to represent a pipeline flush and simulated no operations are
passed through the pipeline.

IV. EVALUATION RESULTS

A. Experiment Setup

In this section, we present a case study of the system level
design and evaluation for heterogeneous SoC architectures
using the FPGA-based simulator to demonstrate the utility and
power of our design method. First, we illustrate how to design
a hardware specific accelerator for the Blocked General Matrix
Multiply algorithm [20]. Our result is compared to the one
obtained with the Vivado High-Level Synthesis (HLS) tool.
Xilinx Vivado HLS version 2018.3 is used and the accelerator
clock frequency is set to 100MHz. Furthermore, we expand
this case study (in simulation only) to seven benchmarks of
the MachSuite benchmarks suite [21] and compare the perfor-
mance of the stand-alone processor to different heterogeneous
architectures.

The different architectural models developed with HAsim
have been synthesized targeting the integrated BDW+FPGA
platform from Intel (Broadwell Xeon CPUs (E5-2600v4)
with an integrated in-package Arria 10GX1150 FPGA
(10AX115U3F45E2SGE3).

B. Case study: Blocked Matrix Multiply Accelerator

General Matrix Multiply (GEMM) is a common algorithm
in linear algebra, machine learning, statistics, and many other
domains. It provides a trade-off between space and time, as
there are many ways to partition the computation. Matrix
multiply is more commonly computed using a blocked loop
structure. Commuting the arithmetic to reuse all of the ele-
ments in one block before moving onto the next dramatically
improves memory locality. Our application design uses a fixed
blocking factor of 4 and is based on the algorithm proposed
in [20]. Fig. 6 illustrates the core computation of blocked
GEMM.

Fig. 6. Designing accelerator for blocked GEMM.

Starting from the algorithm, the accelerator model is au-
tomatically generated, its simulation is then performed with

HAsim. Vivado HLS is used as a reference tool for evalua-
tion. A C code application program is also developed which
includes the following steps: loading input data, invoking ac-
celerator, waiting for accelerator response, and storing results.
The main program is compiled to RISC-V binary and loaded
into the processor model.

Fig. 7. Blocked GEMM evaluation.

As shown in Fig. 7A, the cycle count for blocked GEMM
application while considering loop unrolling, pipelining and
array partitioning pragmas is predicted. The x-axis denotes the
loop unrolling factor ranging from 1 to 16. For each configu-
ration, we set the loop unrolling factor, pipelining all loops
in the algorithm implementation (the array partition is not
considered in this experiment). According to this evaluation,
we can see the number of cycles decrease according to the
evolution of the loop unrolling factor. In addition, the number
of cycles predicted by the accelerator simulator corresponds
very closely to that provided by Vivado HLS.

Fig. 7B compares the performance of an accelerator for the
blocked GEMM benchmark according to the usage of different
memory structures: one cycle memory latency (ideal memory),
scratchpad memory having a fixed latency for each request,
and cache model. In order to decompose the execution time,
we performed simulations with the heterogeneous simulation
model (processor, accelerator, cache, scratchpad, and router).
This highlights that memory access time takes up a significant
portion of the execution time as the complexity of memory
increases. Moreover, the number of cycles decreases as the
memory size grows from 4 KB to 8 KB. This reduction is
explained by the fact that a 4 KB memory size is too small to
store the blocked data size (a 16*16 matrix). This evaluation
shows that it is essential to study in detail the effect of memory
behavior on the performance of the accelerator.

C. Machsuite Benchmarks

We considered seven benchmarks from different domains
and studied their implementation with our FPGA-based sim-
ulator. Benchmarks are chosen from Machsuite [21], with
some modifications to fit the gcc RISC-V compiler. Fig. 8
shows the estimated performance of these algorithms for
different instantiations of the processor-accelerator pair. For
all the applications, configurations for loop unrolling factors,
pipelining options, and array partitioning factors/types are
identical.



To assess the performance of a system combining a pro-
cessor core and an accelerator models, we considered that the
core executes a program that make a call to the accelerator
that implements each of these benchmarks.

It is not surprising to see that for every application the
in-order pipelined with cache is the slowest architecture be-
cause it simulates the complex behavior of the architecture.
We also see improved performance of heterogeneous mod-
els over processor-only models. The key motivation behind
the proposed design method is to rapidly evaluate the pro-
cessor/accelerator performance in an architecture exploration
context.

Fig. 8. Performance validation under different architectures.

Finally, we evaluated the simulator accuracy of our frame-
work. As shown in Fig. 8, the line shows the simulation
results for the baseline gem5 simulator (unpipelined model),
which is measured in number of simulated execution cycles.
Experiments show that our simulator has the same level of
precision as the gem5 simulator.

V. RELATED WORK

The work presented in this paper lies at the interface of
several areas: performance models, FPGA-based simulators,
accelerator-rich architectures, design of domain-specific het-
erogeneous architectures. We first present several performance
modeling approaches of multi-core processors on FPGAs. We
then discuss on accelerator-rich architectural simulation. The
last part of the section focuses on processor design and custom
hardware generation from high-level languages which share
various similarities with our approach.

A. Performance Models on FPGAs

Most of the different approaches that use FPGA as an
execution platform to accelerate high detail performance
models have emerged in the context of the RAMP Project
[22], [23]. Indeed, the FPGA’s highly parallel, programmable
execution substrate is suitable for the requirements of multi-
core simulation. It can provide multiple orders of magnitude
speedup over pure software simulators for detailed models,
as shown in different papers. Efforts to explore the FPGA-
accelerated simulation gave rise to several simulators: FAST,
ProtoFlex, RAMP Gold and HAsim. These simulators all
employ the functional and timing models partitioning, but

they differ in the way these two partitions are mapped to the
execution platform (composed of the FPGA board and the host
computer). This leads to different architectures of simulators
as classified in [24] : time-directed (RAMP-Gold, HAsim),
functional-only (ProtoFlex), and speculative functional-first
(FAST). It is important to note that modeling techniques do
not necessarily run the target hardware RTL description on
the FPGA directly; instead, the FPGA executes a model of
the target system. Simulation may take multiple FPGA clock
cycles to execute a single target clock cycle. Separating the
FPGA cycle from the model cycle allows much higher scaling
of features that can fit within a single FPGA. This feature is
exploited in our simulator which can be seen as an extension
of HAsim to future heterogeneous multi-core architectures.

A trace-driven simulation framework for multi-processors
using FPGA is presented in [25]. The simulator’s input is a
specially developed compact execution trace (CET) of the ap-
plication. The application trace is generated in an architecture-
agnostic executable format that can be directly interpreted
by the timing model on the FPGA to re-create the original
application’s execution events. Our modeling of accelerators
exploits a comparable technique.

B. Accelerator-centric architectures

Simulation platforms for accelerator-centric architectures
are studied in two recent projects gem5-Aladdin [10] and
PARADE [26]. They provide software accelerator simulators
enabling the exploration of many accelerator designs, but
there is a trade-off between accuracy and speed. With gem5-
Aladdin, users can study the complex behaviors and interac-
tions between general-purpose CPU and hardware accelera-
tor. PARADE is similar to gem5-Aladdin in that it enables
simulation of accelerator workloads within a SoC framework.
However, it only models the traditional DMA-based accelera-
tors where all data must be copied to local scratchpads before
starting the computation. These two projects share the same
limitation inherent to software simulators when complexity of
the simulation model increases.

C. Design and generation of custom hardware

Suleyman et al. [27] present a generic methodology for
designing domain-specific heterogeneous many-core architec-
tures based on accelerators integrated into simple cores, which
is comparable to ours. They reveal the steps undertaken to
integrate the accelerators into an open source core and use
them via custom instructions. They automate custom hardware
generation to facilitate design space exploration of heteroge-
neous architectures. Our method is faster, simpler and requires
fewer development efforts thanks to the architecture models
which avoid prototyping on the FPGA.

VI. CONCLUSION AND FUTURE WORK

To overcome the power and utilization wall in today’s
architectures, computer architects replace some processors by
accelerators that can achieve orders-of-magnitude performance
and energy gains. In this paper, we introduced an approach



for designing application-specific heterogeneous architectures
based on performance models through integrating an accelera-
tor to a RISC-V core model. Based on the Aladdin simulator,
we developed a tool to automatically generate the dataflow
graph and the scheduled trace of an accelerator from C
code applications. We integrated accelerator models into a
core that executes the custom RISC-V instruction set. By
using the HAsim framework, we modeled unpipelined and in-
order-pipelined RISC-V processor interfacing accelerator and
memory system. To evaluate our approach, we implemented a
Blocked GEMM case study. It is shown that accelerator can be
produced from the application program without investing any
extra effort into developing the hardware. Additionally, several
architectures were explored by running MachSuite benchmarks
with different processor and accelerator models.

In the future, we plan to define a heterogeneous multi-core
architecture by integrating multi-processor, multi-accelerator,
shared memory systems with a network-on-chip. Moreover,
we will also focus on the memory hierarchy and model the
memory access patterns for accelerators.
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