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Abstract  Studies on structural variants (SV) are expanding rapidly. As a result, and thanks to third generation sequencing technologies, more and more SVs are discovered, especially in the human genome. At the same time, for several applications such as clinical diagnoses, it becomes important to genotype newly sequenced individuals on well defined and characterized SVs. Whereas many SV genotypers have been developed for short read data, there still have no approaches to assess whether some SVs are present or not in a new sequenced sample of long reads, from third generation sequencing technologies, such as Pacific Biosciences or Nanopore.

In this work, we present a method to genotype known SVs from long read sequencing. The principle is based on the generation of a set of reference sequences that represent the two alleles of each structural variant. Alignments are built from mapping the long reads to these reference sequences. They are then analyzed and filtered out to keep only informative ones, in order to quantify and estimate the presence of each allele. Currently, the genotyping of large deletions have been investigated. Tests on simulated long reads based on 1000 deletions from dbVAR show a precision of 95.8%. We also applied the method to the whole NA12878 human genome.
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1 Introduction

Structural variations (SV) are characterized as genomic segments of at least 50 base pairs (bp) long, that are rearranged in the genome. There are several types of SV such as deletions, insertions, duplications, inversions, translocations. With the advent of Next Generation Sequencing (NGS) and the re-sequencing of many individuals, SVs have been shown to be a key component of polymorphism \[1\]. This kind of polymorphism are involved in many biological processes such as diseases or evolution \[2\]. Databases referencing such variants grow as new variants are discovered. At this time, dbVar, the reference database of human genomic SVs \[3\], contains 35,428,724 variant calls, illustrating that many SVs have already been discovered and characterized in the human population.

When studying the SVs of newly sequenced individuals, one can distinguish two distinct problems: discovery and genotyping. In the SV discovery problem, the aim is to identify all the variants that differentiate the given resequenced individuals with respect to a reference genome. In the SV genotyping problem, the aim is to evaluate if a given known SV (or set of SVs) is present or absent in the re-sequenced individual, and assess, if it is present, with which ploidy (heterozygous or homozygous). At first glance, the genotyping problem may seem included in the discovery problem, since present SVs should be discovered by discovery methods. However, in discovery algorithms, SV evidences are only investigated for present variants (ie. incorrect mappings) and not for absent ones. If a SV has not been called, we cannot know if the caller missed it (False Negative) or if the variant is truly absent in this individual and this could be validated by a significant amount of correctly mapped reads in this region. Moreover, in the genotyping problem, knowing what we are looking for should make the problem simpler and the genotyping result probably more precise. With the fine characterization of a growing number of SVs in the human populations, genotyping newly sequenced individuals becomes very interesting and informative, in particular in medical diagnosis contexts.

In this work, we focus on this second problem: genotyping already known SVs in a newly sequenced sample. Such genotyping methods already exist for short reads data: for instance, SVtyper \[4\], SV\(^2\)\[5\], Nebula \[6\], Malva \[7\]. Though short reads are often used to discover and genotype SVs, this is
well known that their short size make them ill-adapted for predicting large SVs or SVs located in repeated regions. As a matter of fact, SVs are often located alongside repeated sequences such as mobile elements, resulting in mappability issues that make the genotyping problem harder when using short read data.

Third generation sequencing technology, such as Pacific Biosciences (PB) and Oxford Nanopore Technologies (ONT), can produce long read data compared to NGS technologies. Long read sequences have enabled many applications, including new SVs discoveries. Despite their high error rate, long reads are crucial in the study of SVs. Indeed, the size range of this data can reach a few kilobases (kb) to megabases, thus long reads can extend over rearranged SV sequences as well as over repeated sequences often present at SV’s breakpoint regions.

Following long reads technology’s development, many SV discovery tools have emerged, such as Sniffles [8] and NanoSV [9]. Among these tools, some have a genotyping module that gives the frequency of alleles after calling SVs of the sequenced samples, nonetheless their required post-processing to evaluate if a set of SVs is present or not in the sample. To our knowledge there is currently no tool that can perform genotyping from a set of known SVs with long read data. Thus, there is a need to develop accurate and efficient methods to genotype SVs with such data, especially in the context of clinical diagnoses.

The main contribution of this work is a new method to genotype known SVs using long reads data. We also provide an implementation of this method in the tool named SVJedi. SVJedi was applied on simulated data of the human genome and on real data of the individual NA12878. High precision was achieved on both simulated and real data.

2 Materials and Methods

2.1 Methods

Pipeline We propose a method that aims at assigning a genotype for a set of already known SVs in a given individual sample sequenced with long read data. In other words, the method assesses if each SV is present in the given individual, and if so, how many variant alleles it holds, ie. whether the individual is heterozygous or homozygous for the particular variant. The method is described and implemented here for only one type of SV, the deletions, but the principle can be easily generalized to other types of SVs. The method takes as input a variant file with deletion coordinates, a reference genome and the sample long read sequences. It outputs a variant file complemented with the individual genotype information for each input variant.

The principle of the method is based first on generating reference sequences that represent the two alleles of each SV. Then the sample long reads are aligned on the whole set of reference alleles. An important step of our method consists in selecting and counting only informative alignments to finally estimate the genotype for each known variant. The main steps are illustrated in Fig. 1.

Generating references Starting from a known variant file in vcf format and the corresponding reference genome, the first step consists in generating two sequences for each SV, corresponding to the two possible alleles. Deletions are sequences of the reference genome that may be absent in a given individual, they are characterized in the vcf file by a starting position on the reference genome and a length. The reference allele (allele 0) is therefore the sequence of the deletion with adjacent sequences at each side, and the alternative allele (allele 1) consists in the joining of the two previous adjacent sequences. Given that reads of several kb will be mapped on these references, the size of the adjacent sequences was set to 5,000 bp at each side, giving a 10 kb sequence for allele 1 and 10 plus the deletion size kb for allele 0.

Mapping Sequenced long reads are aligned on all previously generated references. We use Minimap2 [10] (version 2.16-r922), with default parameters, as it is a fast and accurate mapper, specifically designed for long erroneous reads.
1. Two corresponding to sequences are generated for each selected SV, one correspond to the orginal sequence and the other the sequence with the deletion. 2. Long read sequenced data are aligned on these references using Minimap2. 3. Informative alignments are selected. 4. Genotypes are estimated.

**Selecting informative alignments** Minimap2 raw alignment results have to be carefully filtered out in order to remove i) uninformative alignments, that is those not discriminating between the two possible alleles, and ii) spurious false positive alignments, that are mainly due to repeated sequences.

Informative alignments for the genotyping problem are those that overlap the SV breakpoints, that is the sequence adjacencies that are specific to one or the other allele. In the case of a deletion, the reference allele contains two such breakpoints, the start and end positions of the deletion sequence. The alternative sequence, the shorter one, contains one such breakpoint at the junction of the two adjacent sequences (see the red thick marks of Fig. 1). To be considered as overlapping a breakpoint, an alignment must cover at least $d_{over}$ bp from each side of the breakpoint ($d_{over}$ is set by default to 100 bp). In other words, if $x$ and $y$ are the distances of the breakpoint to respectively the start and end coordinates of the alignment on the reference sequence (see Fig. 2), they must satisfy the following condition in eq 1 for the alignment to be kept:

$$x > d_{over} \& y > d_{over}$$  \hspace{1cm} (1)

Concerning the filtering of spurious false positive alignments, Minimap2 alignments are first filtered based on the quality score. To focus on uniquely mapped reads, the quality score of the alignments must be greater than 10. This is not sufficient to filter out alignments due to repetitive sequences, since mapping is performed on a small subset of the reference genome and these alignments may appear as uniquely mapped on this subset.

As Minimap2 is a sensitive local aligner, many of the spurious alignments only cover subsequences of both the reference and the read sequences. To maximize the probability that the aligned read really originate from the reference locus, we therefore require that the two sequences are aligned in a semi-global manner, where each alignment extremity must correspond to an extremity of at least one of the two aligned sequences. This criteria gathers four types of situation, namely the read is included in the reference, or *vice-versa*, or the read left end aligns on the reference right end, or *vice-versa*. Indeed this criteria is not strictly applied and a distance of $d_{end}$ of the alignment to an extremity is tolerated ($d_{end}$ is set by default to 100 bp). More formally, if $a$ and $b$ (resp. $c$ and $d$) are the distances of the alignment to the, respectively, left and right extremities of the reference sequence (resp. read sequence), then the alignment must fulfill the following condition in Eq. 2 to be kept:

$$(a < d_{end} \& c < d_{end}) \& (b < d_{end} \& d < d_{end})$$  \hspace{1cm} (2)

**Estimating genotypes** For each variant, the genotype is estimated based on the ratio of amounts of reads informatively aligned to each reference allele. Each variant has two references of different sizes, so even if both alleles are covered with the same read depth, there would be fewer reads that align on the shortest reference. To prevent a bias towards the larger allele, reported read counts for the larger alleles are normalized according to the reference sequence length ratio, assuming that read count is proportional to the sequence length.
Finally, a genotype is estimated if the variant presence or absence is supported by at least \( \text{min\_cov} \) different reads after normalization (sum of read counts for each variant). The allele frequency is defined as the proportion of reads supporting the reference allele 0. A SV is called heterozygous, 0/1, if the allele frequency is within [0.2; 0.8]. Otherwise, if the frequency is > 0.8, the SV is called homozygous reference, 0/0, and if the frequency is < 0.2, the SV is called homozygous alternative, 1/1.

**Implementation and availability** We provide an implementation of this method named SVJedi. SVJedi is written in Python 3, it requires as input a set of deletion (vcf format), a genome (fasta format), a reads’ file (fastq or fasta format). Also the genotyping program can be runned independently from the whole pipeline, then the user must provide a vcf file and a paf file. SVJedi is available at [https://data-access.cesgo.org/index.php/s/JhD0TNgJocVew0E](https://data-access.cesgo.org/index.php/s/JhD0TNgJocVew0E), under GNU Affero GPL licence.

### 2.2 Evaluation

**Long read simulated datasets** SVJedi was assessed on simulated datasets of the human genome GRCh37 based on real characterized deletions for the human genome. From the dbVar database [3], we selected 1000 existing deletions on the chromosome 1, which are separated by at least 10,000 bp. The size of the deletions varies from 50 bp to 10 kbp. In this experiment, deletions were distributed into the three different genotypes: 333 deletions are considered as 0/0 genotype, 334 deletions as 0/1 genotype and the 333 remaining deletions as 1/1 genotype. We consider the homozygous 1/1 genotype, as the genotype where the deletion is present in both alleles. So, deletions were simulated on two different reference sequences, corresponding to the two haplotypes of the human genome. 1/1 genotype deletions were simulated on both reference sequences, while deletions of 0/1 genotype were randomly simulated on one of the reference sequences. Then we simulate PB long reads using SimLoRD[11] (version v1.0.2) with 16% error rate (\(-\text{pi} 0.11 -\text{pd} 0.04 -\text{ps} 0.01 --\text{max\_passes} 1\)) at 20x depth of coverage.

**Real data** SVJedi was assessed on a human genome real dataset. As sequenced reads for the individual NA12878, we used ONT MinION data rel 5, from the ONT whole genome sequencing nanopore consortium data [12] (European Nucleotide Archive : PRJEB23027). ONT data were called with Guppy 0.3 ([https://s3.amazonaws.com/nanopore-human-wgs/rel5-guppy-0.3.0-chunk10k.fastq.gz](https://s3.amazonaws.com/nanopore-human-wgs/rel5-guppy-0.3.0-chunk10k.fastq.gz)). This sequencing dataset contains 15,891,898 reads, totaling 123 Gbp, which correspond to a 39x depth of coverage.

As the set of deletions to genotype, we use the call set of variants provided by the Genome in a Bottle consortium (GiAB), for the NA12878 individual from PB data [13], ([ftp://ftp-trace.ncbi.nlm.nih.gov/giab/ftp/data/NA12878/NA12878_PacBio_MtSinai/NA12878.sorted.vcf.gz](ftp://ftp-trace.ncbi.nlm.nih.gov/giab/ftp/data/NA12878/NA12878_PacBio_MtSinai/NA12878.sorted.vcf.gz)). From this input set, only deletion sizes greater than 50 bp were used. In a second experiment we selected high confidence deletion calls from the GiAB call set.

**Evaluation** In order to evaluate our method, for simulated data, we compute contingency table, giving us a clear view of the number of correctly predicted genotypes as well as the number of incorrectly predicted genotypes, for each category. Also, we can assess the number of corrected predicted genotypes over all predicted genotypes, which gives the precision of the method, as shown in equation 3.

\[
\text{Precision} = \frac{\text{number of correctly predicted genotypes}}{\text{number of predicted genotypes}}
\]  

(3)
3 Results

3.1 Simulated data

SVJedi was applied on PB simulated long reads for the human chromosome 1, with 1000 real characterized deletions found in dbVar, ranging from 50 to 10,000 bp. Deletions are equally distributed among the 3 different genotypes. On simulated data, SVJedi achieves 95.846% precision, it correctly predicts 942 over 987 predicted deletions among the 1,000 assessed deletions, while 13 are not estimated at all. Results are described in Tab. 1. This simulation was repeated 10 times, and gives similar results regarding the number of correctly predicted deletions and precision.

| Truth | 0/0 | 0/1 | 1/1 | ./.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0/0</td>
<td>330</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0/1</td>
<td>19</td>
<td>305</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>1/1</td>
<td>3</td>
<td>10</td>
<td>311</td>
<td>9</td>
</tr>
</tbody>
</table>

Tab. 1. Contingency table on simulated data

As we can observe in Tab. 1, the majority of false positive genotypes result from an over-mapping on reference allele 0, rather than on the alternative allele 1 (bottom left corner of the table). Indeed 19 deletions were called as 0/0 whereas they are 1/1, 10 were called as 0/1 instead of 1/1, finally 3 called as 0/0, while they are 1/1. Thus, there is a clear mapping bias towards the longest reference sequence (allele 0 contains the deletion sequence).

Interestingly, among these 32 false positives, we noticed that nearly half of them have a size less than 100 bp. This suggests that the precision of the method may depend on the deletion size. As a matter of fact, the precision is of 85.4 % for deletions smaller than 100 bp versus 97.9 % for deletions greater than 500 bp.

The remaining false positive deletions of size $\geq$ 100 bp, were manually investigated, and most of them occur in regions with a high density of mobile elements.

Comparison with SV discovery approaches One can wonder if these simulated deletions could be easily detected and genotyped by a long read SV discovery tool. We applied here the best to date such tool, Sniffles [8,14] to the chromosome 1 simulated read dataset. As expected, none of the 333 simulated deletions with 0/0 genotypes were assigned a genotype in the Sniffles output call set, since a discovery tool naturally only reports present variants. Surprisingly, among the 667 deletions simulated with either a 0/1 or 1/1 genotype, only 406 were discovered by Sniffles, which gives a recall of only 60.9 %, and with mainly the heterozygous genotypes missing (74% of 0/1 deletions were missed, versus 6 % for the homozygous ones). Interestingly, Sniffles also mis-predicts the genotype of the discovered deletions, assigning most of the 1/1 discovered deletions (n= 254, 81%) as heterozygous. This highlights the fact that Sniffles, a SV discovery tool, is much less precise for the genotyping task than a dedicated genotyping tool.

3.2 Real data

SVJedi was also applied on real ONT data for the whole human genome of NA12878 individual. We try to genotype deletions called by Genome in a Bottle (GiAB). This set of SV, refers as GiAB Mt Sinai VCF, was obtained from PB data using three different SV detection approaches, including PBHoney [15] and SMRT-SV [16]. These approaches also estimated genotypes for present variants (heterozygous 0/1 and alternative homozygous 1/1 only), thus we can compare SVJedi prediction results with the genotype calls predicted by different methods, for this individual.

Full initial GiAB call set The input set of deletions contains 15,616 deletions, with a significant imbalance towards the heterozygous genotype with 14,185 (90%) predicted with a 0/1 genotype (deletion is present in one allele only) and 1,431 with a 1/1 genotype (deletion is present in both alleles). As
expected, as a discovery result, this call set does not contain any 0/0 SV. As a result, SVJedi has
assigned a genotype to 9,388 deletions, 4,388 of which were identical to the GiAB ones. As we can
observe in Tab. 2, most of the differently predicted genotypes are genotyped as heterozygous in GiAB.
Surprisingly, our method did not assign any genotype to 6,228 deletions, again mostly 0/1 genotyped
deletions in GiAB, as indicated by the last column. This means that too few reads could be mapped to
one or the other allele reference. This could be due to redundancy within the deletion call set (several
closely located deletions), resulting in very similar reference sequences between variants preventing
the mapper to map reads uniquely. As a matter of fact, almost half of the deletions are less than 1,000
bp apart from the preceding one.

We also predicted 3,325 deletions as 0/0, in other words, absent in NA12878. This might suggest
potential False Positive calls of the GiAB call set. Finally, we notice that an important number
of differently genotyped deletions, 1,607, were predicted as 1/1, whereas they were called as 0/1 in
GiAB. This is in contradiction with results obtained on simulated datasets, where SVJedi errors tend
to over-estimate the reference allele. This again may suggest that some deletions of the GiAB call set
are mis-genotyped.

<table>
<thead>
<tr>
<th>Prediction</th>
<th>0/0</th>
<th>0/1</th>
<th>1/1</th>
<th>./.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIAB call</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0/0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0/1</td>
<td>3,317</td>
<td>3,210</td>
<td>1,607</td>
<td>6,051</td>
</tr>
<tr>
<td>1/1</td>
<td>8</td>
<td>68</td>
<td>1,178</td>
<td>177</td>
</tr>
</tbody>
</table>

Tab. 2. Contingency table comparing deletion genotypes of NA12878 between the GiAB full initial call set (n= 15,616) and SVJedi predictions with ONT data.

**Higher confidence call set** We filtered the GiAB Mt Sinai VCF in order to focus on deletions with
a higher confidence call. The initial call set is the union of the deletions calls obtained with seven
different discovery pipelines. Here, as a higher confidence call set, we selected the intersection set,
keeping only the deletions that were detected by all seven different pipelines, which corresponds to
the ‘NS=1111111’ flag in the INFO column. This new set of deletions contains 1,685 deletions, of
which 922 are 0/1 genotypes and 763 are 1/1 genotypes. Compared to the previous experiment, we
note that the ratio is more balanced between heterozygous and homozygous genotypes in this set of
filtered deletions.

SVJedi was run on these selected deletions. Only one deletion could not be assigned a genotype
by the method. For the 1,684 predicted deletions, 1,514 were genotyped exactly as in GiAB. This
results in a much higher overlap, 89.9 %, than with the full call set. As we can observe in Tab. 3,
the majority of differently predicted genotypes are 1/1 whereas they are 0/1 in GiAB call set. Again,
these results are in contradiction with the evaluation of the method on simulated datasets, where
the reference allele was overestimated, and therefore question the veracity of GiAB genotypes. Also
previously obtained results with the SV discovery tool Sniffles, suggest a similar trend of discovery
tools to mis-predict homozygous variants as heterozygous.

<table>
<thead>
<tr>
<th>Prediction</th>
<th>0/0</th>
<th>0/1</th>
<th>1/1</th>
<th>./.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIAB call</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0/0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0/1</td>
<td>23</td>
<td>780</td>
<td>118</td>
<td>1</td>
</tr>
<tr>
<td>1/1</td>
<td>6</td>
<td>23</td>
<td>734</td>
<td>0</td>
</tr>
</tbody>
</table>

Tab. 3. Contingency table comparing deletion genotypes of NA12878 between the GiAB higher confidence call set (n= 1,685) and SVJedi predictions with ONT data.
Performances On higher confidence GiAB call set for the human genome, with a 39 x coverage, SVJedi took 1h46m to genotype 1,687 deletions, including 1h42 for the alignment with Minimap2 parallelized on 40 cpu. SVJedi reached 6.5 Gbytes as the maximum resident set size, corresponding in fact to the memory usage of Minimap2. On the initial GiAB call set for the human genome, SVJedi took 4h02m, to genotype 15,616 deletions, including 3h42m of mapping, and it reached a maximum memory peak of 14.7 Gbytes during mapping.

4 Discussion and Conclusion

In this work, we provide a novel SV genotyping approach for long read data, that showed good results on both simulated and real datasets. The approach is implemented for the moment only for deletion variants in the SVJedi software. However, this proof of principle on deletion variants is a first step before generalizing the approach for all types of SVs. Insertion variants are simply the counterpart of deletions, and inversions and translocations are SVs even more balanced than insertion/deletion regarding the number of breakpoints (with exactly two breakpoints per allele). Therefore, for all these types of SVs, the method will be easily generalized, to be used in the context of clinical diagnoses or for population genomics analyses.

In the presented analyses, SVJedi ran fast within a few hours on a whole human genome dataset. Our tests show that most of the running time is dedicated to the mapping with Minimap2. Minimap2 is a fast mapper, but it spends time to compute full alignments with optimized similarity scores (ie. optimizing the locations of matches and gaps) whereas only the approximate similarity regions could be used in our approach. Thus, in order to reduce our execution time, we could use other similarity estimation strategies, such as fast alignment-free approaches [17,18].

This work also demonstrated that this is crucial to develop dedicated SV genotyping methods, as well as SV discovery methods. Firstly, because this is the only way to get evidence for the absence of SVs in a given individual. Secondly, and more surprisingly, because SV discovery tools are not as efficient and precise to genotype variants once they have been discovered, at least with long read data as was shown here with the Sniffles experiment. Indeed, without a priori SV discovery is a much harder task than genotyping SVs with well characterized alleles, but when the aim is strictly to genotype or compare individuals on already known variants, we have shown that using as much as possible the known features of variants is much more efficient.

As a matter of fact, the efficiency of this approach depends on the quality and precision of the input variants to genotype. Although this issue is inherent to any genotyping approach, our analysis on the full GiAB call set demonstrated that our approach is probably less efficient if there is redundancy in the set of SVs to genotype. This can be frequent when the SV set is obtained from SV calling in several individuals, or with several methods as this was the case here. In these cases, this is still a difficult problem to correctly merge several call sets [19,20], and this can result in a single SV event being described by several SV entries with overlapping coordinates. This is currently not well supported by SVJedi which discards non uniquely mapped reads. The precise or rather imprecise definition of the breakpoints may also impact the genotyping performances and this remains to be assessed for this particular approach. Finally, in the perspective of applying our method for instance on the full SV catalog referenced in the dbVar database, both issues of precision and redundancy of the initial SV call set will be critical issues that may monopolize most of the efforts.
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