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Abstract.  Given that appropriate human behavior is required to minimize the occur-
rence of cybersecurity breaches, the issue of  security compliance is critical. Within
this context organizations would be interested in the efficient achievement of security
compliance.  In this paper we explore the concept of Security Compliance Efficiency,
and present a hybrid DEA+MARS methodology for identifying its antecedents. We
also present resulting examples of relationships that describe the impacts of intrinsic
variables on Security Compliance Efficiency.
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1 Introduction

The  current  era  is  dominated  by  the  use  of  information  and  communication
technologies  (ICTs)  in  the  lives  and  activities  of  individuals,  organizations  and
governments.  However,  increased  adoption  of  ICTs  is  positively  correlated  with
increased economic loss and technological threats and/or attacks.  For instance, the
average cost of cybercrimes to organizations increased by 23 percent in 2017 over
2016, reaching US$11.7 million [1]. Too, the WannaCry ransomware attack in May
2017 affected more than 300,000 victims in 150 countries  [2]. To cope with these
technological  or  cybersecurity  threats,  security  stakeholders  have  implemented
technology-based  protection  solutions  and  conducted  cybersecurity  awareness
activities for users. Users are recognized as key threats to achieving security because
they often fail to adhere to the security best practices.  According to researchers, users
are often considered the “weakest link in the chain” of system security but are also
considered the greatest assets to reduce potential security threats [3-5]. 

To  influence  users’  security  compliance behavior,  the  literature  offers  some
antecedents.  In  general,  studies  report  that  increased  security  awareness  initiatives
positively  influence  users’  compliance  behavior  [6-10] and  specially,  Bulgurcu,
Cavusoglu  and  Benbasat  [6] and  Donalds  [8] found  support  for  the  direct  link
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between  general  security  awareness  (GSAW)  and  users’  security  compliance
behaviour (SECC). 

Self-efficacy (SLEF) is another factor cited to influence users’ behavior generally.
According to protection motivation theory,  SLEF emphasizes an individual’s ability
or judgment of his or her ability to perform an action  [11].  More specifically, the
theory suggests that increasing individual’s  SLEF can improve their competence in
coping with a task.  In a computer training course  SLEF was found to be a strong
influence  on  individuals’  performance  in  their  use  of  the  computers  [12].
Additionally, Donalds and Osei-Bryson [13] offer empirical support for the influence
of security self-efficacy on SECC. 

While the constructs  referenced  above can be considered  to be extrinsic to  the
individual and thus subject to be influenced by organizational efforts, others are more
intrinsic. One such construct is general security orientation (GSOR). GSOR is intrinsic
since  according  to  Ng,  Kankanhalli  and  Xu  [14],  an  individual  with  a  greater
predisposition  towards  computer  security  should  exhibit  higher  levels  of  security
compliance behavior.  GSOR has also been shown to be significantly correlated with
SECC [13].  

Another  intrinsic  construct,  Gender,  has  also  been  shown  to  have  a  profound
influence  on an  individual’s  perceptions,  attitudes and  performance  [15].   Results
from studies in the domain have also found gender to be significantly correlated with
employees’ security compliance intention and behaviour [9, 16-18]. 

More recent results from  Donalds and Osei-Bryson [13] suggest an individual’s
dominant  decision  style  (i.e.  Analytical,  Behavioral,  Conceptual,  Directive)  and
dominant orientation (i.e.  Idea vs. Action), which are intrinsic to the individual, also
impact  SECC.  Rowe  & Boulgarides  [19] note  that  cognitive  theorists  have  long
argued that an individual decision style is an important determinant of behavior. Too,
others report that an individual’s decisions seem to be a function of the individual’s
cognitive makeup [e.g. 20, 21]. 

Various  studies,  including  Donalds  and  Osei-Bryson  [13],  have  attempted  to
identify the antecedents  of  security  compliance  behavior.  In  general,  prior  studies
have  concentrated  on  the  issues  of  efficacy  and effectiveness  of  the  relationships
between the antecedents of and security compliance behavior, however, in this study
we take it a step further. In this study we focus on the efficiency of the relationships
between  the  antecedents  of  and  security  compliance  behavior. In  other  words,
previous studies have placed emphasis on “doing the right thing”, while the current
study inquiries into whether “doing the right thing is done the right way”. This focus
is  of  particular  importance  in  the  context  of  the  settings characterized  by limited
resources.

Overall,  prior security  studies can be considered to be aimed at  identifying the
relationship described generically as:

Compliance = f(Intrinsic Inputs, Discretionary Inputs) (1)

where GSAW and SLEF are the Discretionary Inputs, and Gender, GSOR, Dominant
Individual Decision Styles (DominantDS) and Dominant Orientation are the Intrinsic
Inputs.



3

In this paper we explore the concept of Security Compliance Efficiency and its rela-
tionships with intrinsic antecedents, where Security Compliance Efficiency is defined
as: 

Security Compliance Efficiency = fOutput(Compliance)/fInput(Discretionary Inputs) (2)

such that its values fall in the [0, 1] interval with the top value indicating the highest
level  of relative efficiency.  For  illustrative purposes,  using the  Donalds and Osei-
Bryson [13] causal model, presented in Figure 1, we investigate the concept of Secu-
rity Compliance Efficiency. We adopted this model as it  identifies both intrinsic and
discretionary inputs, elements salient to our work.

In the context of the causal model of Donalds and Osei-Bryson [13] we would
have:

Security Compliance Efficiency =                   
fOutput(SECC, PWDC)/fInput(GSAW, SLEF)          (3)

thus, a relatively efficient individual is one who has the same level of compliance as
another individual though his/her  GSAW and SLEF levels are lower, or has a higher
level of compliance as another individual though their GSAW and SLEF levels are the
same. 

Organizations would be interested  in knowing the impacts  of  non-discretionary
variables (e.g. Gender, GSOR, Dominant Individual Decision Styles & Dominant Ori-
entation) on Security Compliance Efficiency since this would help them to identify the
situations in which they can invest less while achieving the same level of compliance.
Further, this would be of particular importance to organizations with budget and other
types of resource constraints, including small and medium enterprises (SMEs) and
other types of enterprises in developing countries. For it is known that SMEs are es-
sential to the poorest countries in the world where they serve as an important driver of
economic growth that accounts for majority of all businesses [22].  Moreover, African
SMEs are also important to the global economy because their presences and success
create “…a growing middle class with disposable income, in tandem with market op-
portunities for new investors” [23].

2 Overview of supporting analytic methods

In this study we use a two-stage Data Envelopment Analysis (DEA) based approach
[e.g., 24] that involves utilizing the DEA methodology to generate the Security Com-
pliance Efficiency scores, then use the Multivariate Adaptive Splines (MARS) statisti-
cal  analysis  method to  explore  the  relationships  between  the  intrinsic  non-discre-
tionary inputs (i.e.  Gender,  GSOR,  Dominant DominantDS, and  Dominant Orienta-
tion) and Security Compliance Efficiency. 
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2.1 Overview of data envelopment analysis

DEA is a nonparametric method of measuring the efficiency of decision-making units
[25]. Any collection of similar entities could comprise a set of decision-making units
(DMUs) and can be subjected to DEA, as long as the chosen entities transform the
same type of inputs into the same type of outputs. It has been previously applied to
address a wide range of multi-objective and other types of decision making problems
[26, 27].

 

Fig. 1. Donalds and Osei-Bryson [13] causal model of security compliance.

The empirical foundation of DEA eliminates the need for some of the assumptions
and limitations of traditional efficiency measurement approaches. As a result, DEA
could be used in cases where the relationships between the multiple Inputs and multi-
ple Outputs are complex or unknown. Consequently, a DEA model is better perceived
as a collection of the Inputs that in some way or form are important to the Outputs of
the transformation process under an investigation of a decision maker.

The original DEA model was introduced in 1978 by Charnes, Cooper and Rhodes
and it is commonly called the CCR Model.  This model allowed representing multiple
inputs and outputs of each DMU as a single abstract “meta input” and a single “meta
output.” Consequently, the efficiency of each DMU could be represented as a ratio of
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the abstract input to the abstract output, and the resulting efficiency value could then
be used for comparison with other DMUs in the set. By using the techniques of Linear
Programming (LP), this comparison results in efficiency ranking of each DMU in the
given set, where the highest ranking DMU is considered to be 100% relatively effi-
cient and is assigned a perfect score of “1”. Because multiple DMUs could receive the
same score, there could be multiple efficient DMUs in the given set. As a result, DEA
envelops the data set with the boundary points represented by the relatively efficient
DMUs – by connecting the boundary points an investigator could obtain a visual rep-
resentation of the efficient frontier for a given set of DMUs.

The two most common orientations of DEA model are the Input-oriented and the
Output-oriented. An Input-Oriented Model is concerned with the minimization of the
use of inputs for achieving a given level of outputs when inputs are controllable. In
the case of an Input-Oriented Model, no DMU would be considered efficient if it is
possible to decrease any of its inputs without affecting any other inputs and without
decreasing level of the outputs. An Output-Oriented DEA model, on the other hand,
would be concerned with the maximization of the level of the outputs per given level
of the inputs. Thus, it deals with the efficiency of the output production where outputs
are controllable.

DEA also allows for  accommodating different  assumptions regarding  return to
scale. The original CCR model is the most suitable in the case when an investigator
has a reason to believe that all DMUs function under the condition of constant return
to scale (e.g., when the output/input ratio is linear). BCC model  [28], on the other
hand, is more flexible and allows for considering variable returns to scale (e.g., when
the output/input ratio is non-linear). Consequently, a DMU that is relatively efficient
based on CCR model must also be relatively efficient based on BCC model, but not
the vice versa.

2.2 Overview of multivariate adaptive regression splines

Multivariate Adaptive Regression Splines (MARS) is a technique that may be used to
discover, describe and evaluate causal links between factors. It has been previously
applied to address a wide range of problems [e.g., 29, 30]. While ordinary regression
equations attempt to model the relationship between outcome and predictor variables
using a single function, the regression splines approach models the relationship be-
tween outcome and predictor variables as a piecewise polynomial function ƒ(x) which
can be obtained by dividing the range of each predictor variable into one or more in-
tervals and representing ƒ by a separate polynomial in each interval [31]. A regression
spline function can be expressed as a linear combination of piecewise polynomial ba-
sis functions (BF) that are joined together smoothly at the knots, where a knot speci-
fies the end of one region of data and the beginning of another. When using MARS
for modeling the relationship between the predictor and dependent variables, it is not
necessary to know the functional  forms of the relationships, as MARS establishes
them based on the data.  MARS provides the analysis of variance (ANOVA) decom-
position, which identifies the relative contributions of each of the predictor variables
and the interactions between variables, and handles missing values.
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MARS uses both simple and complex BFs. Simple BFs involve a single variable
and come in pairs of the form (x – t) + and (t – x) + where t is the knot, (x – t) + = (  x – t  )  
if x > t, and 0 otherwise; and (t – x) + = (  t – x)   if x < t, and 0 otherwise [32]. Complex
BFs have the form: hk (x) = Пij fij (xi) where x1, …xq are the independent variables, fij is
a spline BF for the ith independent variable xi at jth knot. The function generated using
the MARS approach can be described as follows:

Y = β0 + 
∑
k=1

K

β k h k

(x)        (4)
where β0 is the coefficient of the constant BF, βk  (k = 1, K) are the coefficients of

the BFs, K is the number of basis functions (BF) in the model. The coefficient of each
BF (i.e.  βk) is estimated by minimizing the sum of square errors, which is similar to
the estimation process of linear regression, but involving local data for the given re-
gion. MARS provides the analysis of variance (ANOVA) decomposition, which iden-
tifies the relative contributions of each of the predictor variables and the interactions
between variables, and handles missing values.

Generation of a MARS model involves 2 phases. In the  Forward Phase BFs are
added,  allowing the  model  to  become more  flexible  but  also  more  complex,  and
terminating  when  a  user  specified  maximum  number  of  BFs  is  reached;  in  the
Backward Phase BFs are deleted in order of least contribution to the model until an
“Optimal” model is found, with the selection of the “Optimal” model being based on
the Generalized Cross Validation (GCV) measure. The GCV measure plays a trade-
off role between accuracy and simplicity in the generation of MARS models as that
played  by  the  Akaike  Information  Criterion  (AIC),  Bayes  Information  Criterion
(BIC), and Shwartz Bayes Criterion (SBC) measures play in traditional regression.

3 Research methodology

Our methodology is based on the two-stage DEA model framework but also includes
steps to generate appropriate data for this framework, which are as follows:
Step 1: Select an appropriate causal model, and conduct preliminary identification of
the discretionary variables and the intrinsic non-discretionary variables.
Step 2: Develop an appropriate data collection instrument.
Step 3: Do appropriate data collection, data understanding, and data cleaning.
Step 4: Do factor analysis and calculation of factor scores.
Step 5: Using the discretionary variables as the inputs and the dependent variables as
the outputs, conduct DEA to generate the Security Compliance Efficiency scores. 
Step 6: Do MARS-based statistical analysis to identify the characteristics of the rela-
tionships between the intrinsic non-discretionary variables and  Security Compliance
Efficiency.

4 Application of the research methodology

Step 1 – Select causal model:
We selected Donalds and Osei-Bryson [13] causal model.
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Step 2 – Develop appropriate data collection instrument:
Our data collection instrument consisted of two parts: the Decision Styles items as
well  as  the  items  that  measured  the  antecedents  of  and  security  compliance.  We
adopted the standard Decision Styles Inventory (DSI) measures as proposed by Rowe
and Mason [33]. We also adopted the items that measured the antecedents of  and
security compliance as proposed by Donalds and Osei-Bryson [13].  

Step 3 – Do appropriate data collection, data understanding, and data cleaning:
Our data collect was collected via a web-based survey which was pretested by some
IS security experts, faculty members and graduate students. The final instrument was
used to collect data from Jamaican employees across multiple industries and faculty
members, undergraduate and graduate students from an institution of higher learning.
The survey link was sent to faculty members and some Jamaican employees using di-
rect referrals and was advertised in some undergraduate as well as graduate classes.
Further, the researchers requested that participants forward the link to other potential
participants. As a result, a precise sample frame is difficult to establish. Albeit, the
survey was sent/advertised to approximately 510 individuals.  We received 248 re-
sponses, yielding a response rate of 48.6%. Respondents were from varying industries
including education,  banking and financial  services  and telecommunication/IT ser-
vices. 32.26% of the respondents were males while 67.47% were females.

Step 4 – Do factor analysis and calculation of factor scores:
From the exploratory factor analysis of the  security compliance items, five factors
(i.e., password compliance behavior (PWDC), security compliance behavior, general
security awareness, general security orientation and security self-efficacy) emerged to
explain the maximum portion of the variance in the original variables. These are con-
sistent with the factors identified in the Donalds and Osei-Bryson [13] model.

Step 5 – Do DEA:
We generated 2 DEA models both with an input-orientation with the different scales
(i.e. Constant Returns to Scale (CRS) and Variable Returns to Scale (VRS)). The fac-
tors that can be considered to be discretionary variables (i.e. GSAW, SLEF) were used
as the input variables for the DEA models. Two factors (i.e. SECC, PWDC) are asso-
ciated with security compliance, thus we used these factors as the output variables for
the DEA models.

Step 6 – MARS-based statistical analysis:
6.1 CRS model: results and discussion
In this model  Security Orientation (GSOR),  Gender, and  DominantOrientation (i.e.
‘Idea’ vs ‘Action”) all impact Security Compliance Efficiency, often in complex ways
(see Table 2.1b). An examination of the 2nd and 4th rows of Table 2.1c suggests that
when GSOR > 3.00 then Action-oriented Males display greater Security Compliance
Efficiency than Idea-oriented Males. Similarly an examination of the 3rd and 4th rows
of Table 2.1c suggests that when  GSOR > 3.00 then  Idea-oriented Females display
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greater Security Compliance Efficiency than Idea-oriented Males. The reader may re-
call that given our definition of Security Compliance Efficiency then the implication
of being less efficient  is that  GSAW and  SLEF scores would need to be higher to
achieve the same level of security compliance as the more efficient individual. Thus
for  such less  efficient  individuals the organization would need to invest  more  re-
sources to improve the values of GSAW and SLEF.

Table 2.1a: Regression equation for CRS.

RHS of Regression Equation
0.774893
+ 0.04090968*Max(0, GSOR – 1.33)*( 1 if DominantOrientation is “Action”)
- 0.117547*(1 if DominantOrientation is “Action”) *(1 if Gender is “F”) 
+ 0.180019* Max(0, GSOR-3.00)
- 0.260166* Max(0, GSOR-2.33)
+ 0.046970* Max(0, GSOR-2.33) *( 1 if Gender is “F”)

Table 2.1b: Detailed breakdown of regression equation for CRS.

Dominant
Orienta-

tion

Gen-
der

GSOR RHS of Regression Equation

Action F < 1.33 0.774893
(1.33, 2.33] 0.774893 

+ 0.04090968*(GSOR – 1.33)
(2.33, 3.00] 0.774893 

+ 0.04090968*(GSOR – 1.33)
- 0.117547
- 0.260166*(GSOR-2.33)
+ 0.046970*(GSOR-2.33)

> 3.00 0.774893 
+ 0.04090968*(GSOR – 1.33)
- 0.117547
- 0.260166*(GSOR-2.33)
+ 0.046970*(GSOR-2.33)
+ 0.180019*(GSOR-3.00)

M < 1.33 0.774893
(1.33,
2.33]

0.774893
+ 0.04090968*(GSOR – 1.33)

(2.33,
3.00]

0.774893
+ 0.04090968*(GSOR – 1.33)
- 0.260166*(GSOR-2.33)

> 3.00 0.774893
+ 0.04090968*(GSOR – 1.33)
+ 0.180019*(GSOR-3.00)
- 0.260166*(GSOR-2.33)

Idea F < 1.33 0.774893
(1.33,
2.33]

0.774893

(2.33, 0.774893
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3.00] - 0.260166*(GSOR-2.33)
+ 0.046970*(GSOR-2.33)

> 3.00 0.774893
+ 0.180019*(GSOR-3.00)
- 0.260166*(GSOR-2.33)
+ 0.046970* (GSOR-2.33) 

M < 1.33 0.774893
(1.33,
2.33]

0.774893

(2.33,
3.00]

0.774893
- 0.260166*(GSOR-2.33)

> 3.00 0.774893
+ 0.180019*(GSOR-3.00)
- 0.260166*(GSOR-2.33)

Table 2.1c: Regression equation for CRS – comparison of impacts.

Dominant
Orienta-

tion

Gen-
der

GSO
R

RHS of Regression Equation

Action F > 3.00 0.774893 + 0.04090968*(GSOR – 1.33)
- 0.117547
+  0.180019*(GSOR-3.00)  -
0.260166*(GSOR-2.33)
+ 0.046970*(GSOR-2.33)

M > 3.00 0.774893 + 0.04090968*(GSOR – 1.33)
+  0.180019*(GSOR-3.00)  -
0.260166*(GSOR-2.33)

Idea F > 3.00 0.774893
+  0.180019*(GSOR-3.00)  -
0.260166*(GSOR-2.33)
+ 0.046970* (GSOR-2.33) 

M > 3.00 0.774893
+  0.180019*(GSOR-3.00)  -
0.260166*(GSOR-2.33)

6.2 VRS model: results and discussion
In this model only Security Orientation (GSOR), Gender, and DominantDecisionStyle
(i.e. ‘’A’, ‘B’, ‘C’, ‘D’) impact Security Compliance Efficiency, but in complex ways
also (see Tables 3.2a, 3.2b). An examination of the 1st and 3rd rows of Table 3.2c sug-
gests that when GSOR > 3.00 then individual with Conceptual decision style display
less  Security Compliance Efficiency than individuals with the other decision styles
(i.e. Analytical, Behavioral and Directive).

Table 3.2a: Regression Equation for VRS.

RHS of Regression Equation
0.92517 
- 0.13683*Max(0, GSOR-1.33) 
+ 0.11648*Max(0, GSOR-3.00)
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- 0.096062*(1 if DominantDS is “C”) *Max(0, GSOR -1.33)

Table 3.2b: Detailed breakdown of regression equation for VRS.

Dominant  Decision
Style

GSOR RHS  of  Regression  Equa-
tion

C: Conceptual < 1.33 0.92517 

(1.33, 3.00] 0.92517 
- 0.13683*(GSOR-1.33) 
- 0.096062*(GSOR -1.33)

> 3.00 0.92517 
- 0.13683*(GSOR-1.33) 
- 0.096062*(GSOR -1.33)
+ 0.11648*(GSOR-3.00)

A: Analytic, or
B: Behavioral, or
D: Directive 

< 1.33 0.92517 
(1.33, 3.00] 0.92517 

- 0.13683*(GSOR-1.33) 
> 3.00 0.92517 

- 0.13683*(GSOR-1.33) 
+ 0.11648*(GSOR-3.00)

Table 3.2c: Regression equation for VRS – comparison of impacts.

Dominant  Decision
Style

GSOR RHS of Regression Equation

C: Conceptual > 3.00 0.92517 
- 0.13683*(GSOR-1.33) 
- 0.096062*(GSOR -1.33)
+ 0.11648*(GSOR-3.00)

A: Analytic, or
B: Behavioral, or
D: Directive 

> 3.00 0.92517 
- 0.13683*(GSOR-1.33) 
+ 0.11648*(GSOR-3.00)

5 Conclusion

In this paper we have explored the concept of  Security Compliance Efficiency, and
presented  a hybrid DEA+MARS methodology for  identifying its  antecedents.  Our
search of the research literature did not provide evidence of previous research where
the concept of  Security Compliance Efficiency, as defined in this paper, was previ-
ously addressed. Yet given that cybersecurity challenges are common to both ‘devel-
oped’ countries and to ‘developing’ countries that are increasingly becoming ICT-ori-
ented, the issue of Security Compliance Efficiency is one that needs to be adequately
addressed. This paper addresses that gap in the cybersecurity literature that has so far
not addressed the  Security Compliance Efficiency issue. In doing so we have made
use  of  the  well-established  DEA  methodology  for  generating  relative  efficiency
scores. Rather than using traditional regression analysis for doing statistical analysis
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we used MARS as it allows us to not only identify if a given variable has a statisti-
cally significant impact but also conditions under which it has different types of im-
pacts. It should also be noted that application of our hybrid two-stage DEA+MARS
method involved both an input-oriented constant-returns-to-scale (CRS) DEA model,
and an input-oriented variable-returns-to-scale (VRS) DEA model. 

For illustrative purposes we used the causal model of  Donalds and Osei-Bryson
[13], but this methodology may be appropriately applied to any other causal model
that has dimensions of security compliance as its dependent variable(s). 

As noted earlier in the paper, organizations would be interested in knowing the im-
pacts  of  non-discretionary  variables  on  Security  Compliance  Efficiency since  this
would help them to identify the situations in which they can invest less while achiev-
ing the same level of compliance. We identified various non-trivial relationships (e.g.
Idea-oriented Females display greater  Security Compliance Efficiency than Idea-ori-
ented Males). 
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