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Generalized Lyapunov Exponents of Homogeneous Systems

Andrey Polyakov, Sergiy Zhuk

Abstract— The paper deals the method of Lyapunov ex-
ponents for a class of a generalized homogeneous systems.
Homogeneous systems may have some sup-exponential and
super-exponential grows. In this case, the method of Lyapunov
exponents becomes non-informative, e.g. all Lyapunov expo-
nents may equal to zero but the system is globally uniformly
asymptotically stable. In this paper we propose an approach
which allows us to analyze a behavior of such homogeneous
systems by means of the method of Lyapunov exponents.

I. INTRODUCTION AND PROBLEM STATEMENT

The concept of stability introduced by A.M. Lyapunov
[1] considers some nominal motion x∗(t, x0) of a dynamic
system

ẋ = f(x), f : Rn → Rn (1)

and studies a behavior of the system for perturbed initial
condition x0 + ∆x0. If small perturbations always imply
small deviations of the perturbed motion xt0,x0+∆x0(t) from
x∗t0,x0

(t) then the nominal motion is called stable. The
conventional approach to the corresponding analysis is based
on linearizion of the system along the trajectory

ė = A(t)e+ g(t, e), (2)

where e(t) = x(t) − x∗(t, x0), A(t) = f ′(x∗(t, x0)) and
g = (g1, ..., gn)> is given by

gi(t, e)=e>
(

1

∫
0

1

∫
0
sf ′′i (x∗(t, x0)+τse) ds dτ

)
e, i=1,..., n.

The similar problem appears for observer design for non-
linear systems (see e.g. [2]).

The method of Lyapunov exponents [3], [4] is frequently
utilized for the stability analysis of the latter system. This
method allows stability analysis provided that the system
satisfies some regularity property( see e.g. [3], [4]).

Homogeneity is a kind of symmetry when an object (a
function, a vector field, a set etc) remains invariant in a
certain sense with respect to a class of transformations
called dilations [5], [6], [7], [8]. For example, if ∃ν ∈ R :
f(esx) = eνsf(x) for all s ∈ R and for all x the the
function f is called standard homogeneous (or homogeneous
in Euler’s sense). All linear and a lot of nonlinear models
of mathematical physics are homogeneous in a generalized
sense [9]. Homogeneous models of dynamical systems also
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appears as local approximation of nonlinear systems if lin-
earization is not informative or simply impossible [10], [11],
e.g. asymptotic stability of the zero solution of the system
ẋ = −x3, x ∈ R cannot be studied by means of linearization
at zero, which has the form ẋ = 0. Below we also show that
the conventional analysis based on Lyapunov exponents also
does not allow us to study stability of this system.

The aim of this paper is to expand/adapt the method
Lyapunov exponents to a class of homogeneous systems.

Notation. R, R+,λmin, λmax, co, sign; a class K function;
bAc := infx 6=0

‖Ax‖
‖x‖ ,‖A‖ := supx6=0

‖Ax‖
‖x‖ , where A ∈

Rn×n, x ∈ Rn.

II. GENERALIZED HOMOGENEITY

A. Linear Dilations and Canonical Homogeneous Norm

Different generalization of standard (Euler’s) homogeneity
can be found in the literature [5], [12], [13], [14]. The
generalized homogeneity studied in [9], [15], [16], [17] deals
with the group of linear transformations (linear dilations).

Definition 1: [16] A map d : R→ Rn×n is called dilation
in Rn if it satisfies
• Group property: d(0) = In and d(t+s) =d(t)d(s) =

d(s)d(t) for all t, s ∈ R;
• Continuity property: d is a continuous map, i.e.,

∀t∈R,∀ε>0,∃δ>0 : |s-t|<δ ⇒ ‖d(s)-d(t)‖≤ε;

• Limit property: lim
s→−∞

‖d(s)x‖ = 0 and

lim
s→+∞

‖d(s)x‖=+∞ uniformly on the unit sphere

S := {x ∈ Rn : ‖x‖ = 1}.
The dilation d is a continuous group of invertible linear maps
d(s) ∈ Rn×n, d(−s) = [d(s)]−1. The matrix Gd ∈ Rn×n

Gd = lim
s→0

d(s)−I
s

is known [18, Chapter 1] as the generator of the group d.
It satisfies the following properties

dd(s)
ds =Gdd(s) and d(s)=eGds=

+∞∑
i=0

siGid
i! , s ∈ R.

(3)
The latter implies d(s1)−d(s2)=Gd

∫ s1
s2

d(s)ds, s1, s2∈R.
The most popular dilations in Rn are [19], [20]
• uniform (or standard) dilation (L. Euler 17th century) :

d1(s)=esIn, s∈R,

• weighted dilation (Zubov 1958, [5]):

d2(s)=

(
er1s 0 ... 0

0 er2s ... 0
... ... ... ...
0 0 ... erns

)
, s∈R, ri>0, i=1, ..., n



They satisfy Definition 1 with Gd1
=In and Gd2

=diag{ri},
respectively. In fact, any anti-Hurwitz1 matrix Gd ∈ Rn×n
defines a dilation d(s) = eGds in Rn. The geometric dilation
studied in [14], [13] is more general since it allows the
dilation group to be nonlinear.

Definition 2: The dilation d is said to be strictly mono-
tone if there exists β > 0 such that ‖d(s)‖ ≤ eβs as s<0.
Obviously, the monotonicity of a dilation may depend on the
norm ‖ · ‖ in Rn.

Theorem 1: [16] Let d be a dilation in Rn, then
1) all eigenvalues λi of the matrix Gd are placed in the

right complex half-plane, i.e., <(λi) > 0, i = 1, 2, ..., n;
2) there exists a matrix P ∈ Rn×n such that

PGd +G>dP � 0, P = P> � 0; (4)

3) the dilation d is strictly monotone with respect to the
weighted Euclidean norm ‖ ·‖ =

√
〈·, ·〉 induced by the

inner product 〈x, z〉 = x>Pz with P satisfying (4).
Moreover,

eαs≤bd(s)c≤‖d(s)‖≤ eβs if s≤0,
eβs≤bd(s)c≤‖d(s)‖≤ eαs if s≥0,

(5)

where α = 1
2λmax

(
P

1
2GdP

− 1
2 + P−

1
2G>dP

1
2

)
and β =

1
2λmin

(
P

1
2GdP

− 1
2 + P−

1
2G>dP

1
2

)
.

The latter theorem proves that any dilation d is strictly
monotone if Rn is equipped with the norm ‖x‖=

√
x>Px,

provided that the matrix P �0 satisfies (4).
Definition 3: A continuous function p : Rn → R+ is said

to be d-homogeneous norm if p(x) → 0 as x → 0 and
p(d(s)x) = esp(x) > 0 for x ∈ Rn\{0} and s ∈ R.
Obviously, the d-homogeneous norm is neither a norm nor
semi-norm in the general case, since the triangle inequality
may not hold. However, many authors (see [11], [21], [17]
and references therein) call a function satisfying the latter
definition a homogeneous norm. We follow this tradition.
The canonical homogeneous norm ‖ · ‖d : Rn → R+ is
defined as

‖x‖d = esx where sx ∈ R : ‖d(−sx)x‖ = 1. (6)

The map ‖ · ‖d : Rn → [0,+∞) is well defined and
single-valued for monotone dilations [17]. In [22] such
a homogeneous norm was called canonical because it is
induced by the (canonical) norm in Rn. Notice that

bd(ln ‖x‖d)c≤‖x‖≤‖d(ln ‖x‖d)‖ for x∈Rn,

and, due to (5), ‖ · ‖d is continuous at zero.
Proposition 1 ([16]): If d is strictly monotone then
• the canonical homogeneous norm ‖ · ‖d is Lipschitz

continuous on Rn\{0};
• if the norm ‖ · ‖ is smooth outside the origin then the

homogeneous norm ‖ · ‖d is also smooth outside the
origin, d‖d(−s)x‖

ds <0 if s∈R, x∈Rn\{0} and

∂‖x‖d
∂x =

‖x‖d ∂‖z‖
∂z |z=d(−s)x

∂‖z‖
∂z |z=d(−s)x

Gdd(−s)x

∣∣∣∣
s=ln ‖x‖d

(7)

1The matrix Gd ∈ Rn is anti-Hurwitz if −Gd is Hurwitz.

Below we use the notation ‖ · ‖d only for the canonical
homogeneous norm induced by the weighted Euclidean norm
‖x‖=

√
x>Px with a matrix P � 0 satisfying (4). The unit

sphere S is defined using the same norm. In this case the
formula (7) becomes

∂‖x‖d
∂x = ‖x‖d x>d(− ln ‖x‖d)Pd(− ln ‖x‖d)

x>d(− ln ‖x‖d)PGdd(− ln ‖x‖d)x
.

B. Homogeneous vector-fields and flows

Vector fields, which are homogeneous with respect to
dilation d, have many properties useful for control design
and state estimation of linear and nonlinear plants as well as
for analysis of convergence rates [14], [23], [8], [24].

Definition 4: [16] A vector field f : Rn → Rn (resp. a
function h : Rn→R) is said to be d-homogeneous if there
exists ν ∈ R

f(d(s)x) = e νsd(s)f(x), ∀x ∈ Rn\{0}, ∀s ∈ R. (8)

(resp. h(d(s)x)=e νsh(x), ∀x∈Rn\{0}, ∀s∈R.) (9)
The number ν ∈ R is called the homogeneity degree of f

(resp. h). Let Fd(Rn) (resp. Hd(Rn)) be the set of vector
fields Rn → Rn (resp. functions Rn → R) satisfying the
identity (8) (resp. (9)), which are continuous on Rn\{0}. Let
degFd

(f) (resp. degHd
(h)) denote the homogeneity degree of

f ∈ Fd(Rn) (resp. h ∈ Hd(Rn)).
The homogeneity allows local properties (like smoothness)

of vector fields (functions) to be extended globally [5], [6].
Lemma 1 ([16]): The vector field f ∈ Fd(Rn) is Lip-

schitz continuous (smooth) on Rn\{0} if and only if it
satisfies Lipschitz condition (smooth) on the unit sphere
S={x∈Rn : x>Px=1}, where P satisfies (4).
The next results is a corollary of Euler’s Homogeneous
Function Theorem.

Lemma 2: If f̃ : Rn → Rn is continuously differentiable
on S and f̃(esx) = f̃(x) for all x ∈ Rn and all s ∈ R then

f̃ ′(x)x = 0, ∀x ∈ Rn\{0},

e−sf̃ ′(x) = f̃ ′ (esx) , ∀x ∈ Rn\{0},∀s ∈ R.
The result follows, for example, from [16, Corollary 2].

Homogeneity may simplify the analysis of differential
equations. The most important property of d-homogeneous
systems is the symmetry of solutions [5], [13], [7],[21], [8].

Theorem 2 ([16]): If ϕ(·, x0) : [0, T )→ Rn is a solution
to

ẋ = f(x), f ∈ Fd(Rn) (10)

with the initial condition x(0) = x0 ∈ Rn, then
ϕ(·,d(s)x0) : [0, e−νsT )→ Rn defined as

ϕ(t,d(s)x0) = d(s)ϕ(teνs, x), s ∈ R

is a solution to (10) with the initial condition x(0) = d(s)x0,
where ν = degFd

(f).
The next result shows that any generalized homogeneous
system is equivalent to a standard homogeneous one.

Theorem 3: The systems (10) and

ż = ‖z‖1+degd(f)f̃(z), (11)



f̃(z) =
(

(In−Gd)z>zP
z>PGdz

+ In

)
f
(
z
‖z‖

)
with ‖z‖=

√
z>Pz and P satisfying (4), are topologically

equivalent on Rn\{0}. Moreover, these systems are topolog-
ically equivalent on Rn if the origin of one of these systems
is Lyapunov stable.
Proof. Topological equivalence means that there exists a
homeomorphism2 between solution sets of two systems. In
[16] its is shown that the change of variables

z = Φ(x)

where Φ : Rn → Rn is given by

Φ(x) = ‖x‖dd(− ln ‖x‖d)x, x ∈ Rn, (12)

transforms the system (10) to the system (11). Its inverse
Φ−1 is as follows

Φ−1(z) = d(ln ‖z‖) z
‖z‖ , z ∈ Rn.

Proposition 1 implies that Φ defined by (12) is a diffeomor-
phism (i.e. continuously differentiable homeomorphism) on
Rn\{0}. This means that a set of solutions of the system (10)
defined on Rn\{0} homeomorphic to the set of solutions of
the system (11) defined on Rn\{0}. The latter means that if
one of the systems is Lyapunov stable then the another one
is also Lyapunov stable. Since Lyapunov stability implies
uniqueness of the zero solution, then the stable systems (10)
and (11) are topologically equivalent on Rn.

The next proposition shows that if the vector-field f
satisfies a Lipschitz condition on the unit sphere, then certain
equivalence can be established between homogeneous and
globally Lipschitz system.

Lemma 3: Let us consider the system

ẏ = ‖y‖f̃(y), (13)

where f̃ is defined by the formula (11), and let f̃ satisfy
Lipschitz condition of the unit sphere S. Then the system
(13) has a unique solution y(·, y0) : [0,+∞)→ Rn for each
y0 ∈ Rn and for any y0 6= 0 one has

z

(
t

∫
0

ds

‖y(s,y0)‖degFd
f , y0

)
= y(t, y0), t > 0

z (τ, y0)=y

(
τ

∫
0
‖z(s, y0)‖degFd

f ds, y0

)
, τ ∈ [0, τmax(y0)),

where z(·, y0) : [0, T (y0))→ Rn is a unique solution of (11)
with the initial condition z(0) = y0 and

T (y0) =
+∞
∫
0
‖y(s, y0)‖− degFd

fds.

Proof. Notice that by construction

sup
y∈Rn

‖f̃(y)‖ = K < +∞.

Since f̃ satisfies Lipschitz condition on the unit sphere S
then due to Lemma 1, the function y → ‖y‖1+degFd

f f̃(y)
is Lipschitz continuous on Rn\{0} and the function y →

2Homeomorphism is a continuous invertible mapping with a continuous
inverse.

‖y‖f̃(y) is Lipschitz continuous on Rn. This means that the
system (11) has unique solutions on Rn\{0} and the system
(13) has unique solutions y(t, y0) for all y0 ∈ Rn. Moreover,
0 < ‖y(t,y0)‖ < +∞ for all t > 0 provided that y0 6= 0.
Indeed, finite-time blow up is impossible because ‖f̃‖ ≤ K
but Lipschitz continuity at the origin does not allow finite-
time extinction.

Let us denote τ =
∫ t

0
‖y(s, y0)‖− degFd

(f)ds and show that
z(τ, y0) defined above with τ ∈ [0, τmax(y0)) is a unique
solution of the system (10) with the initial condition z(0) =
y0. Indeed,

‖z(τ, y0)‖f̃(z(τ, y0))= ‖y(t, y0)‖f̃(y(t, y0)) = dy(t,y0)
dt =

d
dtz

(∫ t

0

‖y(s, y0)‖− degFd
fds, y0

)
= dz(τ)

dτ
dτ
dt =

dz(τ)
dτ ‖y(t, y0)‖− degFd

f = dz(τ)
dτ ‖z(τ, y0)‖− degFd

f .

The second claimed identity can be proven similarly.
The latter lemma guarantees that if some stability result is

obtained for the system (13) then the similar result holds for
the system (10) with the only difference is a convergence
rate, e.g. the case degFd

f < 0 would correspond to a
finite-time convergence. Indeed, the negative homogeneity
is necessary and sufficient condition of finite-time stability
of an asymptotically stable homogeneous system (see e.g.
[16]). Below we use Lemma 3 in order to define an analog
of Lyapunov exponents for homogeneous systems.

Finally, let us recall the following result, which is utilized
in the later constructions.

Theorem 4 ([16]): The two claims are equivalent
1) The origin of the system (10) is asymptotically stable.
2) For any matrix P ∈ Rn×n satisfying (4) there exists a

map Ξ ∈ C∞(Rn\{0},Rn×n) such that det(Ξ(z)) 6=
0, ∂Ξ(z)

∂zi
z=0, Ξ(esz)=Ξ(z) for z = (z1, ..., zn)> ∈

Rn\{0}, s ∈ R, i = 1, ..., n

z>Ξ>(z)PΞ(z)f̃(z) < 0, (14)

where f̃ is given by (11).
Notice that the properties of the matrix-valued function Ξ
imply that V : Rn → [0,+∞) given by

V (z) = z>Ξ>(z)PΞ(z)z

is a Lyapunov function for the system (11).

III. METHOD OF LYAPUNOV EXPONENTS FOR
HOMOGENEOUS SYSTEMS

A. Lyapunov exponents

This approach was introduced by A.M. Lyapunov [1] and
developed/generalized in later in many works, e.g. [3], [4].

Definition 5 ([3], page 17): Let G be a set of functions
[0,+∞) → Rn. An upper (lower) Lyapunov exponent of a
function x ∈ G is a number χ(x) defined as follows

χ+(x) = lim sup
t→+∞

1

t
ln ‖x(t)‖, (15)



(resp. χ−(x) = lim inf
t→+∞

1

t
ln ‖x(t)‖). (16)

For functionals χ+ and χ− one holds (see [3])
• if ‖x(t)‖ ≤ ‖y(t)‖ for all t > 0 then χ±(x) ≤ χ±(y)
• χ±(αx) = χ±(x) for each x ∈ G and α ∈ R\{0};
• χ+(x+ y) ≤ max{χ+(x), χ+(y)} for any x, y ∈ G;
• χ+(xy) ≤ χ+(x) + χ+(y) for any x, y ∈ G;
• χ±(0) = −∞ (normalization property).
• ε>0, ∃C(ε)>0 : ‖g(t)‖≤C(ε)e(χ+(g)+ε)t for t≥0;
• ∀ε > 0 one has ‖g(t)‖e−(χ+(g)+ε)t → 0 as t→ +∞.

For example, if there exist K > 0 such that the vector field
f : R× Rn → Rn satisfies the inequality

‖f(t, x)‖ ≤ K‖x‖ for all x ∈ Rn (17)

for some K > 0 and the system

ẋ = f(t, x)

has a solution x(·, x0) : [0,+∞)→ Rn with any x0 ∈ Rn :
x(0) = x0 defined on whole (0,+∞), then |χ+(x(·, x0))| ≤
K̄. If supx(·,x0) χ

+(x(·, x0)) < 0 then the origin of the
system is globally exponentially attractive.

B. Lyapunov exponents of linear systems

Notice that for any linear system

ẋ = A(t)x

with A(t) ∈ Rn×n, attractivity implies stability, i.e nega-
tiveness of Lyapunov exponents of the linear time-varying
system implies its exponential stability. For linear systems

ẋ = A(t)x, t > 0 (18)

a number of disjoint Lyapunov exponents is finite [3], [4]:

{−∞} ≤ χ+
1 < χ+

2 < ... < χ+
s , s ≤ n.

and the numbers χ+
i can be calculated or, at least, estimated

directly from A(t). For each 1 ≤ i ≤ s, define

Ei = {x0 ∈ Rn : χ(x(·, x0)) ≤ χ+
i }

Put E0 = {0}. It can be easily shown (see e.g. [4], page 9)
that Ei is a linear subspace of Rn, and

{0} = E0 ⊂ E1 ⊂ ... ⊂ Es = Rn, Ei 6= Ej if i 6= j.

A collection E = {Ei, i = 0, ..., s} satisfying the latter
property is called a filtration of Rn [4].

Definition 6: The values χ+
i with the multiplicities

dim(Ei)−dim(Ei−1) define a spectrum σ(A) of the system
(18) (see [4] for more details).

Stability of Lyapunov exponents a linear system with
respect to perturbation of its parameters is introduced by
the following definition.

Definition 7: [25, page 136] The characteristic exponents
ξ+
i (A) of A are said to be structurally stable if for any ε > 0

the exists δ > 0 such that supt>0 ‖Q(t)‖ < δ implies

|ξ+
i (A)− ξ+

i (A+Q)| ≤ ε, i = 1, 2, ..., s ≤ n.

C. Lyapunov exponents of homogeneous systems

In many cases homogeneous systems behave similarly to
linear (or, at least, Lipschitz) ones. We may expect that
Lyapunov exponents of homogeneous system have some
similar properties. The examples given below show that this
is not true in the general case and some specific constructions
are required in order to use the conventional methodology of
Lyapunov exponents in the context of homogeneous systems.

Let x(·, x0) be a solution of the system (10). Formally we
can define the Lyapunov exponent for x(·, x0) by a formula
(15). However, we cannot guarantee that the corresponding
number is finite, well-defined and provides some information
about convergence/stability of the system. For example, the
standard homogeneous Cauchy problem

ẋ = −x3, t > 0, x(0) = x0 6= 0, x ∈ R (19)

has the unique solution solution

x(t, x0) = sign(x0)√
2(t+x−2

0 /2)
.

Obviously, the origin of the system is globally asymptotically
stable but χ+(x(·, x0)) = χ−(x(·, x0)) = 0. This happens
because Lyapunov exponents ”sense” only exponential con-
vergence, while the convergence rate of this system is sub-
exponential close to the origin and hyper exponential close
to ∞. Similarly the unstable system

ẋ = x
1
3 , t > 0, x(0) = x0 6= 0, x ∈ R,

has the solution

x(t, x0) =
(

2
3 t+ |x0|

) 3
2 sign(x0)

and, again, χ+(x(·, x0)) = χ−(x(·, x0)) = 0. Therefore,
the Lyapunov exponent given by (15) is well defined and
informative only if degFd

f = 0 (the case of exponential
convergence/divergence). Some constructions are required
in order to expand the method of Lyapunov exponents to
homogeneous systems with degFd

f 6= 0.
According to Theorem 3, the system (10) is equivalent to

the system (11). Topological equivalence of systems implies
a certain equivalence of Lyapunov exponents [3, Chapter
10]. Moreover, Lemma 3 establishes some relation between
solutions of the systems (13) and (11). Since f̃(λz) = f̃(z)
for any λ > 0 and any z ∈ Rn\{0} then

‖f̃(z)‖ ≤ K = sup
‖z‖=1

f̃(z)

and the inequality (17) holds for the system (13). Therefore,
Lyapunov exponents for solutions of the system (13) are
finite and belongs to the interval [−K,K].

The key idea is to define Lyapunov exponents for the
equivalent system (13).

For example, the system (19) is d-homogeneous of degree
1 with d(s) = es, s ∈ R. The equivalent system (13) has the
form

ẏ = −y, t > 0, y ∈ R

and its Lyapunov exponents are χ+(y(·, y0)) =
χ−(y(·, y0)) = −1 also characterize stability of the



original (equivalent) system (19). This truck can also be
utilized for multidimensional systems.

Theorem 5: Let f ∈ Fd be a continuously differentiable
on the unit sphere S = {x ∈ Rn : ‖x‖ = 1}, ‖x‖ =√
x>Px, where P satisfies (4). The origin of the system (10)

is globally uniformly asymptotically stable if and only if

sup
y0∈S

χ+(y(·, y0)) < 0,

where y(·, y0) denote a solution of the system (13) with
y(0) = y0.
Proof. Sufficiency. The system (13) is d-homogeneous of
degree zero with the dilation d(s) = esIn, s ∈ R. Theorem
2 implies that

χ+(y(·, esy0)) = χ+(y(·, y0)), ∀s ∈ R.

Therefore, the condition χ+(y(·, y0)) < 0 for any y0 ∈ S
implies χ+(y(·, y0)) < 0 for any y0 ∈ Rn, i.e. each trajec-
tory of the system (13) converge to the origin exponentially.
Theorem 3, Lemma 3 implies that the trajectories of the
equivalent system (10) converge to the origin asymptotically.
Finally, taking into account that asymptotic attractivity im-
plies stability for homogeneous systems [8] we finish the
proof.

Necessity. Equivalence between systems (13) and (10) is
established above. We just need to demonstrate that asymp-
totic stability of (13) implies χ+(y(·, y0)) < 0,∀y0 ∈ S. For
this purpose let us consider the Lyapunov function given by

V (y) = y>Ξ>(y)PΞ(y)y,

where Ξ and P are defined in Theorem 4. Obviously, that

c1‖y‖2 ≤ V (y) ≤ c2‖y‖2, y ∈ Rn

where

c1 = inf
y∈S

λmin

(
Ξ>(y)PΞ(y)

)
> 0,

c2 = sup
y∈S

λmax

(
Ξ>(y)PΞ(y)

)
< +∞,

where λmin(·) and λmax(·) denote minimal and maximal
eigenvalues of a symmetric matrix. According to Theorem 4
for the system (13) we derive

V̇ (y) = ‖y‖y>Ξ>(y)PΞ(y)f̃(y) < 0.

Since Ξ and f̃ are continuous on S and Ξ(esy) = Ξ(y),
f̃(esy) = f̃(y), s ∈ R, y ∈ Rn\{0} then

c3 = inf
y∈Rn

− y>

‖y‖Ξ
>(y)PΞ(y)f̃(y) > 0

and
V̇ (y) ≤ −c3‖y‖2 ≤ − c3c2V (y).

Hence,

‖y(t, y0)‖2 ≤ V (y(t,y0))
c1

≤ e
− c3
c2
t
V (y0)
c1

≤ e−
c3
c2
t c2‖y0‖2

c1
.

The latter means that supy0∈S χ
+(y(·, y0)) ≤ − c3

2c2
.

The proven result implies the following conclusion. To-
gether with homogeneity degree the Lyapunov exponents

of the system (13) completely characterize the asymptotic
stability/instability and convergence rages of the original
homogeneous system (10).

The key question now : is it possible to calculate these
Lyapunov exponents using solutions of the original system?
The next proposition positively answers this question.

Proposition 2: Let f ∈ Fd be continuously differentiable
on the unit sphere S = {x ∈ Rn : ‖x‖ = 1}, ‖x‖ =√
x>Px, where P satisfies (4). Let x(·, x0) and y(·, y0) be

solutions of the systems (10) and (13) with initial conditions
x(0) = x0 6= 0, y(0) = y0 := Φ(x0), respectively. Then

ξ+(y(·, y0)) = lim sup
τ→T (x0)

ln ‖x(τ, x0)‖d∫ τ
0
‖x(δ, x0)‖

degFd
d dδ

,

where T (x0) = +∞ if 0< ‖x(τ, x0)‖d <+∞ for τ > 0 or
T (x0) < +∞ is the first instant of time such that

lim
τ→T (x0)

‖x(τ, x0)‖d =0 or lim
τ→T (x0)

‖x(τ, x0)‖d =+∞}.
The proof immediately follows from Lemma 3, the identity
‖x(τ, x0)‖d = ‖z(τ,Φ(x0)‖ and the definition of the Lya-
punov exponent, where Φ is, as before, given by (12).

D. ”Linearization” of homogeneous systems around a tra-
jectory

In some cases it is important to investigate a stability of a
concrete (e.g. periodic) solution x∗(t) of a nonlinear system
(10). The usual approach in this case is a linearizion of the
system around the corresponding trajectory (see introduction)
combined with an analysis of negativeness of Lyapunov
exponents for A in (2). In the previous section we have
discovered that this conventional approach could be too
conservative.

Theorem 6: Let f ∈ Fd be twice continuously differ-
entiable on the unit sphere S = {x ∈ Rn : ‖x‖ = 1},
‖x‖ =

√
x>Px, where P satisfies (4). Let a matrix-valued

function A : Rn → Rn×n be defined as follows

Ã(y)=
(degFd

f+1)f̃(y)y>P

‖y‖ +f̃ ′
(

y
‖y‖

)
, y ∈ Rn, (20)

where f̃ is given by (11).
Let x(·, x∗) and x(·, x0) be solutions of (10) with x∗ 6= 0,

x0 6= 0 and y(·, y∗) and y(·, y0) be solutions of the system
(13) with y∗ = Φ(x∗) and y0 = Φ(x0). Then the difference

e(t) = y(t, y0)− y(t, x∗) =

Φ

(
x

(
t

∫
0

ds

‖y(s,y0)‖degFdf
, x0

))
− Φ

(
x

(
t

∫
0

ds

‖y(s,y∗)‖degFdf
, x∗
))
,

x0 ∈ Rn satisfies the equation

ė = Ã(y(t, y∗))e+ g(y(t, y∗), e), (21)

where g = (g1, .., gn)> is given by

gi(y(t, y∗), e)=e>
(

1

∫
0

1

∫
0
sF ′′i (y(t, y∗)+τse) ds dτ

)
e,

and Fi(y)=‖y‖f̃i(y) with i=1,..., n, provided that

0 /∈ co{y(t, y∗)), y(t, y0)}, ∀t > 0. (22)



Proof. Since f is twice continuously differentiable on S
then F is twice continuously differentiable on Rn\{0} and
continuous on Rn. According to Lemma 3 the functions
y(·, y∗) and y(·, y0) satisfy

ẏ = F (y).

Moreover, it is easy to see that Ã(y) = F ′(y). Hence, the
error e satisfy (21) provided that y(t, y∗)+τse(t) 6= 0 for all
t > 0 and all s, τ ∈ [0, 1]. The origin is excluded because it
is the only possible discontinuity point of F ′′.

If the maximum characteristic exponent from the spectrum
(see Definition 6) of Ã(y(t, y∗)) is negative then under some
additional restrictions [4] a local exponential stability of the
solution y(·, x∗) can be proven. Indeed, the matrix-valued
function Ã is globally bounded, so the Lyapunov exponents
of the system (21) with g = 0 are finite and g = O(‖e‖2)
for all e from a sufficiently small neighborhood of 0.

Corollary 1: Let all conditions of Theorem 6 hold and

χmax := max
χ∈σ(Ã(y(s,y∗))),

χ < 0,

where σ denotes the spectrum of a time-varying matrix (see
Definition 6). If Lyapunov exponents of Ã (y(s, y∗))) are
structurally stable and

sup
t≥0

1

∫
0

1

∫
0

s‖e(t)‖ ds τ
‖y(t, y∗)+τse(t)‖

= C < +∞ (23)

then e(t) converge to zero exponentially provided that the
number

F ′′max = max
i∈{1,2,...,n}

sup
y∈S

F ′′i (y)

is sufficiently small.
Proof. Since F ′(esy) = F ′(y) for all s ∈ R and all
y ∈ Rn\{0} then from Lemma 2 we derive F ′′i (y) =

F ′′i

(
‖y‖
‖y‖y

)
= 1
‖y‖F

′′
i

(
y
‖y‖

)
and

e>F ′′i (y(t, y∗)+τse) e =
e>F ′′i

(
y(t,y∗)+τse
‖y(t,y∗)+τse‖

)
e

‖y(t,y∗)+τse‖ .

Since F ′′i is continuous on S then there exists is a class K
function σ such

|gi(y(t, y∗), e(t))| ≤ σ(F ′′max)C‖e(t)‖, ∀t > 0,

provided that (23) is fulfilled. This means that ‖g‖∞ admits
the linear estimate ‖g(y(t, y∗), e(t))‖∞ ≤ σ(F ′′max)C‖e(t)‖,
and from χmax < 0 and structural stability of Lyapunov
exponents we conclude that e(t) → 0 as t → ∞ for
sufficiently small F ′′max.

IV. CONCLUSIONS

In this paper we propose a possible approach for appli-
cation of the well-known method of Lyapunov exponents
to a generalized homogeneous systems. The key difficulty
is that transitions of homogeneous systems may be sub- or
super exponential while the analysis by means of Lyapunov
exponents ”sense” only an exponential growth.

The method of Lyapunov exponents is utilized, in partic-
ular, for the design of observers for nonlinear systems [2].

The interesting direction of future research is application of
the developed technique for observers/controllers design for
some classes of nonlinear homogeneous systems.
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