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Abstract. We introduce setoid type theory, an intensional type the-
ory with a proof-irrelevant universe of propositions and an equality type
satisfying function extensionality, propositional extensionality and a def-
initional computation rule for transport. We justify the rules of setoid
type theory by a syntactic translation into a pure type theory with a
universe of propositions. We conjecture that our syntax is complete with
regards to this translation.
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1 Introduction

Extensional type theory (ETT [23]) is a convenient setting for formalising math-
ematics: equality reflection allows replacing provably equal objects with each
other without the need for any clutter. On paper this works well, however com-
puter checking ETT preterms is hard because they don’t contain enough in-
formation to reconstruct their derivation. From Hofmann [16] and later work
[26,32] we know that any ETT derivation can be rewritten in intensional type
theory (ITT) extended with two axioms: function extensionality and uniqueness
of identity proofs (UIP). ITT preterms contain enough information to allow com-
puter checking, but the extra axioms4 introduce an inconvenience: they prevent
certain computations. The axioms act like new neutral terms which even appear
in the empty context: a boolean in the empty context is now either true or false
or a neutral term coming from the axiom. This is a practical problem: for com-
puter formalisation one main advantage of type theory over to set theory is that

? This work was supported by the European Union, co-financed by the European Social
Fund (EFOP-3.6.3-VEKOP-16-2017-00002), by COST Action EUTypes CA15123,
by ERC Starting Grant CoqHoTT 637339, EPSRC grant EP/M016994/1 and by
USAF, Airforce office for scientific research, award FA9550-16-1-0029 and by the
National Research, Development and Innovation Office – NKFIH project 127740.

4 The problem is only with the axiom of function extensionality as adding UIP using
Streicher’s axiom K [29] doesn’t pose a challenge to normalisation.
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certain equalities are trivially true by computation, and the additional axioms
limit this computational power.

In general, the usage of an axiom is justified by a model [18] in which the
axiom holds. For example, the cubical set model [8] justifies the univalence ax-
iom, the reflexive graph model [6] justifies parametricity, the groupoid model
[19] justifies the negation of UIP, the setoid model [17,1] justifies function ex-
tensionality. A model can help designing a new type theory in which the axiom
holds and which has full computational power, i.e. normalisation. Examples are
cubical type theory [12] inspired by the cubical set model [8] and observational
type theory [4] inspired by the setoid model [1].

In this paper we revisit the problem of designing a type theory based on
the setoid model. We derive setoid type theory from the setoid model using an
intermediate syntactic translation.

Most models interpret syntactic objects by metatheoretic structures, usually
the ones they are named after. In the cubical model, a context (or a closed
type) is a cubical set, in the groupoid model a context is a groupoid, and so on.
Syntactic models [10] are special kinds of models: they interpret syntax by the
syntax of another (or the same) theory. We call the interpretation function into
such a model a syntactic translation. Equal (convertible) terms are equal objects
in a model, which means that convertible terms are translated to convertible
terms in the case of a syntactic model. This restricts the number of models that
can be turned into syntactic models. A sufficient (but not necessary) criterion
to turn a model into a syntactic model is the strictness of the model which
means that all the equality proofs in the model are given by reflexivity (i.e.
they are definitional equalities of the metatheory). Giving the metatheory an
explicit syntax and renaming it target theory, a strict model can be turned into
a syntactic translation from the source theory to the target theory. We will give
examples of this process later on.

The setoid model given by Altenkirch [1] is a strict model, hence it can be
phrased as a syntactic translation. A closed type in the setoid model is a set
together with an equivalence relation. There are several ways to turn this model
into a syntactic model, but in one of these a closed type is given by (1) a type,
(2) a binary relation on terms of that type and (3) terms expressing that the
relation (2) is reflexive, symmetric and transitive. We will define the syntax for
setoid type theory by reifying parts of this model: we add the definitions of the
relation (2) and its properties (3) as new term formers to type theory. The new
equality type (identity type) will be the relation (2). The equalities describing
the translation will be turned into new definitional equality rules of the syntax.
Thus the new equality type will satisfy function extensionality and propositional
extensionality by definition.

We also extend the setoid translation with a new rule making the elimination
principle of equality compute definitionally.

In this paper we do not aim to give a precise definition of the notion of
syntactic model or the relationship between different kinds of models. Our main
goal is to obtain a convenient syntax for setoid type theory.
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Structure of the paper. After summarising related work, in Section 2 we introduce
MLTTProp, Martin-Löf type theory extended with a definitionally proof irrelevant
universe of propositions [14]. In Section 3, we illustrate how to turn models into
syntactic translations by the examples of the standard (set) model and the graph
model. One of the syntactic translation variants of the graph model turns out to
be Bernardy et al’s parametricity translation [7]. The model corresponding to
this translation is not strict, showing that strictness is not a necessary condition
for a model to have a syntactic variant. In Section 4 we define the setoid model as
a syntactic translation. We also show that this translation can be extended with
a new component saying that transport (the eliminator of equality) computes
definitionally. In Section 5, we reflect the setoid translation into the syntax of
MLTTProp obtaining a new definition of a heterogeneous equality type. We also
show that the translation of Section 4 extends to this new equality type and
we compare it to the old-style inductive definition of equality. We conclude in
Section 6.

Contributions. Our main contribution is the new heterogeneous equality type
which, as opposed to John Major equality [4], is not limited to proof-irrelevant
equality and is much simpler than cubical equality types [12,28]. As opposed to
[4,28] we do not need to go through extensional type theory to justify our syntax
but we do this by a direct translation into a pure intensional type theory. In
addition to function extensionality, our setoid type theory supports propositional
extensionality and a definitional computation rule for transport, which is also a
new addition to the setoid model. The results were formalised in Agda.

Formalisation. The model variant (|– |0 variant in Section 3) of the setoid trans-
lation has been formalised [21] in Agda using the built-in definitionally proof
irrelevant Prop universe of Agda. The formalisation includes the definitional com-
putation rule for transport and does not use any axioms. In addition to what is
described in this paper, we show that this model supports quotient types and
universes of sets where equality is given by equality of codes.

1.1 Related work

A general description of syntactic translations for type theory is given in [10].
In contrast with this work, our translations are defined on intrinsic (well-typed)
terms. A translation inspired by [7] for deriving computation rules from univa-
lence is given in [30]. This work does not define a new type theory but recovers
some computational power lost by adding the univalence axiom. A syntactic
translation for the presheaf model is given in [20].

The setoid model was first described by [17] in order to add extensionality
principles to type theory such as function extensionality and equality of logically
equivalent propositions. A strict variant of the setoid model was given by [1] using
a definitionally proof-irrelevant universe of propositions. Recently, support for
such a universe was added to Agda and Coq [14] allowing a full formalisation
of Altenkirch’s setoid model. Observational type theory (OTT) [4] is a syntax
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for the setoid model differing from our setoid type theory by using a different
notion of heterogeneous equality type, McBride’s John Major equality [25]. We
show the consistency of our theory using the setoid translation, while OTT is
translated to extensional type theory for this purpose [4]. XTT [28] is a cubical
variant of observational type theory where the equality type is defined using an
interval pretype. Supporting this pretype needs much more infrastructure than
our new rules for setoid type theory.

A very powerful extensionality principle is Voevodsky’s univalence axiom [27].
The cubical set model of type theory [8] is a constructive model justifying this
axiom. A type theory extracted from this model is cubical type theory [12]. The
relationship between the cubical set model and cubical type theory is similar to
the relationship between the setoid model and setoid type theory.

Previously we attempted to use a heterogeneous equality type similar to the
one coming from the setoid translation to define a cubical type theory [3]. This
work however is unfinished: the combinatorial complexity arising from equalities
between equalities so far prevents us from writing down all the computation
rules for that theory. In the setoid case, this blow up is avoided by forcing the
equality to be a proposition.

Compared to cubical type theories [12,28], our setoid type theory has the
advantage that the equality type satisfies more definitional equalities: while in
cubical type theory equality of pairs is isomorphic5 to the pointwise equalities of
the first and second components, in our case the isomorphism is replaced by a
definitional equality. The situation is similar for other type formers. These addi-
tional definitional equalities are the main motivation for Herbelin’s proposal for
a cubical type theory [15]. As setoid type theory supports UIP (Streicher’s axiom
K, [29]), it is incompatible with full univalence. The universe of propositions in
setoid type theory satisfies propositional extensionality, which is the version of
univalence for mere propositions. However, this is not a subobject classifier in
the sense of Topos Theory since it doesn’t classify propositions in the sense of
HoTT (it seems to be a quasi topos though).

Setoid type theory is not homotopy type theory restricted to homotopy level
0 (the level of sets, or h-sets). This is because the universe of propositions we
have is static: we don’t have that for any type, if any two elements of it are
equal, then it is a proposition. The situation is similar for the groupoid model
[19] which features a static universe of sets (h-sets).

2 MLTTProp

MLTTProp is an intensional Martin-Löf type theory with Π, Σ, Bool types and
a static universe of strict propositions. We present MLTTProp using an algebraic
(intrinsic) syntax [2], that is, there are only well-typed terms so preterms or
typing relations are never mentioned. Conversion (definitional equality) rules are

5 This is a definitional isomorphism: A and B are definitionally isomorphic, if there
is an f : A → B, a g : B → A and λx.f (g x) = λx.x and vice versa where = is
definitional equality.
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given by equality constructors (using the metatheoretic equality =), so the whole
syntax is quotiented by conversion. As a consequence, all of the constructions in
this paper have to preserve typing and definitional equality. In this section we
explain the syntax for this type theory listing the most important rules. The full
signature of the algebraic theory MLTTProp is given in Appendix A.

There are four sorts: contexts, types, substitutions and terms. Contexts and
types are stratified into separate (predicative, cumulative) levels, as indicated
by the indices i, j. In the Agda formalisation we use explicit lifting operations
instead of cumulativity.

Coni : Set

Γ : Coni
Tyj Γ : Set

Γ : Coni ∆ : Conj

SubΓ ∆ : Set

Γ : Coni A : Tyj Γ

TmΓ A : Set

We use the following naming conventions for metavariables: universe levels i, j;
contexts Γ,∆,Θ,Ω; typesA,B,C; terms t, u, v, w, a, b, c, e; substitutions δ, ν, τ, ρ.
Constructors of the syntax are written in red to help distinguish from defini-
tions. Most constructors have implicit arguments, e.g. type substitution below
–[–] takes the two contexts Γ and ∆ as implicit arguments.

The syntax for the substitution calculus is the following. It can also be seen
as an unfolding of category with families (CwF, [13]) with the difference that we
write variable names and implicit weakenings instead of De Bruijn indices.

· : Con0

Γ : Coni A : Tyj Γ

(Γ , x :A) : Conitj

A : Tyi∆ δ : SubΓ ∆

A[δ] : Tyi Γ

Γ : Coni
idΓ : SubΓ Γ

δ : SubΘ∆ ν : SubΓ Θ
δ ◦ ν : SubΓ ∆

Γ : Coni
εΓ : SubΓ ·

δ : SubΓ ∆ t : TmΓ (A[δ])

(δ , x 7→ t) : SubΓ (∆ ,x :A)

δ : SubΓ (∆ ,x :A)

δ : SubΓ ∆

δ : SubΓ (∆ ,x :A)

x[δ] : TmΓ (A[δ])

t : Tm∆A δ : SubΓ ∆
t[δ] : TmΓ (A[δ])

[Id] : A[id] = A [◦] : A[δ ◦ ν] = A[δ][ν]

id◦ : id ◦ δ = δ ◦id : δ ◦ id = δ ◦◦ : (δ ◦ ν) ◦ τ = δ ◦ (ν ◦ τ)

·η : (δ : SubΓ ·) = ε , β0 : (δ , x 7→ t) = δ , β1 : x[(δ , x 7→ t)] = t

, η : (δ , x 7→x[δ]) = δ , ◦ : (δ , x 7→ t) ◦ ν = (δ ◦ ν , x 7→ t[ν])

There are two ways of forming a context: the empty context and context exten-
sion (or comprehension; here i t j denotes the maximum of i and j). In context
extension, the : after the variable x is just notation, it differs from the metathe-
oretic colon. A substitution SubΓ ∆ can be thought of as a list of terms, one
for each type in ∆, all given in context Γ . Such a substitution δ acts on a type
A : Tyi∆ by A[δ] : Tyi Γ . Note that –[–] is a constructor, not an operation, that
is, we are defining an explicit substitution calculus. There are five ways to form
substitutions: identity id, composition –◦–, the empty substitution ε, extending
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a substitution with a term and forgetting the last term in the substitution (this
is an implicit constructor). Terms can be formed using a variable (projecting out
the last component from a substitution) and by action of a substitution.

We use variable names for readability, however these should be understood
formally as the well-typed De Bruijn indices of CwFs, hence we consider α-
equivalent terms equal. In the formalisation we use De Bruijn indices. We denote
variables by x, y, z, f , γ, α.

The equalities of the substitution calculus can be summarised as follows:
type substitution is functorial, contexts and substitutions form a category with
a terminal object · and substitutions SubΓ (∆ ,x :A) are in a natural one-to-one
correspondence with substitutions δ : SubΓ ∆ and terms TmΓ (A[δ]). Ordinary
variables can be recovered by x := x[id]. Weakenings are implicit.

In equation ·η, a type annotation is added on δ to show that this equation is
only valid for δs with codomain ·. Implicit weakenings are present in equations
, β0 and , η. Note that equation , ◦ is only well-typed because of a previous
equation: t[ν] has type A[δ][ν], but it needs type A[δ ◦ ν] to be used in an
extended substitution. In our informal notation, we use extensional type theory
[23] as metatheory, hence we do not write such transports explicitly.6 However all
of our constructions can be translated to an intensional metatheory with function
extensionality and uniqueness of identity proofs (UIP) following [16,26,32].

We sometimes omit the arguments written in subscript as e.g. we write id
instead of idΓ . We write t[x 7→u] for t[(id , x 7→u)].

Dependent function space is given by the following syntax.

A : Tyi Γ B : Tyj (Γ , x :A)

Π(x :A).B : Tyitj Γ

t : Tm (Γ , x :A)B

λx.t : TmΓ (Π(x :A).B)

t : TmΓ (Π(x :A).B)

t@x : Tm (Γ , x :A)B
Πβ : (λx.t) @x = t Πη : λx.t@x = t

Π[] : (Π(x :A).B)[ν] = Π(x :A[ν]).B[ν] λ[] : (λx.t)[ν] = λx.t[ν]

We write A⇒B for Π(x :A).B when x does not appear in B. The usual appli-
cation can be recovered from the categorical application @ using a substitution
and we use the same @ notation: t@u := (t@x)[x 7→u]. Π[] and λ[] are the sub-
stitution laws for Π and λ, respectively. A substitution law for @ can be derived
using λ[], Πβ and Πη.

The syntax of dependent pairs and booleans follows the same principles and
is given in Appendix A for the completeness of the presentation.

We have a hierarchy of universes of strict propositions. Any two elements of
a proposition are definitionally equal: this is expressed by the rule irra (recall

6 Note that this does not mean that when defining our setoid model we rely on ex-
tensionality of the metatheory: our models will be given as syntactic translations as
described in Section 3.
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that = is the equality of the metatheory).

Propi : Tyi+1 Γ

a : TmΓ Propi
a : Tyi Γ

u : TmΓ a v : TmΓ a

irra : u = v

This universe is closed under dependent function space, dependent sum, unit and
empty types. Decoding an element of Prop is written using underline instead of
the usual El. We use a, b, c as metavariables of type Prop and lowercase π and
σ for the proposition constructors. The domain of the function space needs not
be a proposition however needs to have the same universe level. For π and σ the
constructors and destructors are overloaded. We also write⇒ and × for the non-
dependent versions of π and σ. The syntax is given below (for the substitution
laws see Appendix A).

A : Tyi Γ b : Tm (Γ , x :A) Propj

π(x :A).b : TmΓ Propitj

t : Tm (Γ , x :A) b

λx.t : TmΓ π(x :A).b

t : TmΓ π(x :A).b

t@x : Tm (Γ , x :A) b

a : TmΓ Propi b : Tm (Γ , x : a) Propj

σ(x : a).b : TmΓ Propitj

u : TmΓ a v : TmΓ b[x 7→u]

(u , v) : TmΓ σ(x : a).b

t : TmΓ σ(x : a).b

pr0 t : TmΓ a

t : TmΓ σ(x : a).b

pr1 t : TmΓ a[x 7→ pr0 t]

> : TmΓ Prop0 tt : TmΓ > ⊥ : TmΓ Prop0

C : Tyi Γ t : TmΓ ⊥
exfalso t : TmΓ C

Note that we do not need to state definitional equalities of proofs of propositions
such as β for function space, as they are true by irr. Definitional proof-irrelevance
also has the consequence that for any two pairs (t , u) and (t′ , u′) which both
have type Σ(x :A).b, whenever t = t′ we have (t , u) = (t′ , u′). We will use this
fact later.

3 From model to translation

In this section, as a warm-up for the setoid translation, we illustrate the dif-
ferences between models and syntactic translations by defining three different
syntactic translation variants of the standard model (Subsection 3.1) and then
showing what the corresponding translations for the graph model are (Subsec-
tion 3.2). One of these will be the parametricity translation of Bernardy et al
[7].

A model of MLTTProp is an algebra of the signature given in Section 2 and
fully in Appendix A. In categorical terms, a model is a CwF with extra structure
but informally expressed with named variables. The syntax is the initial model
which means that for every model M there is an unique interpretation function
from the syntax to M (usually called the recursor or eliminator). Below we define
models by their interpretation functions: we first provide the specification of the
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functions (what contexts, types, substitutions and terms are mapped to), then
provide the implementation of the functions by listing how they act on each
constructor of the syntax. This includes the equality constructors (conversion
rules) that the interpretation needs to preserve. For a formal definition of how
to derive the notion of model, interpretation function and related notions from
a signature, see [22].

As opposed to the notion of model, the notion syntactic model (or its inter-
pretation function, syntactic translation) is informal. Contexts in a model are
usually given by some metatheoretic structure (e.g. sets, graphs, cubical sets,
setoids, etc.) and similarly for types, substitutions and terms. In a syntactic
model, contexts are given by syntax of another type theory called the target
theory (this syntax could be contexts of the target theory, terms of the target
theory, or a combination of both and also some equalities, etc.). We will illus-
trate the possibilities with several examples below. It is usually harder to define
syntactic models than models, because of the equalities (conversion rules) the
model has to satisfy. In a model these equalities are propositional equalities of
the metatheory, while in a syntactic model equalities are definitional equalities
(conversion rules) of the target theory. A basic example to illustrate this differ-
ence is given by extensional type theory (ETT). ETT has a model in an inten-
sional metatheory with function extensionality (the standard interpretation |– |0
below works: equality reflection is mapped to function extensionality). However
there is no syntactic translation from extensional type theory to intensional type
theory with function extensionality (the [16,26,32] translations do not preserve
definitional equalities).

In the following, |– |0 is a model and |– |1, |– |2 and |– |3 are variants which
are syntactic translations.

3.1 Standard model

The standard interpretation |– |0 (aka set interpretation, or metacircular inter-
pretation) is specified as follows.

Γ : Coni
|Γ |0 : Seti

A : Tyj Γ

|A|0 : |Γ |0 → Setj

δ : SubΓ ∆
|δ|0 : |Γ |0 → |∆|0

t : TmΓ A
|t|0 : (γ : |Γ |0)→ |A|0 γ

Contexts are mapped to metatheoretic types, types to families of types over the
interpretation of the context, substitutions become functions and terms depen-
dent functions. We illustrate the implementation by listing some components for
contexts and function space.

|·|0 := >
|Γ , x :A|0 := (γ : |Γ |0)× |A|0 γ
|Π(x :A).B|0 γ := (α : |A|0 γ)→ |B|0 (γ, α)

|λx.t|0 γ α := |t|0 (γ, α)

|t@x|0 (γ, α) := |t|0 γ α
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|Πβ|0 : |(λx.t) @x|0 (γ, α) = |λx.t|0 γ α = |t|0 (γ, α)

The empty context is interpreted by the unit type (note that it is written in
black, this is just the metatheoretic unit). Extended contexts are interpreted by
metatheoretic Σ types, Π types are interpreted by function space, λ becomes
metatheoretic abstraction, @ becomes function application, Πβ and Πη hold by
definition.

The standard interpretation |– |1. If we make the metatheory explicit, the pre-
vious set interpretation can be seen as a syntactic translation from MLTTProp

to MLTTProp extended with a hierarchy of Coquand universes. The latter is no
longer called metatheory because the metatheory is now the one in which we
talk about both the source and the target theory.

The syntax for Coquand universes7 is the following.

Ui : Tyi+1 Γ

A : Tyi Γ

cA : TmΓ Ui

a : TmΓ Ui
El a : Tyi Γ

El (cA) = A c (El a) = a

The specification of this interpretation is as follows (we don’t distinguish the
source and the target theory in our notation).

Γ : Coni
|Γ |1 : Tm ·Ui

A : Tyj Γ

|A|1 : Tm · (El |Γ |1⇒ Uj)

δ : SubΓ ∆
|δ|1 : Tm · (El |Γ |1⇒ El |∆|1)

t : TmΓ A
|t|1 : Tm · (Π(γ : El |Γ |1).El (|A|1 @ γ))

A context becomes a term of type U in the empty target context. A type be-
comes a term of a function type with codomain U. Note the difference between
the arrows → and ⇒. A substitution becomes a term of function type and a
term becomes a term of a dependent function type where we use target theory
application @ in the codomain.

The difference between |– |0 and |– |1 is that the latter uses an explicit syntax,
otherwise the constructions are the same. They both interpret contexts, types,
substitutions and terms all as terms. Type dependency is modelled by Π types
and comprehension is modelled by Σ types. The interpretation of Πβ illustrates
this nicely: apart from the target theory Πβ, Πη is needed for dealing with type
dependency and Ση for a comprehension law.

|·|1 := c>
|Γ , x :A|1 := c

(
Σ(γ : El |Γ |1).El (|A|1 @ γ)

)
|Π(x :A).B|1 := λγ.c

(
Π(α : El (|A|1 @ γ)).El (|B|1 @ (γ , α))

)
|λx.t|1 := λγ.λα.|t|1 @ (γ , α)

|t@x|1 := λγ.|t|1 @ pr0 γ @ pr1 γ

7 We learnt this representation of Russell universes from Thierry Coquand.
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|Πβ|1 : |(λx.t) @x|1 = λγ.|λx.t|1 @ pr0 γ @ pr1 γ =

λγ.(λγ.λα.|t|1 @ (γ , α)) @ pr0 γ @ pr1 γ
Πβ
=

λγ.|t|1 @ (pr0 γ , pr1 γ)
Ση
= λγ.|t|1 @ γ

Πη
= |t|1

|– |1 can be seen as |– |0 composed with a quoting operation returning the syntax
of a metatheoretic term (see [31,5]).

Strict vs non-strict models. It is easy to implement the |– |0 interpretation in
Agda as it supports all the constructors and equalities of MLTTProp, it has Π and
Σ types with definitional η laws, and has the required hierarchy of universes.
Because all the equalities hold as definitional equalities in Agda, the proofs of
these equalities are just reflexivity. We call such a model a strict model. A strict
model can be always turned into a syntactic translation (to the metatheory as
target theory) the same way as we turned |– |0 into |– |1. A non-strict model is
one where some of the interpretations of equalities need a proof, that is, they
cannot be given by reflexivity.

Note that the notion of strict model is relative to the metatheory. The same
model can be strict in one metatheory and not in another one. For example, all
models are strict in a metatheory with extensional equality. The standard model
|– |0 is strict in Agda, however if we turn off definitional η for Σ types using the
pragma --no-eta8, it becomes non-strict as the definitional η law is needed to
interpret the syntactic equality (δ , x 7→x[δ]) = δ. The model can be still defined
because a propositional η law can be proven (the equalities of the model are
given by propositional equalities of the metatheory). However this model cannot
be turned into a syntactic translation into a target theory with no definitional
η for Σ types.

There are models which are not strict, but can be still turned into a syn-
tactic translation. An example is the 0a variant of the graph model defined in
Subsection 3.2.

We can define two more variants of the standard model by changing what
models type dependency and comprehension. |– |2 models type dependency of
the source theory with type dependency in the target theory, but still models
comprehension using Σ types. |– |3 models type dependency by type dependency
and comprehension by comprehension.

The standard interpretation |– |2 does not need a universe in the target theory.
In general, this translation works for any source theory once the target theory
has > and Σ types (in addition to all the constructors that the source theory
has).

Γ : Coni
|Γ |2 : Tyi ·

A : Tyj Γ

|A|2 : Tyj (· , γ : |Γ |2)

δ : SubΓ ∆
|δ|2 : Tm (· , γ : |Γ |2) |∆|2

t : TmΓ A
|t|2 : Tm (· , γ : |Γ |2) |A|2

8 Agda version 2.6.0.
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The interpretation of Πβ still needs Ση because comprehension is given by Σ
types, however the type dependency parts are dealt with by substitution laws.
For example, we use substitution to write |B|2[γ 7→(γ , α)] in the interpretation
of Π while in the |– |1 variant we used application |B|1 @ (γ, α).

|·|2 := >
|Γ , x :A|2 := Σ(γ : |Γ |2).|A|2
|Π(x :A).B|2 := Π(α : |A|2).|B|2[γ 7→(γ , α)]

|λx.t|2 := λα.|t|2[γ 7→(γ , α)]

|t@x|2 :=
(
|t|2[γ 7→ pr0 γ]

)
@ pr1 γ

|Πβ|2 : |(λx.t) @x|2 =
(
|λx.t|2[γ 7→ pr0 γ]

)
@ pr1 γ =(

(λα.|t|2[γ 7→(γ , α)])[γ 7→ pr0 γ]
)
@ pr1 γ =(

λα.|t|2[γ 7→(pr0 γ , α)]
)
@ pr1 γ

Πβ
=

|t|2[γ 7→(pr0 γ , pr1 γ)]
Ση
= |t|2[γ 7→ γ] = |t|2

The standard interpretation |– |3 The last variant of the standard interpretation
is simply the identity translation: everything is mapped to itself. The source and
the target theory can be exactly the same.

Γ : Coni
|Γ |3 : Coni

A : Tyj Γ

|A|3 : Tyj |Γ |3
δ : SubΓ ∆

|δ|3 : Sub |Γ |3 |∆|3
t : TmΓ A

|t|3 : Tm |Γ |3 |A|3

Here the interpretation of Πβ obviously only needs Πβ.

|·|3 := ·
|Γ , x :A|3 := |Γ |3 , x : |A|3
|Π(x :A).B|3 := Π(x : |A|3).|B|3
|λx.t|3 := λx.|t|3
|t@x|3 := |t|3 @x

|Πβ|3 : |(λx.t) @x|3 = (λx.|t|3) @x
Πβ
= |t|3

3.2 Graph model

In this subsection we define variants of the graph model corresponding to the 0,

1, 2, 3 variants of the standard model. Here each syntactic component is mapped
to two components |– | and –∼ . The |– | components are the same as in the case
of the standard model.
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The metatheoretic 0 variant of the graph interpretation is specified as follows.

Γ : Coni

|Γ |0 : Seti
Γ∼0 : |Γ |0 → |Γ |0 → Seti

A : Tyj Γ

|A|0 : |Γ |0 → Setj
A∼0 : Γ∼0 γ0 γ1 →

|A|0 γ0 → |A|0 γ1 → Setj

δ : SubΓ ∆

|δ|0 : |Γ |0 → |∆|0
δ∼0 : Γ∼0 γ0 γ1 → ∆∼0 (|δ|0 γ0) (|δ|0 γ1)

t : TmΓ A

|t|0 : (γ : |Γ |0)→ |A|0 γ
t∼0 : (γ01 : Γ∼0 γ0 γ1)→

A∼0 γ01 (|t|0 γ0) (|t|0 γ1)

Models of type theory are usually named after what contexts are mapped to (a
set for the set model, a setoid for the setoid model, etc.). In the graph model a
context is mapped to a graph: a set of vertices and for every two vertex, a set of
arrows between those. In short, a set and a proof-relevant binary relation over
it. Types are interpreted as displayed graphs over a base graph: a family over
each vertex and a heterogeneous binary relation over each arrow. Substitutions
become graph homomorphisms and terms their displayed variants. Note that in
the types of A∼0 , δ∼0 and t∼0 , we implicitly quantified over γ0 and γ1.

Variant 1 of the graph interpretation is specified as follows. Again, we need a
Coquand universe U in the target.

Γ : Coni

|Γ |1 : Tm ·Ui
Γ∼1 : Tm · (El |Γ |1⇒ El |Γ |1⇒ Ui)

A : Tyi Γ

|A|1 : Tm · (El |Γ |1⇒ El |∆|1)
A∼1 : Tm ·

(
El (Γ∼1 @ γ0 @ γ1)⇒ El (|A|1 @ γ0)⇒ El (|A|1 @ γ1)⇒ Ui

)
δ : SubΓ ∆

|δ|1 : Tm · (El |Γ |1⇒ Ui)

δ∼1 : Tm ·
(

El (Γ∼1 @ γ0 @ γ1)⇒ El
(
∆∼1 @ (|δ|1 @ γ0) @ (|δ|1 @ γ1)

))
t : TmΓ A

|t|1 : Tm · (Π(γ : El |Γ |1).El (|A|1 @ γ))

t∼1 : Tm ·
(
Π(γ01 : El (Γ∼1 @ γ0 @ γ1)).El

(
A∼1 @ γ01 @ (|t|1 @ γ0) @ (|t|1 @ γ1)

))
The relations become target theory terms which have function types with codomain
U. We used implicit quantification in the target theory for ease of reading. For
example, the type of δ∼1 should be understood as

Tm ·
(
Π(γ0 : |Γ |1).Π(γ0 : |Γ |1).El (Γ∼1 @ γ0 @ γ1)⇒∆∼1 @ (|δ|1 @ γ0) @ (|δ|1 @ γ1)

)
.
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Variant 2 of the graph interpretation is specified as follows.

Γ : Coni

|Γ |2 : Tyi ·
Γ∼2 : Tyi (· , γ0 : |Γ |2 , γ1 : |Γ |2)

A : Tyi Γ

|A|2 : Tyi (· , γ : |Γ |2)
A∼2 : Tyi

(
· , γ01 :Γ∼2 , α0 : |A|2[γ 7→ γ0] , α1 : |A|2[γ 7→ γ1]

)
δ : SubΓ ∆

|δ|2 : Tm (· , γ : |Γ |2) |∆|2
δ∼2 : Tm (· , γ01 :Γ∼2 )

(
∆∼2

[
γ0 7→ |δ|2[γ 7→ γ0] , γ1 7→ |δ|2[γ 7→ γ1]

])
t : TmΓ A

|t|2 : Tm (· , γ : |Γ |2) |A|2
t∼2 : Tm (· , γ01 :Γ∼2 )

(
A∼2

[
α0 7→ |t|2[γ 7→ γ0] , α1 7→ |t|2[γ 7→ γ1]

])
This variant shows that the extra ∼2 components in the model can be expressed
without using Π or a universe: type dependency is enough to express e.g. that
Γ∼2 is indexed over two copies of |Γ |2. Here, analogously to the usage of implicit
Πs in variant 1, we use implicit context extensions in the target theory. For
example, the type of δ∼2 should be understood as

Tm (· , γ0 : |Γ |2 , γ1 : |Γ |2 , γ01 :Γ∼2 )
(
∆∼2

[
γ0 7→ |δ|2[γ 7→ γ0] , γ1 7→ |δ|2[γ 7→ γ1]

])
.

Defining variant 3 of the graph interpretation is not as straightforward as the
previous ones. As |Γ |3 : Con, we need a notion of binary relation over a context.
One solution is going back to the |– |0 model and using the equivalence between
indexed families and fibrations [11, p. 221]:

A→ Set ' (A′ : Set)× (A′ → A).

This means that we replace Γ∼0 : |Γ |0 → |Γ |0 → Set with a set Γ∼0a and two
projections 00a , 10a which give the domain and codomain of the arrow. This
interpretation is specified as follows (the |– | components are the same as in the

0 model, so they don’t have the a subscript).

Γ : Coni

|Γ |0 : Seti
Γ∼0a : Seti
00a Γ : Γ∼0a → |Γ |0
10a Γ : Γ∼0a → |Γ |0

A : Tyi Γ

|A|0 : |Γ |0 → Seti
A∼0a : (γ01 : Γ∼0a)→ |A|0 (00a Γ γ01)→ |A|0 (10a Γ γ01)→ Seti
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δ : SubΓ ∆

|δ|0 : |Γ |0 → |∆|0
δ∼0a : Γ∼0a → ∆∼0a

00a δ : (γ01 : Γ∼0a)→ 00a∆ (δ∼0a γ01) = |δ|0 (00a Γ γ01)
10a δ : (γ01 : Γ∼0a)→ 10a∆ (δ∼0a γ01) = |δ|0 (10a Γ γ01)

t : TmΓ A

|t|0 : (γ : |Γ |0)→ |A|0 γ
t∼0a : (γ01 : Γ∼0a)→ A∼0a γ01

(
|t|0 (00a Γ γ01)

) (
|t|0 (10a Γ γ01)

)
The fact that contexts are given as fibrations forces substitutions to include
some equalities, while types are still indexed. This is an example of a model
which can be turned into a syntactic translation, but is not strict in Agda. The
reason is that equalities are needed to interpret substitutions and in turn we use
these equalities to interpret some conversion rules. For example, the 00a and 10a

components in the interpretation of – ◦ – are given by transitivity of equality,
so associativity of substitutions needs associativity of transitivity (or UIP). We
believe however that this model would be strict in a setoid type theory (Section
5).

In the corresponding 3a variant a context is interpreted by two contexts and
two projection substitutions. This is the same as the parametricity translation
of Bernardy et al [7]. We list the |– |3 part separately because we will reuse it in
∼3b .

Γ : Coni
|Γ |3 : Coni

A : Tyi Γ

|A|3 : Tyi |Γ |3
δ : SubΓ ∆

|δ|3 : Sub |Γ |3 |∆|3
t : TmΓ A

|t|3 : Tm |Γ |3 |A|3

Γ : Coni

Γ∼3a : Coni
03a Γ : SubΓ∼3a |Γ |3
13a Γ : SubΓ∼3a |Γ |3

δ : SubΓ ∆

δ∼3a : SubΓ∼3a ∆∼3a

03a δ : 03a∆ ◦ δ∼3a = |δ|3 ◦ 03a Γ
13a δ : 13a∆ ◦ δ∼3a = |δ|3 ◦ 13a Γ

A : Tyi Γ

A∼3a : Tyi
(
Γ∼3a , α0 : |A|3[03a Γ ] , α1 : |A|3[13a Γ ]

)
t : TmΓ A

t∼3a : TmΓ∼3a
(
A∼3a

[
α0 7→ |t|3[03a Γ ] , α1 7→ |t|3[13a Γ ]

])
The 3b variant of the graph interpretation. Another solution is to define Γ∼3 in
an indexed way by referring to substitutions into |Γ |3. This is how we define ∼3b .
The |– |3 parts are the same as in 3a.

Γ : Coni ρ0, ρ1 : SubΩ |Γ |3
Γ∼3b ρ0 ρ1 : TyiΩ
(Γ∼3b ρ0 ρ1)[ν] = Γ∼3b (ρ0 ◦ ν) (ρ1 ◦ ν)

A : Tyi Γ ρ01 : Γ∼3b ρ0 ρ1 t0 : TmΩ (|A|3[ρ0]) t1 : TmΩ (|A|3[ρ1])

A∼3b ρ01 t0 t1 : TyiΩ
(A∼3b ρ01 t0 t1)[ν] = A∼3b (ρ01[ν]) (t0[ν]) (t1[ν])
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δ : SubΓ ∆ ρ01 : TmΩ (Γ∼3b ρ0 ρ1)

δ∼3b ρ01 : TmΩ (∆∼3b (|δ|3 ◦ ρ0) (|δ|3 ◦ ρ1))
(δ∼3b ρ01)[ν] = δ∼3b (ρ01[ν])

t : TmΓ A ρ01 : TmΩ (Γ∼3b ρ0 ρ1)

t∼3b ρ01 : TmΩ
(
A∼3b ρ01 (|t|3[ρ0]) (|t|3[ρ1])

)
(t∼3b ρ01)[ν] = t∼3b (ρ01[ν])

Ω, ρ0 and ρ1 are implicit parameters of A∼3b , δ∼3b and t∼3b . The advantage of
the ∼3b compared to the ∼3a is that we don’t need the projection substitutions
for contexts and the naturality conditions for substitutions, the disadvantage is
that we need the extra equalities expressing substitution laws.

4 The setoid model as a translation

In this section, after recalling the setoid model, we turn it into a syntactic trans-
lation from MLTTProp to MLTTProp. We follow the approach of graph model
variant 3b (Section 3.2) and extend it into a setoid syntactic translation where a
context is modelled not only by a set and a relation, but a set and an equivalence
relation.

4.1 The setoid model

In the setoid model [1], a context is given by a set together with an equivalence
relation which, in contrast with the graph model, is proof-irrelevant. We think
about this relation as the explicit equality relation for the set. A type is inter-
preted by a displayed setoid together with a coercion and coherence operation.
Coercion transports between families at related objects and coherence says that
this coercion respects the displayed relation.

Γ : Coni

|Γ |0 : Seti
Γ∼0 : |Γ |0 → |Γ |0 → Propi
R0
Γ : (γ : |Γ |0)→ Γ∼0 γ γ

S0
Γ : Γ∼0 γ0 γ1 → Γ∼0 γ1 γ0

T0
Γ : Γ∼0 γ0 γ1 →

Γ∼0 γ1 γ2 →
Γ∼0 γ0 γ2

A : Tyj Γ

|A|0 : |Γ |0 → Setj
A∼0 : Γ∼0 γ0 γ1 → |A|0 γ0 → |A|0 γ1 → Propj
R0
A : (α : |A|0 γ)→ A∼0 (R0

Γ γ)αα
S0
A : A∼0 γ01 α0 α1 → A∼0 (S0

Γ γ01)α1 α0

T0
A : A∼0 γ01 α0 α1 → A∼0 γ12 α1 α2 →

A∼0 (T0
Γ γ01 γ12)α0 α2

coe0A : Γ∼0 γ0 γ1 → |A|0 γ0 → |A|0 γ1
coh0

A : (γ01 : Γ∼0 γ0 γ1)→ (α0 : |A|0 γ0)→
A∼0 γ01 α0 (coe0A γ01 α0)

This notion of family of setoids is different from Altenkirch’s original one [1] but
is equivalent to it [9, Section 1.6.1]. Substitutions and terms are specified the
same as in the graph model (see |– |0 in Section 3.2). There is no need for R,
S, T components because these are provable by proof irrelevance (unlike in the
groupoid model [19,24]).
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4.2 Specification of the translation

In the following we turn the setoid interpretation 0 into a setoid syntactic trans-
lation following the 3b variant of the graph translation. We drop the 3b indices
to ease the reading. We expect the other variants to be definable as well.

An MLTTProp context is mapped to six components: a context, a binary
propositional relation over substitutions into that context, reflexivity, symmetry
and transitivity of this relation and a substitution law for –∼. Note that we use
implicit arguments, e.g. Γ∼ takes an Ω : Con implicitly and SΓ takes Ω : Con,
ρ0, ρ1 : SubΩ |Γ | implicitly.

Γ : Coni

|Γ | : Coni
Γ∼ : SubΩ |Γ | → SubΩ |Γ | → TmΩ Propi
Γ∼[] : (Γ∼ ρ0 ρ1)[ν] = Γ∼ (ρ0 ◦ ν) (ρ1 ◦ ν)
RΓ : (ρ : SubΩ |Γ |)→ TmΩ Γ∼ ρ ρ
SΓ : TmΩ Γ∼ ρ0 ρ1 → TmΩ Γ∼ ρ1 ρ0
TΓ : TmΩ Γ∼ ρ0 ρ1 → TmΩ Γ∼ ρ1 ρ2 → TmΩ Γ∼ ρ0 ρ2

A type is interpreted by a type over the interpretation of the context, a het-
erogeneous relation over the relation for contexts which is reflexive, symmetric
and transitive (over the corresponding proofs for the contexts). Moreover, there
is a coercion function which relates types substituted by related substitutions.
Coherence expresses that coercion respects the relation (coh). The ∼ relation
and coe come with substitution laws.

A : Tyj Γ

|A| : Tyj |Γ |
A∼ : TmΩ Γ∼ ρ0 ρ1 → TmΩ (|A|[ρ0])→ TmΩ (|A|[ρ1])→ TmΩ Propj
A∼[] : (A∼ ρ01 t0 t1)[ν] = A∼ (ρ01[ν]) (t0[ν]) (t1[ν])
RA : (t : TmΩ (|A|[ρ]))→ TmΩA∼ (RΓ ρ) t t

SA : TmΩA∼ ρ01 t0 t1 → TmΩA∼ (SΓ ρ01) t1 t0
TA : TmΩA∼ ρ01 t0 t1 → TmΩA∼ ρ12 t1 t2 → TmΩA∼ (TΓ ρ01 ρ12) t0 t2
coeA : TmΩ Γ∼ ρ0 ρ1 → TmΩ (|A|[ρ0])→ TmΩ (|A|[ρ1])
coe[]A : (coeA ρ01 t0)[ν] = coeA (ρ01[ν]) (t0[ν])
cohA : (ρ01 : TmΩ Γ∼ ρ0 ρ1)(t0 : TmΩ (|A|[ρ0]))→

TmΩA∼ ρ01 t0 (coeA ρ01 t0)

A substitution is interpreted by a substitution which respects the relations.

δ : SubΓ ∆

|δ| : Sub |Γ | |∆|
δ∼ : TmΩ Γ∼ ρ0 ρ1 → TmΩ∆∼ (|δ| ◦ ρ0) (|δ| ◦ ρ1)

A term is interpreted by a term which respects the relations.

t : TmΓ A

|t| : Tm |Γ | |A|
t∼ : (ρ01 : TmΩ Γ∼ ρ0 ρ1)→ TmΩA∼ ρ01 (|t|[ρ0]) (|t|[ρ1])
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Note that we do not need substitution laws for those components which don’t
have any parameters (the |– | ones) and those which result in a term of an
underlined type. The laws for the latter ones hold by proof irrelevance.

4.3 Implementation of the translation

We implement this specification by explaining what the different components of
MLTTProp are mapped to. All details can be found in Appendix B. As in the case
of the |– |3 standard and graph interpretations, the |– | components in the setoid
translation are almost always identity functions. The only exception is the case
of Π where a function is interpreted by a function which preserves equality:

|Π(x :A).B| := Σ(f :Π(x : |A|).|B|).π(x0 : |A|).π(x1 : |A|).
π(x01 :A∼ (RΓ id)x0 x1).B∼ (RΓ id , x01) (f @x0) (f @x1)

Equality of functions is defined by saying that the first component (pr0) of the
interpretation of the function preserves equality:

(Π(x :A).B)∼ ρ01 t0 t1 := π(x0 : |A|[ρ0]).π(x1 : |A|[ρ1]).π(x01 :A∼ ρ01 x0 x1).

B∼ (ρ01 , x01) (pr0 t0 @x0) (pr0 t1 @x1),

We need the second component to implement reflexivity for the function space:
RΠ(x :A).B t := pr1 t. Equality for extended contexts and Σ types is pointwise,
equality of booleans is given by a decision procedure, equality of propositions is
logical equivalence and equality of proofs of propositions is trivial:

(Γ , x :A)∼ (ρ0 , x 7→ t0) (ρ1 , x 7→ t1):= σ(ρ01 :Γ∼ ρ0 ρ1).A∼ ρ01 t0 t1

(Σ(x :A).B)∼ ρ01 (u0 , v0) (u1 , v1) := σ(x01 :A∼ ρ01 u0 u1).B∼ (ρ01 , x01) v0 v1

Bool∼ ρ01 t0 t1 := if t0 then (if t1 then> else⊥)

else (if t1 then⊥ else>)

Propi
∼ ρ01 a0 a1 := (a0⇒ a1)× (a1⇒ a0)

a∼ ρ01 t0 t1 := >

Symmetry for Π types takes as input an equality proof x01, applies symmetry
on it at the domain type, then applies the proof of equality, then applies symme-
try at the codomain type: SΠ(x :A).B t01 := λx0 x1 x01.SB (t01 @x1 @x0 @ SA x01).
Coercion needs to produce a function t0 : TmΩ (|Π(x :A).B|[ρ0]) and has to
produce one of type |Π(x :A).B|[ρ1]. The first component is given by

λx1.coeB (ρ01 , cohA (SΓ ρ01)x1) (pr0 t0 @ coeA (SΓ ρ01)x1).

First the input is coerced backwards by coe∗A (from |A|[ρ1] to |A|[ρ0]), then
the function is applied, then the output is coerced forwards by coeB . Backwards
coercion coe∗A is defined using coeA and SΓ . Backwards coherence is defined in
a similar way, see Appendix B.2 for details.
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Reflexivity, symmetry and transitivity are pointwise for Σ types. For Bool,
they are defined using if –then–else–, e.g. RBool t := if t then tt else tt. As Bool is
a closed type, coercion is the identity function and coherence is trivial.

Reflexivity for propositions is given by two identity functions: RPropi a :=
(λx.x, λx.x). Symmetry swaps the functions: SPropi (a01,a10) := (a10,a01). Co-
ercion is the identity, and hence coherence is given by two identity functions.
For a types, reflexivity, symmetry, transitivity and coherence are all trivial (tt).
Coercion is a is more interesting: it uses a function from the logical equivalence
given by a∼ ρ01.

coea ρ01 t0 := pr0 (a∼ ρ01) @ t0

The rest of the setoid translation follows that of the setoid model [1], see Ap-
pendix B for all the details.

4.4 Extensions

The identity type. We extend the signature of MLTTProp given in Section 2
with Martin-Löf’s inductive identity type with a propositional computation rule,
function extensionality and propositional extensionality by the following rules.

A : Tyi Γ u, v : TmΓ A

IdA u v : TmΓ Propi

P : Tyi (Γ , x :A) e : TmΓ IdA u v t : TmΓ (P [x 7→u])

transportx.P e t : TmΓ (P [x 7→ v])

u : TmΓ A
reflu : TmΓ IdA uu

P : Tyi (Γ , x :A) t : TmΓ (P [x 7→u])

Idβ t : TmΓ IdP [x 7→u] (transportx.P reflu t) t

t0, t1 : TmΓ (Π(x :A).B) e : TmΓ
(
Π(x :A).IdB (t0 @x) (t1 @x)

)
funext e : TmΓ IdΠ(x :A).B t0 t1

a0, a1 : TmΓ Prop t : TmΓ (a0⇒ a1)× (a1⇒ a0)

propext t : TmΓ IdProp a0 a1

Id[] : (IdA u v)[ν] = IdA[ν] (u[ν]) (v[ν])

transport[] : (transportx.P e t)[ν] = transportx.P [ν] (e[ν]) (t[ν])

Note that the dependent eliminator for Id (usually called J) can be derived from
transport in the presence of UIP (as in our setting).

The setoid translation given in Subsections 4.2–4.3 translates from MLTTProp

to MLTTProp. However it extends to a translation from MLTTProp +identity type
to MLTTProp. |IdA u v| is defined as A∼ (RΓ id) |u| |v|, |transportx.P e t| is given by
coeP (RΓ id , |e|) |t|. Function extensionality and propositional extensionality are
also justified. See Appendix B.3 for the translation of all the rules of the identity
type.
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Definitional computation rule for transport. We can extend the setoid translation
with the following new component for types:

A : Tyi Γ

coeRA : (ρ : SubΩ |Γ |)(t : TmΩ (|A|[ρ]))→ coeA (RΓ ρ) t = t

This expresses that coercion along reflexivity is the identity. Once we have this,
the propositional computation rule of transport becomes definitional:

|transportx.P reflu t| =

coeP (RΓ id|Γ |, |reflu|) |t|
irr
=

coeP (RΓ , x :A id|Γ , x :A|) |t|
coeRP id |t|

=

|t|

Adding this rule to the setoid translation amounts to checking whether this
equality holds for all type formers, we do this in Appendix B.3. Our Agda for-
malisation of the setoid model [21] also includes this rule and no axioms are
required to justify it.

5 Setoid type theory

In this section we extend the signature of MLTTProp given in Section 2 with a
new heterogeneous equality type. This extended algebraic theory is called setoid
type theory. The heterogeneous equality type is inspired by the setoid translation
of the previous section. The idea is that we simply add the rules of the setoid
translation as new term formers to MLTTProp. If we did this naively, this would
mean adding the operations |– |, ∼, R, S, T, coe, coh as new syntax and all the
:= definitions of Section 4.3 as definitional equalities to the syntax. However this
would not result in a usable type theory: A∼ would not be a relation between
terms of type A, but terms of type |A|, so we wouldn’t even have a general
identity type. Our solution is to not add |– | as new syntax (as it is mostly the
identity anyway), but only the other components. Moreover, we only add those
equalities from the translation which are not derivable by irr.

Thus we extend MLTTProp with the following new constructors which explain
equality of contexts. This is a homogeneous equivalence relation on substitutions
into the context. These new constructors follow the components Γ∼, RΓ , SΓ , TΓ
in the setoid translation (Section 4.2) except that they do not refer to |– |.

Γ : Coni ρ0, ρ1 : SubΩ Γ

Γ∼ ρ0 ρ1 : TmΩ Propi

Γ : Coni ρ : SubΩ Γ

RΓ ρ : TmΩ Γ∼ ρ ρ

Γ : Coni ρ01 : TmΩ Γ∼ ρ0 ρ1

SΓ ρ01 : TmΩ Γ∼ ρ1 ρ0

Γ : Coni ρ01 : TmΩ Γ∼ ρ0 ρ1 ρ12 : TmΩ Γ∼ ρ1 ρ2

TΓ ρ01 ρ12 : TmΩ Γ∼ ρ0 ρ2
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Note that while ∼ was an operation defined by induction on the syntax, ∼ is a
constructor of the syntax. On types, ∼ is heterogeneous: it is a relation between
two terms of the same type but substituted by substitutions which are related
by Γ∼. It is reflexive, symmetric and transitive and comes with coercion and
coherence operators.

A : Tyj Γ ρ01 : TmΩ Γ∼ ρ0 ρ1 t0 : TmΩ (A[ρ0]) t1 : TmΩ (A[ρ1])

A∼ ρ01 t0 t1 : TmΩ Propj

A : Tyj Γ t : TmΩ (A[ρ])

RA t : TmΩA∼ (RΓ ρ) t t

A : Tyj Γ t01 : TmΩA∼ ρ01 t0 t1

SA t01 : TmΩA∼ (SΓ ρ01) t0 t1

A : Tyj Γ t01 : TmΩA∼ ρ01 t0 t1 t12 : TmΩA∼ ρ12 t1 t2

TA t01 t12 : TmΩA∼ (TΓ ρ01 ρ12) t0 t2

A : Tyj Γ ρ01 : TmΩ Γ∼ ρ0 ρ1 t0 : TmΩA[ρ0]

coeA ρ01 t0 : TmΩ (A[ρ1]) cohA ρ01 t0 : TmΩA∼ ρ01 t0 (coeA ρ01 t0)

On substitutions and terms ∼ expresses congruence.

δ : SubΓ ∆ ρ01 : TmΩ Γ∼ ρ0 ρ1

δ∼ ρ01 : TmΩ∆∼ (δ ◦ ρ0) (δ ◦ ρ1)

t : TmΓ A ρ01 : TmΩ Γ∼ ρ0 ρ1

t∼ ρ01 : TmΩA∼ ρ01 (t[ρ0]) (t[ρ1])

We state the following definitional equalities on how the equality types and
coercions compute.

·∼ ε ε = >
(Γ , x :A)∼ (ρ0 , x 7→ t0) (ρ1 , x 7→ t1) = σ(ρ01 :Γ∼ ρ0 ρ1).A∼ ρ01 t0 t1

(A[δ])∼ ρ01 t0 t1 = A∼ (δ∼ ρ01) t0 t1

(Π(x :A).B)∼ ρ01 t0 t1 = π(x0 :A[ρ0]).π(x1 :A[ρ1]).π(x01 :A∼ ρ01 x0 x1).

B∼ (ρ01 , x01) (t0 @x0) (t1 @x1)

(Σ(x :A).B)∼ ρ01 (u0 , v0) (u1 , v1) = σ(u01 :A∼ ρ01 u0 u1).B∼ (ρ01 , u01) v0 v1

Bool∼ ρ01 t0 t1 = if t0 then (if t1 then> else⊥) else (if t1 then⊥ else>)

Prop∼ ρ01 a0 a1 = (a0⇒ a1)× (a1⇒ a0)

a∼ ρ01 t0 t1 = >
coeA[δ] ρ01 t0 = coeA (δ∼ ρ01) t0

coeΠ(x :A).B ρ01 t0 = λx1.coeB
(
ρ01 ,SA (cohA (SΓ ρ01)x1)

)(
t0 @ coeA (SΓ ρ01)x1

)
coeΣ(x :A).B ρ01 (u0 , v0) =

(
coeA ρ01 u0 , coeB (ρ01 , cohA ρ01 u0) v0

)
coeBool ρ01 t0 = t0

coeProp ρ01 a0 = a0

coea ρ01 t0 = pr0 (a∼ ρ01) @ t0
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In addition, we have the following substitution laws.

(Γ∼ ρ0 ρ1)[ν] = Γ∼ (ρ0 ◦ ν) (ρ1 ◦ ν)

(A∼ ρ01 t0 t1)[ν] = A∼ (ρ01[ν]) (t0[ν]) (t1[ν])

(coeA ρ01 t0)[ν] = coeA (ρ01[ν]) (t0[ν])

We only need to state these for Γ∼, A∼ and coeA as all the other rules coming
from the translation are true by irr. Note that e.g. the equality for (Π(x :A).B)∼

is not merely a convenience, but this is the rule which adds function extension-
ality.

We conclude the definition of setoid type theory by adding the definitional
equality for coercing along reflexivity.

coeA (RΓ ρ) t = t

Justification. The setoid translation extends to all the extra rules of setoid type
theory. As all the new syntactic components are terms, we have to implement the
|– | and the –∼ operations for terms as specified in Section 4.2. Most components
are modelled by their black counterparts because the purpose of the new rules is
precisely to reflect the extra structure of the setoid translation. All the equalities
are justified (T3 is three steps transitivity, see Appendix C for all the details).

|Γ∼ ρ0 ρ1| := Γ∼ |ρ0| |ρ1|
|A∼ ρ01 t0 t1| := A∼ |ρ01| |t0| |t1|
(Γ∼ ρ0 ρ1)∼ τ01 :=

(
λρ01.T

3
Γ (SΓ (ρ0

∼ τ01)) ρ01 (ρ1
∼ τ01) ,

λρ01.T
3
Γ (ρ∼0 τ01) ρ01 (SΓ (ρ∼1 τ01))

)
(A∼ ρ01 t0 t1)∼ τ01 :=

(
λt01.T

3
A (SA (t0

∼ τ01)) t01 (t1
∼ τ01) ,

λt01.T
3
A (t0

∼ τ01) t01 (SA (t1
∼ τ01))

)
|RΓ ρ| := RΓ |ρ| |RA t| := RA |t|
|SΓ ρ01| := SΓ |ρ01| |SA t01| := SA |t01|
|TΓ ρ01 ρ12| := TΓ |ρ01| |ρ12| |TA t01 t12| := TA |t01| |t12|
|coeA ρ01 t0| := coeA |ρ01| |t0| |δ∼ ρ01| := δ∼ |ρ01|
|cohA ρ01 t0| := cohA |ρ01| |t0| |t∼ ρ01| := t∼ |ρ01|

Relationship to Martin-Löf ’s identity type (as given in Section 4.4). The rules
of the traditional identity are admissible in setoid type theory. The translation
is the following.

IdA u v := A∼ (RΓ id)u v

reflu := RA u

transportx.P e t := coeP (RΓ id , e) t

Idβ t := SP [x 7→u]

(
cohP (RΓ id ,RA u) t

)
funext e := λx0 x1 x01.TB (e@x0) (t1

∼ (RΓ id) @x0 @x1 @x01)
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propext t := t

Id[] : (IdA u v)[ν] = (A∼ (RΓ id)u v)[ν] =

A∼ ((RΓ id)[ν]) (u[ν]) (v[ν])
irr
= A∼ (ν∼ (RΘ id)) (u[ν]) (v[ν]) =

(A[ν])∼ (RΘ id) (u[ν]) (v[ν]) = IdA[ν] (u[ν]) (v[ν])

transport[] : (transportx.P e t)[ν] = (coeP (RΓ id , e) t)[ν]
coe[]P

=

coeP ((RΓ id , e)[ν]) (t[ν])
irr
= coeP (ν∼ (RΘ id) , e[ν]) (t[ν]) =

coeP [ν] (RΘ id , e[ν]) (t[ν]) = transportx.P [ν] (e[ν]) (t[ν])

The other direction does not work. For example, the following definitional equal-
ities do not hold in MLTTProp extended with Martin-Löf’s identity type, however
they hold in setoid type theory where transport is translated as above:

“constant predicate”: transportx.Bool e t = t

“funext computes”: transportf.P [y 7→ f @u] (funext e) t = transporty.P (e@u) t

As setoid type theory reflects the setoid translation, we conjecture that it
is complete, that is, if |t| = |t′| for any two terms t, t′ : TmΓ A of setoid type
theory, then t = t′.

6 Conclusions and further work

We have presented a type theory which justifies both function extensionality and
propositional extensionality. Compared with [1], it adds propositional extension-
ality and a definitional computation rule for transport, presents an equational
theory and the results are checked formally. Compared with [4], it provides a
translation into intensional type theory without requiring extensional type the-
ory as a reference.

It is clear that the theory follows the setoid translation, hence we conjecture
completeness with respect to this model. A corollary would be canonicity for our
theory.

We expect that the translation can be extended with a universe of setoids
where equality is equality of codes and quotient inductive types. Our Agda for-
malisation of the setoid model already supports such a universe and quotient
types.

The theory is less powerful than cubical type theory [12] but the semantic
justification is much more straightforward and for many practical applications,
this type theory is sufficient. It also supports some definitional equalities which
do not hold in cubical type theory. We believe that our programme can be
extended, first of all to obtain a syntax for a groupoid type theory using our
informal method to derive a theory from a translation. We also expect that we
could derive an alternative explanation and implementation of homotopy type
theory.



Setoid type theory — a syntactic translation 23

References

1. Altenkirch, T.: Extensional equality in intensional type theory. In: 14th Symposium
on Logic in Computer Science. pp. 412 – 420 (1999)

2. Altenkirch, T., Kaposi, A.: Type theory in type theory using quotient in-
ductive types. In: Bodik, R., Majumdar, R. (eds.) Proceedings of POPL
2016, St. Petersburg, FL, USA, January, 2016. pp. 18–29. ACM (2016).
https://doi.org/10.1145/2837614.2837638

3. Altenkirch, T., Kaposi, A.: Towards a Cubical Type Theory without an Interval. In:
Uustalu, T. (ed.) TYPES 2015. Leibniz International Proceedings in Informatics
(LIPIcs), vol. 69, pp. 3:1–3:27. Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik,
Dagstuhl, Germany (2018). https://doi.org/10.4230/LIPIcs.TYPES.2015.3

4. Altenkirch, T., Mcbride, C., Swierstra, W.: Observational equality, now! In: PLPV
’07: Proceedings of the 2007 workshop on Programming languages meets program
verification. pp. 57–58. ACM (2007)

5. Anand, A., Boulier, S., Cohen, C., Sozeau, M., Tabareau, N.: Towards certified
meta-programming with typed template-coq. In: ITP 2018-9th Conference on In-
teractive Theorem Proving (2018)

6. Atkey, R., Ghani, N., Johann, P.: A relationally parametric model of dependent
type theory. In: Jagannathan, S., Sewell, P. (eds.) Proceedings of POPL ’14, San
Diego, CA, USA, January 20-21, 2014. pp. 503–516. ACM (2014)

7. Bernardy, J.P., Jansson, P., Paterson, R.: Proofs for free — parametricity for
dependent types. Journal of Functional Programming 22(02), 107–152 (2012).
https://doi.org/10.1017/S0956796812000056

8. Bezem, M., Coquand, T., Huber, S.: A model of type theory in cubical sets. In:
19th International Conference on Types for Proofs and Programs (TYPES 2013).
vol. 26, pp. 107–128 (2014)

9. Boulier, S.: Extending Type Theory with Syntactic Models. PhD Thesis, École des
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A Full syntax of MLTTProp

Sorts:

Coni : Set

Γ : Coni
Tyj Γ : Set

Γ : Coni ∆ : Conj

SubΓ ∆ : Set

Γ : Coni A : Tyj Γ

TmΓ A : Set

Substitution calculus:

· : Con0

Γ : Coni A : Tyj Γ

(Γ , x :A) : Conitj

A : Tyi∆ δ : SubΓ ∆

A[δ] : Tyi Γ

Γ : Coni
idΓ : SubΓ Γ

δ : SubΘ∆ ν : SubΓ Θ
δ ◦ ν : SubΓ ∆

Γ : Coni
εΓ : SubΓ ·

δ : SubΓ ∆ t : TmΓ (A[δ])

(δ , x 7→ t) : SubΓ (∆ ,x :A)

δ : SubΓ (∆ ,x :A)

δ : SubΓ ∆

δ : SubΓ (∆ ,x :A)

x[δ] : TmΓ (A[δ])

t : Tm∆A δ : SubΓ ∆
t[δ] : TmΓ (A[δ])

[Id] : A[id] = A [◦] : A[δ ◦ ν] = A[δ][ν]

id◦ : id ◦ δ = δ ◦id : δ ◦ id = δ ◦◦ : (δ ◦ ν) ◦ τ = δ ◦ (ν ◦ τ)

·η : (δ : SubΓ ·) = ε , β0 : (δ , x 7→ t) = δ , β1 : x[(δ , x 7→ t)] = t

, η : (δ , x 7→x[δ]) = δ , ◦ : (δ , x 7→ t) ◦ ν = (δ ◦ ν , x 7→ t[ν])

Π types:

A : Tyi Γ B : Tyj (Γ , x :A)

Π(x :A).B : Tyitj Γ

t : Tm (Γ , x :A)B

λx.t : TmΓ (Π(x :A).B)

t : TmΓ (Π(x :A).B)

t@x : Tm (Γ , x :A)B
Πβ : (λx.t) @x = t Πη : λx.t@x = t

Π[] : (Π(x :A).B)[ν] = Π(x :A[ν]).B[ν] λ[] : (λx.t)[ν] = λx.t[ν]

Σ types (we write A×B for Σ(x :A).B when x does not appear in B):

A : Tyi Γ B : Tyj (Γ , x :A)

Σ(x :A).B : Tyitj Γ

u : TmΓ A v : TmΓ (B[x 7→u])

(u , v) : TmΓ (Σ(x :A).B)

t : TmΓ (Σ(x :A).B)

pr0 t : TmΓ A

t : TmΓ (Σ(x :A).B)

pr1 t : TmΓ (B[x 7→ pr0 t])

Σβ0 : pr0 (u , v) = u Σβ1 : pr1 (u , v) = v Ση : (pr0 t , pr1 t) = t

Σ[] : (Σ(x :A).B)[ν] = Σ(x :A[ν]).B[ν] , [] : (u , v)[ν] = (u[ν] , v[ν])
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Booleans:

Bool : Ty0 Γ true : TmΓ Bool false : TmΓ Bool

C : Tyi (Γ , x : Bool)
t : TmΓ Bool
u : TmΓ (C[x 7→ true])
v : TmΓ (C[x 7→ false])

if t thenu else v : TmΓ (C[x 7→ t])

Boolβtrue : if true thenu else v = u

Boolβfalse : if false thenu else v = v

Bool[] : Bool[ν] = Bool

true[] : true[ν] = true

false[] : false[ν] = false

if[] : (if t thenu else v)[ν] = if t[ν] thenu[ν] else v[ν]

Propositions:

Propi : Tyi+1 Γ

a : TmΓ Propi
a : Tyi Γ

u : TmΓ a v : TmΓ a

irra : u = v

A : Tyi Γ b : Tm (Γ , x :A) Propj

π(x :A).b : TmΓ Propitj

t : Tm (Γ , x :A) b

λx.t : TmΓ π(x :A).b

t : TmΓ π(x :A).b

t@x : Tm (Γ , x :A) b

a : TmΓ Propi b : Tm (Γ , x : a) Propj

σ(x : a).b : TmΓ Propitj

u : TmΓ a v : TmΓ b[x 7→u]

(u , v) : TmΓ σ(x : a).b

t : TmΓ σ(x : a).b

pr0 t : TmΓ a

t : TmΓ σ(x : a).b

pr1 t : TmΓ a[x 7→ pr0 t]

> : TmΓ Prop0 tt : TmΓ > ⊥ : TmΓ Prop0

C : Tyi Γ t : TmΓ ⊥
exfalso t : TmΓ C

Prop[] : Propi[ν] = Propi

[] : a[ν] = a[ν]

π[] : (π(x :A).b)[ν] = π(x :A[ν]).b[ν]

σ[] : (σ(x : a).b)[ν] = σ(x : a[ν]).b[ν]

[] : (u , v)[ν] = (u[ν] , v[ν])

>[] : >[ν] = >
⊥[] : ⊥[ν] = ⊥
exfalso[] : (exfalso t)[ν] = exfalso (t[ν])
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B Complete implementation of the setoid translation

B.1 Specification

Γ : Coni

|Γ | : Coni
Γ∼ : SubΩ |Γ | → SubΩ |Γ | → TmΩ Propi
Γ∼[] : (Γ∼ ρ0 ρ1)[ν] = Γ∼ (ρ0 ◦ ν) (ρ1 ◦ ν)
RΓ : (ρ : SubΩ |Γ |)→ TmΩ Γ∼ ρ ρ
SΓ : TmΩ Γ∼ ρ0 ρ1 → TmΩ Γ∼ ρ1 ρ0
TΓ : TmΩ Γ∼ ρ0 ρ1 → TmΩ Γ∼ ρ1 ρ2 → TmΩ Γ∼ ρ0 ρ2

A : Tyj Γ

|A| : Tyj |Γ |
A∼ : TmΩ Γ∼ ρ0 ρ1 → TmΩ (|A|[ρ0])→ TmΩ (|A|[ρ1])→ TmΩ Propj
A∼[] : (A∼ ρ01 t0 t1)[ν] = A∼ (ρ01[ν]) (t0[ν]) (t1[ν])
RA : (t : TmΩ (|A|[ρ]))→ TmΩA∼ (RΓ ρ) t t

SA : TmΩA∼ ρ01 t0 t1 → TmΩA∼ (SΓ ρ01) t1 t0
TA : TmΩA∼ ρ01 t0 t1 → TmΩA∼ ρ12 t1 t2 → TmΩA∼ (TΓ ρ01 ρ12) t0 t2
coeA : TmΩ Γ∼ ρ0 ρ1 → TmΩ (|A|[ρ0])→ TmΩ (|A|[ρ1])
coe[]A : (coeA ρ01 t0)[ν] = coeA (ρ01[ν]) (t0[ν])
cohA : (ρ01 : TmΩ Γ∼ ρ0 ρ1)(t0 : TmΩ (|A|[ρ0]))→

TmΩA∼ ρ01 t0 (coeA ρ01 t0)

δ : SubΓ ∆

|δ| : Sub |Γ | |∆|
δ∼ : TmΩ Γ∼ ρ0 ρ1 → TmΩ∆∼ (|δ| ◦ ρ0) (|δ| ◦ ρ1)

t : TmΓ A

|t| : Tm |Γ | |A|
t∼ : (ρ01 : TmΩ Γ∼ ρ0 ρ1)→ TmΩA∼ ρ01 (|t|[ρ0]) (|t|[ρ1])

Abbreviations The operations coe∗ and coh∗ are the counterparts of coe∗

and coh∗ in the symmetric direction. The two T3 operations are “three steps”
transitivity.

coe∗A (ρ01 : TmΩ Γ∼ ρ0 ρ1)(t1 : TmΩ (|A|[ρ1])) : TmΩ (|A|[ρ0])

:= coeA (SΓ ρ01) t1

coh∗A (ρ01 : TmΩ Γ∼ ρ0 ρ1)(t1 : TmΩ (|A|[ρ1])) : TmΩA∼ ρ01 (coe∗A ρ01 t1) t1

:= SA
(
cohA (SΓ ρ01) t1

)
T3

Γ (ρ01 : TmΩ Γ∼ ρ0 ρ1)(ρ12 : TmΩ Γ∼ ρ1 ρ2)(ρ12 : TmΩ Γ∼ ρ2 ρ3)

: TmΩ Γ∼ ρ0 ρ3 := TΓ ρ01 (TΓ ρ12 ρ23)

T3
A (t01 : TmΩA∼ ρ01 t0 t1)(t12 : TmΩA∼ ρ12 t1 t2)(t23 : TmΩA∼ ρ23 t2 t3)

: TmΩA∼ (T3
Γ ρ01 ρ12 ρ23) t0 t3 := TA t01 (TA t12 t23)
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B.2 Implementation

We implement this specification by listing what the different components of
MLTTProp are mapped to. We follow the order of the presentation of MLTTProp

in Section 2.
The |– | part of the model is almost the same as the identity translation

(variant 3 in Section 3.1). The only difference is for Π types which are interpreted
by a subset of all Π types: they need to also respect the relation.

Substitution calculus The |– |, –∼, R– , etc. components can be given one
after the other as there is no interdependency for the substitution calculus. For
the substitution calculus, |– | is the same as the set interpretation, –∼ is the
same as in the graph model.

Set (identity) interpretation for the substitution calculus.

|·| := ·
|Γ , x :A| := |Γ | , x : |A|
|A[δ]| := |A|[|δ|]
|idΓ | := id|Γ |

|δ ◦ ν| := |δ| ◦ |ν|
|εΓ | := εΓ

|(δ , x 7→ t)| := (|δ| , x 7→ |t|)
|δ| := |δ|
|x[δ]| := x[|δ|]
|t[δ]| := |t|[|δ|]

|[id]| : |A[id]| = |A|[id]
[id]
= |A|

|[◦]| : |A[δ ◦ ν]| = |A|[|δ| ◦ |ν|] [◦]
= |A|[|δ|][|ν|] = |A[δ][ν]|

|id◦| : |id ◦ δ| = id ◦ |δ| id◦= |δ|

|◦id| : |δ ◦ id| = |δ| ◦ id
◦id
= |δ|

|◦◦| : |(δ ◦ ν) ◦ τ | = (|δ| ◦ |ν|) ◦ |τ | ◦◦= |δ| ◦ (|ν| ◦ |τ |) = |δ ◦ (ν ◦ τ)|

|εη| : (|δ| : Sub |Γ | |·|) = (|δ| : Sub |Γ | ·) εη= ε = |ε|

|, β0| : |(δ , x 7→ t)| = (|δ| , x 7→ |t|) ,β0
= |δ|

|, β1| : |x[(δ , x 7→ t)]| = x[(|δ| , x 7→ |t|)] ,β1
= |t|

|, η| : |(δ , x 7→x[δ])| = (|δ| , x 7→x[|δ|]) ,η= |δ|

|, ◦| : |(δ , x 7→ t) ◦ ν| = (|δ| , x 7→ |t|) ◦ |ν| ,◦= (|δ| ◦ |ν| , x 7→ |t|[|ν|]) =

|(δ ◦ ν , x 7→ t[ν])|

Note that |δ| := |δ| means that implicit weakening inside |– | was interpreted by
implicit weakening outside the |– | operation.
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Logical predicates.

·∼ ε ε := >
(Γ , x :A)∼ (ρ0 , x 7→ t0) (ρ1 , x 7→ t1) := σ(ρ01 :Γ∼ ρ0 ρ1).A∼ ρ01 t0 t1

(A[δ])∼ ρ01 t0 t1 := A∼ (δ∼ ρ01) t0 t1

idΓ
∼ ρ01 := ρ01

(δ ◦ ν)∼ ρ01 := δ∼ (ν∼ ρ01)

ε∼ ρ01 := tt

(δ , x 7→ t)∼ ρ01 := (δ∼ ρ01 , t
∼ ρ01)

δ∼ ρ01 := pr0 (δ∼ ρ01)

(x[δ])∼ ρ01 := pr1 (δ∼ ρ01)

(t[δ])∼ ρ01 := t∼ (δ∼ ρ01)

[id]∼ : (A[id])∼ ρ01 t0 t1 = A∼ (id∼ ρ01) t0 t1 = A∼ ρ01 t0 t1

[◦]∼ : (A[δ ◦ ν])∼ ρ01 t0 t1 = A∼ ((δ ◦ ν)∼ ρ01) t0 t1 =

A∼ (δ∼ (ν∼ ρ01)) t0 t1 = (A[δ][ν])∼ ρ01 t0 t1

id◦∼ : (id ◦ δ)∼ ρ01
irr
= δ∼ ρ01

◦id∼ : (δ ◦ id)∼ ρ01
irr
= δ∼ ρ01

◦◦∼ : ((δ ◦ ν) ◦ τ)∼ ρ01
irr
= (δ ◦ (ν ◦ τ))∼ ρ01

εη∼ : δ∼ ρ01
irr
= ε∼ ρ01

, β0
∼ : (δ , x 7→ t)∼ ρ01

irr
= δ∼ ρ01

, β1
∼ : (x[(δ , x 7→ t)])∼ ρ01

irr
= t∼ ρ01

, η∼ : (δ , x 7→x[δ])∼ ρ01
irr
= δ∼ ρ01

, ◦∼ : ((δ , x 7→ t) ◦ ν)∼ ρ01
irr
= (δ ◦ ν , x 7→ t[ν])∼ ρ01

Substitution laws for logical predicates.

·∼[] : (·∼ ε ε)[ν] = >[ν]
>[]
= > = ·∼ (ε[ν]) (ε[ν])

(Γ , x :A)∼[] :
(
(Γ , x :A)∼ (ρ0 , x 7→ t0) (ρ1 , x 7→ t1)

)
[ν] =

σ(ρ01 :(Γ∼ ρ0 ρ1)[ν]).(A∼ ρ01 t0 t1)[ν]
Γ∼[],A∼[]

=

σ(ρ01 :Γ∼ (ρ0 ◦ ν) (ρ1 ◦ ν)).A∼ (ρ01[ν]) (t0[ν]) (t1[ν]) =

(Γ , x :A)∼ (ρ0 ◦ ν , x 7→ t0[ν]) (ρ1 ◦ ν , x 7→ t1[ν])
,◦
=

(Γ , x :A)∼ ((ρ0 , x 7→ t0) ◦ ν) ((ρ1 , x 7→ t1) ◦ ν)

(A[δ])∼[] : ((A[δ])∼ ρ01 t0 t1)[ν] = (A∼ (δ∼ ρ01) t0 t1)[ν]
A∼[]
=

A∼ ((δ∼ ρ01)[ν]) (t0[ν]) (t1[ν])
irr
=

A∼ (δ∼ (ρ01[ν])) (t0[ν]) (t1[ν]) =
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(A[δ])∼ (ρ01[ν]) (t0[ν]) (t1[ν])

Reflexivity, symmetry and transitivity.

R· ε := tt

RΓ , x :A (ρ , x 7→ t) := (RΓ ρ ,RA t)

RA[δ] t := RA t

R[id] : RA[id] t = RA t

R[◦] : RA[δ◦ν] t = RA t = RA[δ][ν] t

S· tt := tt

SΓ , x :A (ρ01 , t01) := (SΓ ρ01 ,SA t01)

SA[δ] t01 := SA t01

S[id] : SA[id] t01 = SA t01

S[◦] : SA[δ◦ν] t01 = SA t01 = SA[δ][ν] t01

T· tt tt := tt

TΓ , x :A (ρ01 , t01) (ρ12 , t12) := (TΓ ρ01 ρ12 ,TA t01 t12)

TA[δ] t01 t12 := TA t01 t12

T[id] : TA[id] t01 t12 = TA t01 t12

T[◦] : TA[δ◦ν] t01 t12 = TA t01 t12 = TA[δ][ν] t01 t12

Coercion and coherence.

coeA[δ] ρ01 t0 := coeA (δ∼ ρ01) t0

coe[id] : coeA[id] ρ01 t0 = coeA (id∼ ρ01) t0 = coeA ρ01 t0

coe[◦] : coeA[δ◦ν] ρ01 t0 = coeA (δ∼ (ν∼ ρ01)) t0 = coeA[δ][ν] ρ01 t0

coe[]A[δ] : (coeA[δ] ρ01 t0)[ν] = (coeA (δ∼ ρ01) t0)[ν]
coe[]A=

coeA ((δ∼ ρ01)[ν]) (t0[ν])
irr
= coeA (δ∼ (ρ01[ν])) (t0[ν]) = coeA[]

cohA[δ] ρ01 t0 := cohA (δ∼ ρ01) t0

coh[id] : cohA[id] ρ01 t0
irr
= cohA ρ01 t0

coh[◦] : cohA[δ◦ν] ρ01 t0
irr
= cohA[δ][ν] ρ01 t0

Π

|Π(x :A).B| := Σ(f :Π(x : |A|).|B|).π(x0 : |A|).π(x1 : |A|).
π(x01 :A∼ (RΓ id)x0 x1).B∼ (RΓ id , x01) (f @x0) (f @x1)

(Π(x :A).B)∼ ρ01 t0 t1 := π(x0 : |A|[ρ0]).π(x1 : |A|[ρ1]).π(x01 :A∼ ρ01 x0 x1).

B∼ (ρ01 , x01) (pr0 t0 @x0) (pr0 t1 @x1)

(Π(x :A).B)∼[] :
(
(Π(x :A).B)∼ ρ01 t0 t1

)
[ν] =
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π(x0 :A[ρ0 ◦ ν]).π(x1 :A[ρ1 ◦ ν]).π(x01 :A∼ (ρ01[ν])x0 x1).

B∼ (ρ01[ν] , x01) (pr0 (t0[ν]) @x0) (pr0 (t1[ν]) @x1) =

(Π(x :A).B)∼ (ρ01[ν]) (t0[ν]) (t1[ν])

RΠ(x :A).B t := pr1 t

SΠ(x :A).B t01 := λx0 x1 x01.SB (t01 @x1 @x0 @ SA x01)

TΠ(x :A).B t01 t12 :=

λx0 x2 x02.TB (t01 @x0 @ coeA ρ01 x0 @ cohA ρ01 x0)(
t12 @ coeA ρ01 x0 @x2 @ TA (SA (cohA ρ01 x0))x02

)
coeΠ(x :A).B ρ01 t0 :=

(
λx1.coeB (ρ01 , coh∗A ρ01 x1) (pr0 t0 @ coe∗A ρ01 x1) ,

λx1 x2 x12.
(

T3
B

(
SB

(
cohB (ρ01 , x10) (pr0 t0 @x0)

))
(
pr1 t0 @x0 @x3 @ T3

A (SA x10)x12 x23
)

(
cohB (ρ01 , x23) (pr0 t0 @x3)

))
[x0 7→ coe∗A ρ01 x1 , x10 7→ coh∗A ρ01 x1,

x3 7→ coe∗A ρ01 x2 , x23 7→ coh∗A ρ01 x2]

)
coe[]Π(x :A).B :

(coeΠ(x :A).B ρ01 t0)[ν] =(
λx1.(coeB (ρ01 , coh∗A ρ01 x1) (pr0 t0 @ coe∗A ρ01 x1))[ν] , . . .

) coe[]B=(
λx1.coeB (ρ01[ν] ,(coh∗A ρ01 x1)[ν]) (pr0 (t0[ν]) @ (coe∗A ρ01 x1)[ν]) , . . .

) coe[]A=(
λx1.coeB (ρ01[ν] ,(coh∗A (ρ01[ν])x1)) (pr0 (t0[ν]) @ coe∗A (ρ01[ν])x1), . . .

) irr
=

coeΠ(x :A).B (ρ01[ν]) (t0[ν])

cohΠ(x :A).B ρ01 t0 :=

λx0 x1 x01.TB
(
pr1 t0 @x0 @ coe∗A ρ01 x1 @ TA x01 (SA (coh∗A ρ01 x1))

)(
cohB (ρ01 , coh∗A ρ01 x1) (pr0 t0 @ coe∗A ρ01 x1)

)
|λx.t| := (λx.|t|, λx0 x1 x01.t∼ (RΓ id , x01))

(λx.t)∼ ρ01 := λx0 x1 x01.t
∼ (ρ01 , x01)

|t@x| := pr0 |t|@x
(t@x)∼ (ρ01 , x01) := t∼ ρ01 @x0 @x1 @x01

|Πβ| : |(λx.t) @x| = pr0 |λx.t|@x = (λx.|t|) @x
Πβ
= |t|

|Πη| : |λx.t@x| =
(
λx.|t@x| , λx0 x1 x01.(t@x)∼ (RΓ id , x01)

)
=(

λx.pr0 |t|@x , λx0 x1 x01.t∼ (RΓ id) @x0 @x1 @x01
) Πη

=

(pr0 |t| , t∼ (RΓ id))
irr
= (pr0 |t| , pr1 |t|)

Ση
= |t|
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Πβ∼ : ((λx.t) @x)∼ ρ01
irr
= t∼ ρ01

Πη∼ : (λx.t@x)∼ ρ01
irr
= t∼ ρ01

|Π[]| :

|(Π(x :A).B)[ν]| = |Π(x :A).B|[|ν|] Π[],π[],A∼[],B∼[]
=

Σ(f :Π(x : |A|[|ν|]).|B|[|ν|]).π(x0 : |A|[|ν|]).π(x1 : |A|[|ν|]).

π(x01 :A∼ ((RΓ id)[|ν|])x0 x1).B∼ ((RΓ id)[|ν|] , x01) (f @x0) (f @x1)
irr
=

|Π(x :A[ν]).B[ν]|
Π[]
∼

:

((Π(x :A).B)[ν])∼ ρ01 t0 t1 = (Π(x :A).B)∼ (ν∼ ρ01) t0 t1 =

π(x0 :A[ν ◦ ρ0]).π(x1 :A[ν ◦ ρ1]).π(x01 :A∼ (ν∼ ρ01)x0 x1).

B∼ (ν∼ ρ01 , x01) (pr0 t0 @x0) (pr0 t1 @x1) = (Π(x :A[ν]).B[ν])∼ ρ01 t0 t1

RΠ[] : R(Π(x :A).B)[ν] t
irr
= RΠ(x :A[ν]).B[ν] t

SΠ[] : S(Π(x :A).B)[ν] t01
irr
= SΠ(x :A[ν]).B[ν] t01

TΠ[] : T(Π(x :A).B)[ν] t01 t12
irr
= TΠ(x :A[ν]).B[ν] t01 t12

coeΠ[] :

coe(Π(x :A).B)[ν] ρ01 t0 = coeΠ(x :A).B (ν∼ ρ01) t0 =(
λx1.coeB (ν∼ ρ01 , coh∗A (ν∼ ρ01)x1) (pr0 t0 @ coe∗A (ν∼ ρ01)x1) , . . .

) irr
=(

λx1.coeB[ν] (ρ01 , coh∗A[ν] ρ01 x1) (pr0 t0 @ coe∗A[ν] ρ01 x1) , . . .
)

=

coeΠ(x :A[ν]).B[ν] ρ01 t0

cohΠ[] : coh(Π(x :A).B)[ν] ρ01 t0
irr
= cohΠ(x :A[ν]).B[ν] ρ01 t0

|λ[]| : |(λx.t)[ν]| = |λx.t|[|ν|] λ[]= λx.|t|[|ν|] = |λx.t[ν]|

λ[]
∼

: ((λx.t)[ν])∼ ρ01
irr
= (λx.t[ν])∼ ρ01

Σ

|Σ(x :A).B| := Σ(x : |A|).|B|
(Σ(x :A).B)∼ ρ01 (u0 , v0) (u1 , v1) := σ(x01 :A∼ ρ01 u0 u1).B∼ (ρ01 , x01) v0 v1

(Σ(x :A).B)∼[] :(
(Σ(x :A).B)∼ ρ01 (u0 , v0) (u1 , v1)

)
[ν] =

σ(x01 :(A∼ ρ01 u0 u1)[ν]).(B∼ (ρ01 , x01) v0 v1)[ν]
A∼[],B∼[]

=

σ(x01 :A∼ (ρ01[ν]) (u0[ν]) (u1[ν])).B∼ (ρ01[ν] , x01) (v0[ν]) (v1[ν]) =

(Σ(x :A).B)∼ (ρ01[ν]) ((u0 , v0)[ν]) ((u1 , v1)[ν])

RΣ(x :A).B (u , v) := (RA u ,RB v)

SΣ(x :A).B (u01 , v01) := (SA u01 ,SB v01)
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TΣ(x :A).B (u01 , v01) (u12 , v12) := (TA u01 u12 ,TmB v01 v12)

coeΣ(x :A).B ρ01 (u0 , v0) := (coeA ρ01 u0 , coeB (ρ01 , cohA ρ01 u0) v0)

coe[]Σ(x :A).B :(
coeΣ(x :A).B ρ01 (u0 , v0)

)
[ν] =(

(coeA ρ01 u0)[ν] ,(coeB (ρ01 , cohA ρ01 u0) v0)[ν]
) coe[]A,coe[]B=(

coeA (ρ01[ν]) (u0[ν]) , coeB (ρ01[ν] , cohA (ρ01[ν]) (u0[ν])) (v0[ν])
)

=

coeΣ(x :A).B (ρ01[ν]) ((u0 , v0)[ν])

cohΣ(x :A).B ρ01 (u0 , v0) := (cohA ρ01 u0 , cohB (ρ01 , cohA ρ01 u0) v0)

|(u , v)| := (|u| , |v|)
(u , v)∼ ρ01 := (u∼ ρ01 , v

∼ ρ01)

|pr0 t| := pr0 |t|
(pr0 t)

∼ ρ01 := pr0 (t∼ ρ01)

|pr1 t| := pr1 |t|
(pr1 t)

∼ ρ01 := pr1 (t∼ ρ01)

|Σβ0| : |pr0 (u , v)| = pr0 (|u| , |v|) Σβ0= |u|

Σβ0
∼ : (pr0 (u , v))∼ ρ01

irr
= u∼ ρ01

|Σβ1| : |pr1 (u , v)| = pr1 (|u| , |v|) Σβ1= |v|

Σβ1
∼ : (pr1 (u , v))∼ ρ01

irr
= v∼ ρ01

|Ση| : |(pr0 t , pr1 t)| = (pr0 |t| , pr1 |t|)
Ση
= |t|

Ση∼ : (pr0 t , pr1 t)
∼ ρ01

irr
= t∼ ρ01

|Σ[]| : |(Σ(x :A).B)[ν]| = |Σ(x :A).B|[|ν|] Σ[]
=

Σ(x : |A|[|ν|]).|B|[|ν|] = |Σ(x :A[ν]).B[ν]|
Σ[]
∼

: ((Σ(x :A).B)[ν])∼ ρ01 (u0 , v0) (u1 , v1) =

(Σ(x :A).B)∼ (ν∼ ρ01) (u0 , v0) (u1 , v1) =

σ(x01 :A∼ (ν∼ ρ01)u0 u1).B∼ (ν∼ ρ01 , x01) v0 v1 =

(Σ(x :A[ν]).B[ν])∼ ρ01 (u0 , v0) (u1 , v1)

RΣ[] : R(Σ(x :A).B)[ν] t
irr
= RΣ(x :A[ν]).B[ν] t

SΣ[] : S(Σ(x :A).B)[ν] t01
irr
= SΣ(x :A[ν]).B[ν] t01

TΣ[] : T(Σ(x :A).B)[ν] t01 t12
irr
= TΣ(x :A[ν]).B[ν] t01 t12

coeΣ[] : coe(Σ(x :A).B)[ν] ρ01 (u0 , v0) =

coeΣ(x :A).B (ν∼ ρ01) (u0 , v0) =(
coeA (ν∼ ρ01)u0 , coeB (ν∼ ρ01 , cohA (ν∼ ρ01)u0) v0

)
=(

coeA[ν] ρ01 u0 , coeB[ν] (ρ01 , cohA[ν] ρ01 u0) v0
)

=
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coeΣ(x :A[ν]).B[ν] ρ01 (u0 , v0)

cohΣ[] : coh(Σ(x :A).B)[ν] ρ01 t0
irr
= cohΣ(x :A[ν]).B[ν] ρ01 t0

|, []| : |(u , v)[ν]| = |(u , v)|[|ν|] = (|u| , |v|)[|ν|] ,[]=

(|u|[|ν|] , |v|[|ν|]) = |(u[ν] , v[ν])|

, []
∼

: ((u , v)[ν])∼ ρ01
irr
= (u[ν] , v[ν])∼ ρ01

Bool

|Bool| := Bool

Bool∼ ρ01 t0 t1 := if t0 then (if t1 then> else⊥) else (if t1 then⊥ else>)

Bool∼[] :

(Bool∼ ρ01 t0 t1)[ν] =

if t0[ν] then (if t1[ν] then> else⊥) else (if t1[ν] then⊥ else>) =

Bool∼ (ρ01[ν]) (t0[ν]) (t1[ν])

RBool t := if t then tt else tt

SBool t01 := if t0 then (if t1 then tt else exfalso t01)

else (if t1 then exfalso t01 else tt)

TBool t01 t12 := if t0 then
(
if t1 then (if t2 then tt else exfalso t12) else exfalso t01

)
else

(
if t1 then exfalso t01 else (if t2 then exfalso t12 else tt)

)
coeBool ρ01 t0 := t0

coe[]Bool : (coeBool ρ01 t0)[ν] = t0[ν] = coeBool ρ01 (t0[ν])

cohBool ρ01 t0 := if t0 then tt else tt

|true| := true

true∼ ρ01 := tt

|false| := false

false∼ ρ01 := tt

|if t thenu else v| := if |t| then |u| else |v|
(if t thenu else v)∼ ρ01 := if t[ρ0] then (if t[ρ1] thenu∼ ρ01 else exfalso (u∼ ρ01))

else (if t[ρ1] then exfalso (v∼ ρ01) else v∼ ρ01)

|Boolβtrue| : |if true thenu else v| = if true then |u| else |v| Boolβtrue= |u|

|Boolβfalse| : |if false thenu else v| = if false then |u| else |v| Boolβfalse= |v|

|Bool[]| : |Bool[ν]| = |Bool|[|ν|] Bool[]
= Bool = |Bool|

Bool[]∼ : (Bool[ν])∼ ρ01 t0 t1 = Bool∼ (ν∼ ρ01) t0 t1 =

if t0 then (if t1 then> else⊥) else (if t1 then⊥ else>) =

Bool∼ ρ01 t0 t1
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RBool[] : RBool[ν] t
irr
= RBool t

SBool[] : SBool[ν] t01
irr
= SBool t01

TBool[] : TBool[ν] t01 t12
irr
= TBool t01 t12

coeBool[] : coeBool[ν] ρ01 t0 = coeBool (ν
∼ ρ01) t0 = t0 = coeBool ρ01 t0

cohBool[] : cohBool[ν] ρ01 t0
irr
= cohBool ρ01 t0

|true[]| : |true[ν]| = true[|ν|] true[]
= true = |true|

true[]
∼

: (true[ν])∼ ρ01
irr
= true∼ ρ01

|false[]| : |false[ν]| = false[|ν|] false[]
= false = |false|

false[]
∼

: (false[ν])∼ ρ01
irr
= false∼ ρ01

|if[]| : |(if t thenu else v)[ν]| = (if |t| then |u| else |v|)[|ν|] if[]
=

if |t|[|ν|]| then |u|[|ν|] else |v|[|ν|] = |if t[ν] thenu[ν] else v[ν]|

if[]∼ : ((if t thenu else v)[ν])∼ ρ01
irr
= (if t[ν] thenu[ν] else v[ν])∼ ρ01

Prop

|Propi| := Propi

Propi
∼ ρ01 a0 a1 := (a0⇒ a1)× (a1⇒ a0)

Propi
∼[] : (Propi

∼ ρ01 a0 a1)[ν]
π[],σ[],[]

=

(a0[ν]⇒ a1[ν])× (a1[ν]⇒ a0[ν]) =

Propi
∼ (ρ01[ν]) (a0[ν]) (a1[ν])

RPropi a := (λx.x , λx.x)

SPropi (a01 , a10) := (a10 , a01)

TPropi (a01 , a10) (a12 , a21) := (λx0.a12 @ (a01 @x0) , λx2.a10 @ (a21 @x2))

coePropi ρ01 a0 := a0

coe[]Propi : (coePropi ρ01 a0)[ν] = a0[ν] = coePropi ρ01 (a0[ν])

cohPropi ρ01 a0 := (λx.x , λx.x)

|a| := |a|
a∼ ρ01 t0 t1 := >

a∼[] : (a∼ ρ01 t0 t1)[ν] = >[ν]
>[]
= > = a∼ (ρ01[ν]) (t0[ν]) (t1[ν])

Ra t := tt

Sa t01 := tt

Ta t01 t12 := tt

coea ρ01 t0 := pr0 (a∼ ρ01) @ t0
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coe[]a : (coea ρ01 t0)[ν] = pr0 ((a∼ ρ01)[ν]) @ t0[ν]
irr
=

pr0 (a∼ (ρ01[ν])) @ t0[ν] = coea (ρ01[ν]) (t0[ν])

coha ρ01 t0 := tt

|irra| : |u : TmΓ a| = (|u| : Tm |Γ | |a|)
irr|a|
= (|v| : Tm |Γ | |a|) =

|v : TmΓ a|
|π(x :A).b| := π(x : |A|).|b|
(π(x :A).b)∼ ρ01 :=

(
λf0 x1.pr0 (b∼ (ρ01 , coh∗A ρ01 x1)) @ (f0 @ coe∗A ρ01 x1) ,

λf1 x0.pr1 (b∼ (ρ01 , cohA ρ01 x0)) @ (f1 @ coeA ρ01 x0)
)

|λx.t| := λx.|t|
(λx.t)∼ ρ01 := tt

|t@x| := |t|@x
(t@x)∼ ρ01 := tt

|σ(x : a).b| := σ(x : |a|).|b|
(σ(x : a).b)∼ ρ01 :=

(
λz0.(pr0 (a∼ ρ01) @ pr0 z0 , pr0 (b∼ (ρ01 , tt)) @ pr1 z0),

λz1.(pr1 (a∼ ρ01) @ pr0 z1 , pr1 (b∼ (ρ01 , tt)) @ pr1 z1)
)

|(u , v)| := (|u| , |v|)
(u , v)∼ ρ01 := tt

|pr0 t| := pr0 |t|
(pr0 t)

∼ ρ01 := tt

|pr1 t| := pr1 |t|
(pr1 t)

∼ ρ01 := tt

|>| := >
>∼ ρ01 := (λx.x , λx.x)

|tt| := tt

tt∼ ρ01 := tt

|⊥| := ⊥
⊥∼ ρ01 := (λx.x , λx.x)

|exfalso t| := exfalso |t|
(exfalso t)∼ ρ01 := exfalso (|t|[ρ0])

|Prop[]| : |Prop[ν]| = |Prop|[|ν|] Prop[]
= Prop = |Prop|

Prop[]
∼

: (Prop[ν])∼ ρ01 a0 a1 = Prop∼ (ν∼ ρ01) a0 a1 =

(a0⇒ a1)× (a1⇒ a0) = Prop∼ ρ01 a0 a1

RProp[] : RProp[ν] a
irr
= RProp a

SProp[] : SProp[ν] a01
irr
= SProp a01
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TProp[] : TProp[ν] a01 a12
irr
= TProp a01 a12

coeProp[] : coeProp[ν] ρ01 a0 = coeProp (ν∼ ρ01) a0 = a0 = coeProp ρ01 a0

cohProp[] : cohProp[ν] ρ01 a0
irr
= cohProp ρ01 a0

|[]| : |a[ν]| = |a|[|ν|] a[]= |a|[|ν|] = |a[ν]|
[]
∼

: (a[ν])∼ ρ01 a0 a1 = a∼ (ν∼ ρ01) a0 a1 = > = a[ν]∼ ρ01 a0 a1

R[] : Ra[ν] t
irr
= Ra[ν] t

S[] : Sa[ν] t01
irr
= Sa[ν] t01

T[] : Ta[ν] t01 t12
irr
= Ta[ν] t01 t12

coe[] : coea[ν] ρ01 t0 = coea (ν∼ ρ01) t0 = pr0 (a∼ (ν∼ ρ01)) @ t0 =

pr0 ((a[ν])∼ ρ01) @ t0 = coea[ν] ρ01 t0

coh[] : coha[ν] ρ01 t0
irr
= coha[ν] ρ01 t0

|π[]| : |(π(x :A).b)[ν]| = (π(x : |A|).|b|)[|ν|] π[]=

π(x : |A|[|ν|]).|b|[|ν|] = |π(x :A[ν]).b[ν]|

π[]
∼

: ((π(x :A).b)[ν])∼ ρ01
irr
= (π(x :A[ν]).b[ν])∼ ρ01

|σ[]| : |(σ(x : a).b)[ν]| = (σ(x : |a|).|b|)[|ν|] σ[]=

σ(x : |a|[|ν|]).|b|[|ν|] = |σ(x : a[ν]).b[ν]|

σ[]
∼

: ((σ(x : a).b)[ν])∼ ρ01
irr
= (σ(x : a[ν]).b[ν])∼ ρ01

|>[]| : |>[ν]| = |>|[|ν|] >[]= > = |>|
>[]
∼

: (>[ν])∼ ρ01 = >∼ (ν∼ ρ01) = (λx.x, λx.x) = >∼ ρ01

|⊥[]| : |⊥[ν]| = |⊥|[|ν|] ⊥[]= ⊥ = |⊥|
⊥[]
∼

: (⊥[ν])∼ ρ01 = ⊥∼ (ν∼ ρ01) = (λx.x , λx.x) = ⊥∼ ρ01

|exfalso[]| : |(exfalso t)[ν]| = (exfalso |t|)[|ν|] exfalso[]
= exfalso (|t|[|ν|]) =

|exfalso (t[ν])|
exfalso[]

∼
: ((exfalso t)[ν])∼ ρ01 = (exfalso t)∼ (ν∼ ρ01) =

exfalso (|t|[|ν| ◦ ρ0]) =

exfalso (|t[ν]|[ρ0]) = (exfalso (t[ν])∼ ρ01

B.3 Extensions

Identity type

|IdA u v| := A∼ (RΓ id) |u| |v|
(IdA t0 t1)∼ ρ01 :=

(
λx01.T

3
A (SA (t0

∼ ρ01))x01 (t1
∼ ρ01) ,
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λx01.T
3
A (t0

∼ ρ01)x01 (SA (t1
∼ ρ01))

)
|reflu| := RA |u|
reflt

∼ ρ01 := tt

|transportx.P e t| := coeP (RΓ id , |e|) |t|
(transportx.P e t)

∼ ρ01 := T3
P

(
SP (cohP ((RΓ Id , |e|)[ρ0]) (|t|[ρ0]))

)
(t∼ ρ01)(

cohP ((RΓ Id , |e|)[ρ1]) (|t|[ρ1])
)

|Idβ| := SP [x 7→ |u|]
(
cohP (RΓ id ,RA |u|) |t|

)
(Idβ t)∼ ρ01 := tt

|funext e| := λx0 x1 x01.TB (|e|@x0) (t1
∼ (RΓ id) @x0 @x1 @x01)

(funext e)∼ ρ01 := tt

|propext t| := |t|
(propext t)∼ ρ01 := tt

|Id[]| : |(IdA u v)[ν]| = (A∼ (RΓ id) |u| |v|)[|ν|] A
∼[]

=

A∼ ((RΓ id)[|ν|]) (|u|[|ν|]) (|v|[|ν|]) irr
=

A∼ (ν∼ (RΘ id)) (|u|[|ν|]) (|v|[|ν|]) =

(A[ν])∼ (RΘ id) (|u|[|ν|]) (|v|[|ν|]) = |IdA[ν] (u[ν]) (v[ν])|

Id[]
∼

: ((IdA u v)[ν])∼ ρ01
irr
= (IdA[ν] (u[ν]) (v[ν]))∼ ρ01

|transport[]| : |(transportx.P e t)[ν]| = (coeP (RΓ id , |e|) |t|)[|ν|] coe[]P
=

coeP ((RΓ id , |e|)[|ν|]) (|t|[|ν|]) irr
=

coeP (ν∼ (RΘ id) , |e|[|ν|]) (|t|[|ν|]) =

coeP [ν] (RΘ id , |e|[|ν|]) (|t|[|ν|]) =

|transportx.P [ν] (e[ν]) (t[ν])|

transport[]∼ : ((transportx.P e t)[ν])∼ ρ01
irr
= (transportx.P [ν] (e[ν]) (t[ν]))∼ ρ01

Definitional computation rule

coeRA[δ] ρ t : coeA[δ] (RΓ ρ) t = coeA (δ∼ (RΓ ρ)) t
irr
=

coeA (R∆ (|δ| ◦ ρ)) t
coeRA (|δ|◦ρ) t

= t

coeRΠ(x :A).B ρ t :

coeΠ(x :A).B (RΓ ρ) t =(
λx.coeB (RΓ ρ , coh∗A (RΓ ρ)x) (pr0 t@ coe∗A (RΓ ρ)x) , . . .

)
=(

λx.coeB (RΓ ρ ,SA (cohA (SΓ (RΓ ρ))x)) (pr0 t@ coeA (SΓ (RΓ ρ))x) , . . .
) irr

=(
λx.coeB (RΓ ρ ,SA (cohA (RΓ ρ)x)) (pr0 t@ coeA (RΓ ρ)x) , . . .

) coeRA ρ x
=(

λx.coeB (RΓ ρ ,SA (cohA (RΓ ρ)x)) (pr0 t@x) , . . .
) irr

=
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(
λx.coeB (RΓ , x :A (ρ , x 7→x)) (pr0 t@x) , . . .

) coeRB (ρ , x 7→ x) (pr0 t@ x)
=(

λx.pr0 t@x , . . .
) Πη

= (pr0 t , . . . )
irr
= (pr0 t , . . . ) = t

coeRΣ(x :A).B ρ (u , v) : coeΣ(x :A).B (RΓ ρ) (u , v) =

(coeA (RΓ ρ)u , coeB (RΓ ρ , cohA (RΓ ρ)u) v)
coeRA ρ u

=

(u , coeB (RΓ ρ , cohA (RΓ ρ)u) v)
irr
=

(u , coeB (RΓ , x :A (ρ , x 7→u)) v)
coeRB (ρ , x 7→u) v

= (u , v)

coeRBool ρ t : coeBool (RΓ ρ) t = t

coeRProp ρ a : coeProp (RΓ ρ) a = a

coeRa ρ t : coea (RΓ ρ) t = pr0 (a∼ (RΓ ρ)) @ t
irra[ρ]

= t

C Justification of the rules of setoid type theory

The setoid model justifies all the extra rules of setoid type theory. As all the
new syntactic components are terms, we have to implement the |– | and the –∼

operations for terms as specified in Section 4.2. Most components are modelled
by their black counterparts.

|Γ∼ ρ0 ρ1| := Γ∼ |ρ0| |ρ1|
(Γ∼ ρ0 ρ1)∼ τ01 :=

(
λρ01.T

3
Γ (SΓ (ρ0

∼ τ01)) ρ01 (ρ1
∼ τ01) ,

λρ01.T
3
Γ (ρ∼0 τ01) ρ01 (SΓ (ρ∼1 τ01))

)
|RΓ ρ| := RΓ |ρ|
(RΓ ρ)∼ τ01 := tt

|SΓ ρ01| := SΓ |ρ01|
(SΓ ρ01)∼ τ01 := tt

|TΓ ρ01 ρ12| := TΓ |ρ01| |ρ12|
(TΓ ρ01 ρ12)∼ γ01 := tt

|A∼ ρ01 t0 t1| := A∼ |ρ01| |t0| |t1|
(A∼ ρ01 t0 t1)∼ τ01 :=

(
λt01.T

3
A (SA (t0

∼ τ01)) t01 (t1
∼ τ01) ,

λt01.T
3
A (t0

∼ τ01) t01 (SA (t1
∼ τ01))

)
|RA t| := RA |t|
(RA t)

∼ τ01 := tt

|SA t01| := SA |t01|
(SA t01)∼ τ01 := tt

|TA t01 t12| := TA |t01| |t12|
(TA t01 t12)∼ τ01 := tt

|coeA ρ01 t0| := coeA |ρ01| |t0|
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(coeA ρ01 t0)∼ τ01 := T3
A

(
SA (cohA (|ρ01| τ0) (|t0| τ0))

)
(t0
∼ τ01)(

cohA (|ρ01| τ1) (|t0| τ1)
)

|cohA ρ01 t0| := cohA |ρ01| |t0|
(cohA ρ01 t0)∼ τ01 := tt

|δ∼ ρ01| := δ∼ |ρ01|
(δ∼ ρ01)∼ τ01 := tt

|t∼ ρ01| := t∼ |ρ01|
(t∼ ρ01)∼ τ01 := tt

All the equalities are justified. Here we only list how the |– | part of the trans-
lation justifies the equalities, –∼ justifies everything automatically by irr, as all
the new syntax are terms and –∼ on a term returns a proof of a proposition.

• |·∼ ε ε| = ·∼ |ε| |ε| = > = |>|
• |(Γ , x :A)∼ (ρ0 , x 7→ t0) (ρ1 , x 7→ t1)| =

(Γ , x :A)∼ |(ρ0 , x 7→ t0)| |(ρ1 , x 7→ t1)| =
(Γ , x :A)∼ (|ρ0| , x 7→ |t0|) (|ρ1| , x 7→ |t1|) =

σ(ρ01 :Γ∼ |ρ0| |ρ1|).A∼ ρ01 |t0| |t1| =
|σ(ρ01 :Γ∼ ρ0 ρ1).A∼ ρ01 t0 t1|
• |(A[δ])∼ ρ01 t0 t1| = (A[δ])∼ |ρ01| |t0| |t1| = A∼ (δ∼ |ρ01|) |t0| |t1| =
|A∼ (δ∼ ρ01) t0 t1|
• |(Π(x :A).B)∼ ρ01 t0 t1| = (Π(x :A).B)∼ |ρ01| |t0| |t1| =
π(x0 : |A|[|ρ0|]).π(x1 : |A|[|ρ1|]).π(x01 :A∼ |ρ01|x0 x1).

B∼ (|ρ01| , x01) (pr0 |t0|@x0) (pr0 |t1|@x1) =

π(x0 : |A|[|ρ0|]).π(x1 : |A|[|ρ1|]).π(x01 :A∼ |ρ01|x0 x1).

B∼ (|ρ01| , x01) |t0 @x0| |t1 @x1| =
|π(x0 :A[ρ0]).π(x1 :A[ρ1]).π(x01 :A∼ ρ01 x0 x1).

B∼ (ρ01 , x01) (t0 @x0) (t1 @x1)|
• |(Σ(x :A).B)∼ ρ01 (u0 , v0) (u1 , v1)| =

(Σ(x :A).B)∼ |ρ01| (|u0| , |v0|) (|u1| , |v1|) =

σ(x01 :A∼ |ρ01| |u0| |u1|).B∼ (|ρ01| , x01) |v0| |v1| =
|σ(u01 :A∼ ρ01 u0 u1).B∼ (ρ01 , u01) v0 v1|
• |Bool∼ ρ01 t0 t1| = Bool∼ |ρ01| |t0| |t1| =

if |t0| then (if |t1| then> else⊥) else (if |t1| then⊥ else>) =

|if t0 then (if t1 then> else⊥) else (if t1 then⊥ else>)|
• |Prop∼ ρ01 a0 a1| = Prop∼ |ρ01| |a0| |a1| = (|a0| ⇒ |a1|)× (|a1| ⇒ |a0|) =

|(a0⇒ a1)× (a1⇒ a0)|
• |a∼ ρ01 t0 t1| = a∼ |ρ01| |t0| |t1| = > = |>|
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• |coeA[δ] ρ01 t0| = coeA[δ] |ρ01| |t0| = coeA (δ∼ |ρ01|) |t0| = |coeA (δ∼ ρ01) t0|
• |coeΠ(x :A).B ρ01 t0| = coeΠ(x :A).B |ρ01| |t0| =(
λx1.coeB (|ρ01| , coh∗A |ρ01|x1) (pr0 |t0|@ coe∗A |ρ01|x1) , . . .

)
=(

λx1.coeB (|ρ01| , coh∗A |ρ01|x1) (|t0 @ coe∗A ρ01 x1|) , . . .
)

=

|λx1.coeB (ρ01 , coh∗A ρ01 x1) (t0 @ coe∗A ρ01 x1)|
• |coeΣ(x :A).B ρ01 (u0 , v0)| = coeΣ(x :A).B |ρ01| (|u0| , |v0|) =(

coeA |ρ01| |u0| , coeB (|ρ01| , cohA |ρ01| |u0|) |v0|
)

=

|
(
coeA ρ01 u0 , coeB (ρ01 , cohA ρ01 u0) v0

)
|

• |coeBool ρ01 t0| = coeBool |ρ01| |t0| = |t0|
• |coePropi ρ01 a0| = coePropi |ρ01| |a0| = |a0|
• |coea ρ01 t0| = coea |ρ01| |t0| = pr0 (a∼ |ρ01|) @ |t0| = |pr0 (a∼ ρ01) @ t0|

• |(Γ∼ ρ0 ρ1)[ν]| = (Γ∼ |ρ0| |ρ1|)[|ν|]
Γ∼[]
= Γ∼ (|ρ0| ◦ |ν|) (|ρ1| ◦ |ν|) =

|Γ∼ (ρ0 ◦ ν) (ρ1 ◦ ν)|

• |(A∼ ρ01 t0 t1)[ν]| = (A∼ |ρ01| |t0| |t1|)[|ν|]
A∼[]
=

A∼ (|ρ01|[|ν|]) (|t0|[|ν|]) (|t1|[|ν|]) = |A∼ (ρ01[ν]) (t0[ν]) (t1[ν])|

• |(coeA ρ01 t0)[ν]| = (coeA |ρ01| |t0|)[|ν|]
coe[]A= coeA (|ρ01|[|ν|]) (|t0|[|ν|]) =

|coeA (ρ01[ν]) (t0[ν])|

• |coeA (RΓ ρ) t| = coeA (RΓ |ρ|) |t|
coeRA= |t|
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