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A GREEDY DIMENSION REDUCTION METHOD FOR CLASSIFICATION PROBLEMS

DAMIANO LOMBARDI ∗ AND FABIEN RAPHEL †

Abstract. In numerous classification problems, the number of available samples to be used in the classifier training phase is small, and each sample is a vector whose dimension is large. This regime, called high-dimensional/low sample size is particularly challenging when classification tasks have to be performed. To overcome this shortcoming, several dimension reduction methods were proposed. This work investigates a greedy optimisation method that builds a low dimensional classifier input. Some numerical examples are proposed to illustrate the performances of the method and compare it to other dimension reduction strategies.

1. Introduction. This work investigates a method of dimension reduction applied to classification problems. These arise in many areas of applied sciences in which data are queried to provide predictions in a form of yes/no answers or more elaborated classification outcomes. Often, prior of classification, data are pre-processed in order to train in a more effective way a classifier. Part of the pre-processing phase takes the form of a linear or non-linear dimension reduction. Hereafter we propose a systematic way of performing this task.

Let $G$ be an ensemble of signals, provided from experimental measurements, numerical simulations (or both). Let $n_s \in \mathbb{N}^*$ be the number of samples that will be used to train the classifier: for each $G^{(i)}$, $i = 1, \ldots, n_s$ a set of $n_g \in \mathbb{N}^*$ quantities are extracted from the signal. These can be either informed linear or non-linear forms identified by experimental insight or more agnostic features, such as point values of the signal, local average, Fourier or Wavelets coefficients. We refer to the set of these quantities for all the available signals as the dictionary entries $G^{(i)}_j \in \mathbb{R}$, $i = 1, \ldots, n_s$, $j = 1, \ldots, n_g$. The present work deals with classification problems, namely, given an observable signal coming from a physical system, we want to determine to which class in a set of possible classes the system belongs to. In the present work, for sake of simplicity, the method is derived in the case of binary classification: its extension to multiple classes is straightforward. The methodology presented is general, and it was motivated by classification problems arising in biomedical engineering, in which the problems at hand can be sometimes in a different regime with respect to the ones classically addressed in Machine Learning. Indeed, as in other fields of science and engineering, the size $n_g$ of quantities that can be extracted from the signal can be extremely large. Moreover, the number of available samples $n_s$, due to experimental constraints and to the complexity of the systems at hand, can be small if compared to $n_g$. This regime, called high dimensional/low sample size in the learning community, is particularly critical when performing classification and regression tasks. The mathematical reason is that we wish to identify a function whose domain dimension $n_g$ is large, and hence we are exposed to the phenomenon of the curse of dimensionality, introduced for the first time by Bellman in [2] and related to learning theory in [39]. In [6, 15, 31] a theoretical analysis is proposed that describes the ability of approximating a high-dimensional ridge function by point queries and how the curse of dimensionality can be eventually circumvented.

From a probabilistic viewpoint, for a given sample size, when the dictionary size becomes too large, the classification error increases: this is referred to as the Hughes
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phenomenon \cite{21, 40}. This regime is appearing in various areas of science and it is nowadays widely studied \cite{12, 19, 29, 32}.

To overcome this difficulty, a common strategy consists in reducing the dimension of the input space (consider \cite{14} for an overview), that was considered in machine learning applications in \cite{17, 20, 24, 27}. In most of the references, a dimension reduction strategy is applied and the results in terms of classification are then analysed. In the present work, we proposed to project the dictionary entries into a low dimensional linear subspace (obtained by a sparse linear combination of the entries), which is computed in order to optimize the classification success rate. From a dimension reduction point of view, the method proposed can be considered as a goal-oriented dimension reduction.

1.1. Notations and assumptions. Let \(X_{ng} \in \mathbb{R}^{ng}\) be a random vector of the probability space \((\Omega, \mathcal{A}, \mathbb{P})\). We assume that the probability density function (pdf) of \(X_{ng}\) is a mixture of the form:

\[
\rho(g) = \rho_0(g)\pi_0 + \rho_1(g)\pi_1,
\]

where \(\rho_i(g) = \rho_i(g|y_*=i)\), the conditional probability density of \(g\) given that its label is \(y_*=i\). The scalars \(\pi_i\) are the weights of the mixture and they can be seen as the a priori probability mass of being in the class \(i\). It holds \(\pi_0 + \pi_1 = 1\).

A classifier is defined in Definition 1.1 with \(n=ng\).

**Definition 1.1.** Let \(g \in \mathbb{R}^n\) be an observation coupled with a label \(y\). A binary classifier is a function \(C_n\) such that the following holds:

\[
C_n : \mathbb{R}^n \rightarrow \{0, 1\},
\]

\[
g \mapsto y. \tag{1.3}
\]

Some geometrical notations are introduced. Let \(k \leq ng\). The Grassmann manifold \(Gr_{k,ng}\) is the set of \(k\)-dimensional linear subspace of \(\mathbb{R}^{ng}\). The method proposed in the present work can be seen as an optimisation on the compact Stiefel manifold, denoted by \(M_{k,ng}\), whose definition is recalled in Definition 1.2. An element of the Stiefel manifold will be denoted by \(M\).

**Definition 1.2.** A Stiefel manifold \(M_{k,ng}\) is a set of all the \(k\)-frames in \(\mathbb{R}^{ng}\):

\[
M_{k,ng} \triangleq \left\{ Y = (Y_1, \ldots, Y_k), Y_i \in \mathbb{R}^{ng} | Y_i^T Y_j = \delta_{ij}, \forall 1 \leq i,j \leq k \right\}, \tag{1.4}
\]

so that the elements of the compact Stiefel manifold are the \(k \times ng\) matrices with orthonormal columns. The Stiefel manifold \(M_{ng,ng}\) is \(O(ng)\) is the orthogonal group. An element \(R \in O(ng)\) satisfies \(R^T R = RR^T = I_{ng}\). It can be seen, roughly speaking, as the concatenation of an element of the Stiefel manifold, and its orthogonal complement: \(R = [M, M^\perp]\). Let us consider the endomorphism induced by \(R\), and how the probability density \(\rho\) is transformed accordingly. A change of coordinates is applied to the expression in Equation 1.1, leading to:

\[
\rho(\xi) = \rho_0(R\xi)\pi_0 + \rho_1(R\xi)\pi_1, \tag{1.5}
\]

that holds since \(\text{det}(R) = 1\).

In the context of high dimensionality, low sample size, we assume that \(k \ll ng\) (e.g 1, 2 or 3).
2. Method. The method is detailed. An element $M$ of a Stiefel manifold is used to reduce the input dimension: $x \in \mathbb{R}^k$ (the dimension $k$ is, also, an outcome of the proposed method).

Let $C_k$ be a classifier in the projected space of dimension $k$ (see Section 1.1 and Definition 1.1 with $n = k$). It is defined as:

**Definition 2.1.** The classifier $C_k$ in the subspace of dimension $k \ll n_g$ is defined as follows:

$$C_k : \mathbb{R}^k \rightarrow \{0, 1\}$$

where $g \in \mathbb{R}^{n_g}$ is an observation, $M \in \mathcal{M}_{k,n_g}$ and $y$ is the label in the projected space.

The objective is to find $M \in \mathcal{M}_{k,n_g}$ which maximizes the success rate of the classifier $C_k$. This has to be made more precise. In particular, an objective function is introduced, related to the classification success rate. This function could, in general, depend upon the classifier (defined by the function $C$); in what follows we will propose an objective function that is intrinsically related to the ability of distinguishing between two classes, and that can be applied to all types of classifiers.

**2.1. Classification score in the reduced space.** The classification score is investigated and its relation to the score in the dictionary space is derived. Roughly speaking, reducing the dimension reduces also the amount of information the input carries about the classification output. This loss has to be quantified and minimised.

First, a consideration on the projected density on a Stiefel manifold element is presented, which will be used to derive the relationship between the classification score and the total variation in the reduced input space.

By the properties of orthogonality of the Stiefel manifold and its orthogonal complement, the pdf $p$ in the projected space of dimension $k < n_g$ corresponds to the marginals of $\rho$ (see Equation 2.2). Indeed, let $M \in \mathcal{M}_{k,n_g}$ and $R = [M, M^\perp]$. Let an input $x = M^T g$: we denote by $\xi \in \mathbb{R}^{n_g}$ the vector $\xi = R^T g$. It follows that $x = [\xi_1; \ldots; \xi_k]$. Since $R$ is an element of the orthogonal group, it holds:

$$p(x) = \int_{\mathbb{R}^{n_g-k}} \rho(\xi)d\xi_{k+1} \ldots d\xi_{n_g},$$

and hence:

$$p(x) = p_0(x)p_0 + p_1(x)p_1.$$

An important consequence is that $p$ is a mixture of the same form as $\rho$, and, moreover, $p_i(x)$ is the conditional probability:

$$p_i(x) = p(x|y = i),$$

for $i = 0$ or 1.

The input space is subdivided into three distinct regions, in relation to what the classifier $C_k$ (see 2.1) would provide, based on a probability argument. We denote by $S_0 \subseteq \mathbb{R}^k$, $S_1 \subseteq \mathbb{R}^k$ and $S_2 \subseteq \mathbb{R}^k$:
Definition 2.2.

\[
\begin{align*}
S_0 \triangleq & \{ x = M^T g \in \mathbb{R}^k | \pi_0 p_0(x) > \pi_1 p_1(x) \} \\
S_1 \triangleq & \{ x = M^T g \in \mathbb{R}^k | \pi_1 p_1(x) < \pi_0 p_0(x) \} \\
S_2 \triangleq & \{ x = M^T g \in \mathbb{R}^k | \pi_0 p_0(x) = \pi_1 p_1(x) \}
\end{align*}
\]

(2.5)

It follows that:

- \( S_i \cap S_j = \emptyset, \forall i \neq j \).
- \( \bigcup_{i=0}^{2} S_i = S \subseteq \mathbb{R}^k \).

Let \((g, y_*)\) be a couple such that \( g \in \mathbb{R}^n \) is an observation and \( y_* \in \{0, 1\} \) the corresponding label (the true label). Let \( A_S \) be the ensemble of the success events, i.e. when the classifier \( C_k \) provides as result \( y = y_* \). The set of success events can be defined as:

Definition 2.3.

\[
\begin{align*}
A_{S_0} \triangleq & \{ y_* = 0 \land \pi_0 p_0 > \pi_1 p_1 \} \\
A_{S_1} \triangleq & \{ y_* = 1 \land \pi_1 p_1 > \pi_0 p_0 \} \\
A_{S_2} \triangleq & \{ y_* = 0, 1 \land \pi_0 p_0 = \pi_1 p_1 \}
\end{align*}
\]

(2.6)

And,

\[
A_S \triangleq \bigcup_{i=0}^{2} A_{S_i}.
\]

(2.7)

From the success events defined in Definition 2.3, the measure of the success events \( \mu(A_S) \) can be obtained by quantifying the measure of the set:

\[
\mu(A_S) = \int_{S_0} p_0(x) dx + \int_{S_1} p_1(x) dx + \frac{1}{2} \int_{S_2} p(x) dx,
\]

(2.8)

The \( \frac{1}{2} \) factor is justified by the fact that we expect to have half of the realizations to be well classified on \( S_2 \). This score is analogous to the excess risk measure proposed in [4].

2.1.1. Relation to the total variation. In order to quantify the success rate of the classification, distances or divergences between densities are commonly used. We denote by \( \delta_{TV} \) the total variation \([1, 34]\) (see Definition 2.4\(^1\)). The total variation is a f-divergence \([7]\) which is also a metric over the probability densities.

Definition 2.4. Let \( P \) and \( Q \) be two probability distributions on \((\Omega, \mathcal{A})\) (with \( \Omega \) the sample space and \( \mathcal{A} \) a \( \sigma \)-algebra) and \( p \) and \( q \) the corresponding pdf. Then, the total variation is:

\[
\delta_{TV}(P, Q) = \frac{1}{2} \int_{\Omega} |p(x) - q(x)| dx.
\]

(2.9)

The pertinence of the total variation in relation to classification can be hinted by the following consideration. When the total variation is 0, the probability distributions corresponding to the two classes coincide almost everywhere. It means that for any observation (up to a zero measure set), we could attribute either 0 or 1 and

\(^1\)This definition is a variant of the original definition of the total variation \([1, 16]\).
no discrimination between the two classes would be possible based on a probability argument.

In the following of this paper, we make the hypothesis that the total variation between \( \rho_0 \) and \( \rho_1 \) is strictly positive, i.e. \( \delta_{TV}(\rho_0, \rho_1) > 0 \). In the case of binary classification, we also assume that \( \min(\pi_0, \pi_1) > 0 \).

We show hereafter that the measure of success Eq.(2.8) is related to the total variation between the densities \( \rho_0, \rho_1 \):

**Proposition 2.5.** Let \( p(x) \) be defined as in Eq.(2.3)-(2.4), and the quantity \( \mu(A_S) \) be defined as in Eq.(2.8). It holds:

\[
\frac{1}{2} + \min(\pi_0, \pi_1)\delta_{TV}(\rho_0, \rho_1) \leq \mu(A_S) \leq \frac{1}{2} + \max(\pi_0, \pi_1)\delta_{TV}(\rho_0, \rho_1),
\]

**Proof.** A first relationships between the score and the densities is derived from the normalisation condition. As \( p(x) \) is a density, it holds:

\[
\int_S p(x) \, dx = 1 \Rightarrow \int_{S_0} \pi_0 p_0 + \pi_1 p_1 \, dx + \int_{S_1} \pi_0 p_0 + \pi_1 p_1 \, dx + \int_{S_2} \pi_0 p_0 + \pi_1 p_1 \, dx = 1,
\]

by the properties of the measures and the definition of \( p(x) \). The terms of the definition of \( \mu(A_S) \) are isolated, providing:

\[
\mu(A_S) = \frac{1}{2} + \int_{S_2} p(x) \, dx + \int_{S_0} \pi_1 p_1(x) \, dx + \int_{S_1} \pi_0 p_0(x) \, dx = 1.
\]

Second, by adding and subtracting the same terms to the definition of the score, aiming at highlighting its relationship with the total variation we have:

\[
\mu(A_S) = \int_{S_0} (\pi_0 p_0 - \pi_1 p_1) \, dx + \int_{S_1} (\pi_1 p_1 - \pi_0 p_0) \, dx + \int_{S_1} \pi_1 p_1 \, dx + \int_{S_0} \pi_0 p_0 \, dx + \frac{1}{2} \int_{S_2} p(x) \, dx.
\]

After some algebra, and by making use of the result in Eq.(2.11), we get:

\[
\mu(A_S) = \frac{1}{2} + \frac{1}{2} \left( \int_{S_0} (\pi_0 p_0 - \pi_1 p_1) \, dx + \int_{S_1} (\pi_1 p_1 - \pi_0 p_0) \, dx \right).
\]

It holds that on \( S_0 \) we have \( \pi_0 p_0 - \pi_1 p_1 > 0 \) and the converse holds on \( S_1 \), almost everywhere. Moreover, on \( S_2 \) it holds that \( \pi_0 p_0 - \pi_1 p_1 = 0 \). Henceforth:

\[
\mu(A_S) = \frac{1}{2} + \frac{1}{2} \left( \int_S |\pi_0 p_0 - \pi_1 p_1| \, dx \right).
\]

As \( \pi_0 + \pi_1 = 1 \), it holds:

\[
\frac{1}{2} + \frac{\min(\pi_0, \pi_1)}{2} \left( \int_S |p_0 - p_1| \, dx \right) \leq \mu(A_S) \leq \frac{1}{2} + \frac{\max(\pi_0, \pi_1)}{2} \left( \int_S |p_0 - p_1| \, dx \right).
\]

Which concludes the proof. \( \square \)

**Remark 1:** From Equation 2.13 obtained in the proof, we can directly see that \( \frac{1}{2} \leq \mu(A_S) \leq 1 \). The lower bound is attained when \( S_2 = S \) (\( \pi_0 p_0 = \pi_1 p_1 \) almost everywhere on \( S \)). In that case, the scaled densities are equal a.e. and the probability of being in class 0 or 1 is \( \frac{1}{2} \), which means that on average, half of the observations are well classified.
The result of the Proposition presented above states that the success rate of the classifier using the reduced input $x$ can be directly related to the total variation of the projected densities. Aiming at quantifying the loss with respect to the classifier that exploits at best all the dictionary entries, we prove the following result:

**Proposition 2.6.** Let $\rho_0, \rho_1$ be the densities defined in Eq. (1.1). Then, it holds:

\[
\mu(AS) \leq \frac{1}{2} + \max(\pi_0, \pi_1) \delta_{TV}(\rho_0, \rho_1),
\]

**Proof.** Let $M$ be an element of the Stiefel manifold $\mathcal{M}_{k,n_g}$, and $M^\perp$ its orthogonal complement of $M$. The score $\mu(AS)$, by exploiting the change of coordinates and the properties of the elements of the orthogonal group, can be rewritten as follow:

\[
\mu(AS) = \frac{1}{2} + \frac{1}{2} \left( \int_{M_k} \int_{M^\perp_k} (\pi_0 \rho_0 - \pi_1 \rho_1) d\xi_{k+1} \ldots d\xi_{n_g} \right) d\xi_1 \ldots d\xi_k.
\]

By triangular inequality, we can write:

\[
\mu(AS) \leq \frac{1}{2} + \frac{1}{2} \left( \int_{M_k} \int_{M^\perp_k} |\pi_0 \rho_0 - \pi_1 \rho_1| d\xi_{k+1} \ldots d\xi_{n_g} d\xi_1 \ldots d\xi_k \right).
\]

Finally, by exploiting the fact that $\pi_0 + \pi_1 = 1$:

\[
\mu(AS) \leq \frac{1}{2} + \max(\pi_0, \pi_1) \delta_{TV}(\rho_0, \rho_1).
\]

The result of the above Proposition shows that the total variation in the dictionary space of dimension $n_g$ is a natural upper bound of the score. By projecting on a Stiefel manifold we cannot improve with respect to the best classifier that uses all the information.

An illustration of the relationships between the score and the total variation is proposed in Figure 1.

![Figure 1. Section 2.1.1: Example of the pdf of two classes (0 and 1) in the projected space. Here, $\pi_0 = \pi_1 = \frac{1}{2}$ and $\mu(S_2) = 0$.](image)

From the inequality shown on $\mu(AS)$ in Proposition 2.5, many relations can be established with other metrics [16]. In this paper we compare the success rate measure.
to the Hellinger distance (see 2.1.2) and the symmetrized Kullback-Leibler divergence (see 2.1.3).

**2.1.2. Relation to the Hellinger distance.** The Hellinger distance (see Definition 2.7) is a f-divergence [7]. For some studies the Hellinger distance is preferred to other common f-divergences as the Kullback-Leibler divergence or \( \chi^2 \)-divergence which are not metrics [38].

**Definition 2.7.** The Hellinger distance \( d_H \) between two probability distributions \( P \) and \( Q \) on \( S \), with pdfs \( p \) and \( q \) respectively is:

\[
(2.19) \quad d_H^2(P, Q) \triangleq \frac{1}{2} \int_S (\sqrt{p(x)} - \sqrt{q(x)})^2 dx.
\]

The following result can be established:

**Proposition 2.8.** Let \( P_0 \) and \( P_1 \) be two probability distributions on \( S \) and \( p_0 \) and \( p_1 \) the corresponding pdf. Then,

\[
(2.20) \quad \min(\pi_0, \pi_1) d_H^2(P_0, P_1) + \frac{1}{2} \leq \mu(A_S) \leq \max(\pi_0, \pi_1) \sqrt{2} d_H(P_0, P_1) + \frac{1}{2},
\]

where \( d_H \) is the Hellinger distance (see Definition 2.7) and \( \mu(A_S) \) the success events measure defined previously in Equation 2.8.

The proof of Proposition 2.8 is immediate using the result of the Proposition 2.5 and the inequalities between the Hellinger distance and the total variation, proposed in [10].

**2.1.3. Relation to the symmetrized Kullback-Leibler divergence.** The Kullback-Leibler divergence (or relative entropy) [25] (see Definition 2.9) is a measure of the dissimilarity of a probability distribution to another. It reads:

**Definition 2.9.** The Kullback-Leibler divergence between two probability distributions \( P \) and \( Q \) on \( \Omega \), with pdf \( p \) and \( q \) is:

\[
(2.21) \quad D_{KL}(P||Q) \triangleq \int_\Omega p(x) \ln \left( \frac{p(x)}{q(x)} \right) dx.
\]

In many classification problems, for symmetry reasons, the symmetrized Kullback-Leibler divergence is introduced: \( D_{SKL}(P, Q) \triangleq \frac{1}{2}(D_{KL}(P||Q) + D_{KL}(Q||P)) \). Aiming at improving the classification, the maximization of the symmetrized Kullback-Leibler divergence is proposed [3, 28, 30, 37]. Hereafter, a result is proved relating the classification score Eq.(2.8) to the symmetrized Kullback-Leibler divergence.

**Proposition 2.10.** Let \( P_0 \) and \( P_1 \) be two probability distributions on \( S \) (see Definition of the set \( S \) in 2.2) with pdf \( p_0 \) and \( p_1 \).

If \( \log \left( \frac{p_i}{p_j} \right) \in L^\infty(S) \) and, moreover, \( D_{KL}(p_i||p_j) < + \inf \) for \( i \neq j, i, j = 0 \) or \( 1 \) then, \( \exists \ c > 0 \) such that the following inequalities hold:

\[
(2.22) \quad \frac{c \mu(A_S) - \frac{1}{2}}{\min(\pi_0, \pi_1)} \geq D_{SKL}(P_0, P_1) \geq 2 \left( \frac{\mu(A_S) - \frac{1}{2}}{\max(\pi_0, \pi_1)} \right)^2,
\]
Proof. The right hand side inequality is proved by making use of the Pinsker inequality \([13]\):

\[
\delta_{TV}^2(P_0, P_1) \leq \frac{1}{2} D_{SKL}(P_0, P_1).
\]

Then, using the inequality between the total variation distance and the measure of the success events, Eq. 2.5, we directly get:

\[
D_{SKL}(P_0, P_1) \geq 2 \left( \frac{\mu(A_S) - \frac{1}{2}}{\max(\pi_0, \pi_1)} \right)^2.
\]

To prove the inequality on the left hand side we consider the definition of the symmetrized Kullback-Leibler divergence:

\[
D_{SKL}(P_0, P_1) = \frac{1}{2} \int_S (p_0 - p_1) \ln \left( \frac{p_0}{p_1} \right) dx.
\]

As, \(\log \left( \frac{p_0}{p_1} \right) \in L^\infty(S)\), Hölder inequality leads to:

\[
D_{SKL}(P_0, P_1) \leq \frac{\|\log(p_0/p_1)\|_{L^\infty}}{2} \int_S |p_0 - p_1| dx.
\]

In what follows we set: \(c = \|\log(p_0/p_1)\|_{L^\infty}\). The definition of the total variation is inserted:

\[
D_{SKL}(P_0, P_1) \leq c \delta_{TV}(P_0, P_1).
\]

Then,

\[
D_{SKL}(P_0, P_1) \leq c \frac{\mu(A_S) - \frac{1}{2}}{\min(\pi_0, \pi_1)},
\]

which concludes the proof.

Under the hypothesis of Proposition 2.10, we clearly see that the minimum of \(D_{SKL}(P_0, P_1)\) is 0 and it is reached for \(\mu(A_S) = \frac{1}{2}\) (the minimum of \(\mu(A_S)\)). Moreover, increasing the success rate is equivalent to increasing the value of the symmetrized Kullback-Leibler divergence.

### 2.2. Optimisation of the classification success rate.

The method proposed consists in choosing an element of the Stiefel manifold to define the input of the classifier: \(x = M^T g\). The goal is to optimise the score \(\mu(A_S)\) introduced and commented in the section above. Optimising over all the possible elements of the Stiefel manifolds (of multiple and unknown dimension \(k\)) would be prohibitive. To circumvent this, a double greedy approach is proposed. The heuristics are the following: the smaller the dimension of the input, the better it is in terms of palliating the curse of dimensionality; aiming at reducing possible overfitting phenomena, the sparser the orthonormal vectors of \(M\), the better it is. Henceforth, the strategy which is investigated is the following: we start with \(k = 1\) and look for a vector of unitary norm such that at each step of a greedy method, we maximise \(\mu(A_S)\). When the error on a validation set stagnates and start increasing (early stopping criterion \([36]\)), we start considering \(k = 2\). The first column vector of \(M\) is the result of the previous step of the method, and by a greedy approach we construct a second unitary norm column vector, orthogonal to the first one. This can be iterated until the error on a validation set starts increasing as soon as we start building the \((k+1)\)-th vector.
2.2.1. Computation of $\mu(A_S)$. Before detailing the double greedy algorithm in Section 2.2.2, let us introduce a strategy to approximate the measure of the success events $\mu(A_S)$. In general, the densities $p_0, p_1$ are not known. Instead, samples are given. To approximate the integral in Eq.(2.8), we use a Monte Carlo approach: in the present case, it turns out to be a counting of how many samples are correctly classified (i.e. $y = y_*$). The difficulty is to precisely estimate the regions $S_0, S_1, S_2$. For that, an estimation of the values of $p_0, p_1$ is required. Since the dimension $k$ is usually small (for instance $k = 1, 2, 3$), a Kernel Density Estimation (KDE) is a viable way to estimate the values of $p_0, p_1$ and hence to have an approximation of the decomposition of $S$. For larger values of $k$, KDE could become unpractical and costly from a numerical point of view [26]. A surrogate is proposed, based on the use of the Mahalanobis distance [11, 43]. This provides a perfect outcome in the case of Gaussian distributions. Since, in general, the projected densities $p_0, p_1$ are not Gaussians, an approximation based on hierarchical clustering is proposed. Roughly speaking, classes $i$ ($i = 0, 1$) may be seen as a mixture of Gaussian distributions of means ($\mu_i^{(1)}, \ldots, \mu_i^{(l)}$) and covariance matrices ($\Sigma_i^{(1)}, \ldots, \Sigma_i^{(l)}$), that can be computed by clustering. For an observation $x$ with a label $y_*=i$ the success event $s$ is given by:

$$d_i^{(k)} = (x - \mu_i^{(k)})^T [\Sigma_i^{(k)}]^{-1} (x - \mu_i^{(k)}), \quad i = 0, 1,$$  \hspace{0.5cm} (2.29)

$$s(x) = \begin{cases} 
1 & \text{if } \min_{k=1,\ldots,l} d_i^{(k)} < \min_{k=1,\ldots,l} d_j^{(k)} \text{ and } y_* = i \ (j \neq i) \\
0 & \text{otherwise} 
\end{cases}$$  \hspace{0.5cm} (2.30)

For all the entries of the dataset, the individual score $s$ proposed in Eq.(2.29) can be evaluated. The approximation of $\mu(A_S)$ to be used reads:

$$\mu(A_S) \approx \frac{\pi_0}{n_0} \sum_{l=1}^{n_0} s(x^{(l)}_{y_*=0}) + \frac{\pi_1}{n_1} \sum_{l=1}^{n_1} s(x^{(l)}_{y_*=1}),$$  \hspace{0.5cm} (2.31)

where $n_0 + n_1 = n_s$, with $n_0$ and $n_1$ are the number of samples labeled $y_* = 0$ and $y_* = 1$ respectively. This is an empirical approximation of the score introduced in Eq.(2.8). The error introduced by such an approximation and possible alternatives are discussed in [4].

An example of score estimation is shown in Figure 2. In this example, the distribution of the class 0 is a mixture of a Gaussian and a uniform distribution; class 1 is a mixture of two Gaussian distributions. Samples are drawn and the hierarchical clustering algorithm applied.

The bound of the probability of being in class $i$ is then given by the multivariate Chebyshev inequality [33].

2.2.2. Double greedy algorithm. Let $n_s, n_v \in \mathbb{N}^*$ be the number of the samples used in the training and the validation phases respectively. A training and a validation datasets $(g^{(i)}, y_*^{(i)})_{j=1}^{n_s}, (g^{(i)}, y_*^{(i)})_{i=1}^{n_v}$ are given, that consist of couples of dictionary entries and corresponding labels.

Let $\hat{M}_{k,n_s} \in \mathcal{M}_{k,n_s}$ be the element of the Stiefel Manifold selected at the $k$-th outer iteration of the method. The goal is to find a vector $\omega_* \in \mathbb{R}^{n_v}$, orthogonal to
Section 2.2.1: Example of classification using Mahalanobis distance. The Kernel Density Estimation using a Gaussian kernel shows the distribution for the two classes. Cluster centroids were obtained using DBSCAN. Class 0: uniform distribution on the square centered on 0 and a side of length 1 and a Gaussian bivariate distribution with \( \mu = (1, 5) \) and identity covariance matrix. Class 1: Gaussian bivariate distributions \( \mu_a = (5, 4) \) and \( \mu_b = (3, -1) \) with \( \Sigma_a = (0.8, 0.2; 0.2, 0.6) \) and \( \Sigma_b = I_2 \). Sample size of 500 for each distribution.

\[
\hat{M}_{k,n} = \hat{M}_{k,n} \omega^*, \quad (2.32)
\]

\[
x \in \mathbb{R}^{k+1}, \quad x = \hat{M}_{k,n}^T \omega^*, \quad (2.33)
\]

\[
\omega^* = \arg \inf_{\omega \in \mathbb{R}^g} \mu(A_S). \quad (2.34)
\]

When \( n_g \) is large, this optimisation can be costly. Furthermore, when the vector \( \omega \) is sparse the classification tends to be less prone to overfitting phenomena. For these reasons, \( \omega \) is constructed in a greedy way. At first \( \|\omega\|_{0,n_g} = 1 \), so that only one dictionary entry is chosen, by computing the value of the score (on the training dataset) for all possible choices and keeping the best.

At the beginning of the \( l \)-th inner iteration, \( \|\omega\|_{0,n_g} = l - 1 \), \( l - 1 \) dictionary entries have been chosen and we have to choose the \( l \)-th one. Let the chosen indices be in the set \( c^{(k+1)} = \{i_1, \ldots, i_{l-1}\} \). The \( l \)-th non zero entry has to be chosen among the indices \( i \in c^{(k+1)}_c \), the complementary set of \( c^{(k+1)} \). Moreover, the best values of the selected entries of \( \omega \) are sought, such that the result of the classification is the best possible (in the sense of the score introduced). Once one candidate to be the \( l \)-th non zero component is proposed, an optimisation task on the entries of \( \omega \) is performed by using the CMAES method, detailed in [22, 23]. This does not guarantee automatically that \( \omega \) is orthogonal to the subspace spanned by the column of \( \hat{M}_{k,n} \). Otherwise stated, \( \hat{M}_{k,n}, \omega \) \( \in \text{Gr}_{k+1, n_g} \). The projection onto the Stiefel manifold is...
obtained by QR decomposition. Let $Q_m \in \mathbb{R}^{n_g \times k+1}$, $R_m \in \mathbb{R}^{k+1 \times k+1}$, it holds:

$$Q_m R_m = [\hat{M}_{k,n_g}, \omega], \quad (2.35)$$

$$\hat{M}_{k+1,n_g} = Q_m. \quad (2.36)$$

Among all the possible optimised choices for the $l$-th component, the one that maximises the score is chosen. As said, the stopping criterion for these iterations is the early stopping strategy [36]: the score is computed on the validation set. A stagnation of the score ends the inner iteration. As soon as increasing the dimension of the Stiefel manifold does not produce an improvement on the score computed on the validation, the outer iterations end. Once the algorithm terminates, the element of the Stiefel manifold is obtained.

The details of the method are shown in Algorithm 2.2.2.

**Remark.** When, in the proposed method, the $\|\omega\|_{\ell^0,n_g} = 1$, $\forall k$, the Feature Selection (FS) [18] reduction is retrieved, as a particular case. Furthermore, when the objective function is not the quantity $\mu(A_S)$ but the $\ell^2$ norm of the samples $g$ reconstruction, the proposed approach turns out to be a sparse approximation of the Principal Component Analysis (PCA) of the data (a description is provided in [5, 42]). The outcome of the proposed method is therefore a set of orthonormal modes that does not coincide with the PCA modes. These two methods, FS and PCA, are the most used dimension reduction techniques when dealing with classification problems. A numerical comparison will be proposed in Section 3.

2.3. Principle of analysis. In this section an analysis of the proposed method is presented. The goal is to show that, in the limit case of an infinite number of samples, or, in alternative, the perfect knowledge of the pdf, the proposed method tends to maximise the score. In the case in which all the dictionary entries are used, the score by exploiting all the entries is retrieved.

**Proposition 2.11.** Let $\hat{M}_{k,n_g} \in \mathcal{M}_{k,n_g}$ and $\hat{M}_{k,n_g} = [\hat{M}_{k-1,n_g}, \omega]$; let $1 \leq m < n_g$, and $\|\omega\|_{\ell^0,n_g} = m$. The set of non-zero entries of $\omega$ is denoted by $c$, whose cardinality is $\#c = m$. Let $\hat{\omega} \in \mathbb{R}^{n_g}$. The set of non-zero entries of $\hat{\omega}$ is $\hat{c}$, $\#\hat{c} = m + 1$. It holds $c \subset \hat{c}$. Then,

$$\max_{\omega} \mu(A_S) \geq \max_{\hat{\omega}} \mu(A_S). \quad (2.37)$$

**Proof.** The proof is immediate. The function $\mu(A_S)$ is continuous and bounded, the Stiefel manifold is a compact set, and the set of non-zero entries of $\omega$ is strictly included in the one of $\hat{\omega}$. Henceforth, the conclusion. Indeed, at worst, the non-zero entry of $\hat{\omega}$ which is not a non-zero entry of $\omega$ can be set to zero and the equality would hold.

This proposition shows that, in the inner iteration, as far as we add terms to the vector $\omega$, the score improves.

The outer iteration, the one in which the dimension of the element of the Stiefel manifold is increased, is the object of the following Proposition.

**Proposition 2.12.** Let $M_{k,n_g} \in \mathcal{M}_{k,n_g}$ and the associated score be $\mu(A_S^{(k)})$. Let $M_{k+1,n_g} \in \mathcal{M}_{k+1,n_g}$ such that:

$$M_{k+1,n_g} = [M_{k,n_g}, \omega].$$
Algorithm 2.1 Double greedy algorithm

\[ k \leftarrow 1 \quad \text{\text{\textgreater{} Dimensional counter.}} \]
\[ \mu(A_S)^{\text{new}} \leftarrow 1/2 \quad \text{\text{\textgreater{} Minimal reachable value of } \mu(A_S) \text{ for the validation set.}} \]
\[ \mu(A_S)^{\text{old}} \leftarrow 0 \quad \text{\text{\textgreater{} Success event measure of the validation set. See\(1\).}} \]
\[ c \leftarrow [1, \ldots, n_g] \quad \text{\text{\textgreater{} Dictionary entry indices.}} \]
\[ \hat{M} \leftarrow [] \quad \text{\text{\textgreater{} Empty matrix which will be an element of } \mathbf{Gr}_{k,n_g}.} \]

while \( \mu(A_S)^{\text{new}} > \mu(A_S)^{\text{old}} \) do
\[ j \leftarrow 1 \quad \text{\text{\textgreater{} Loop on the dimension.}} \]
\[ c^{(k)} \leftarrow [] \quad \text{\text{\textgreater{} Non-zero component counter.}} \]

while \( \mu(A_S)^{\text{new}} > \mu(A_S)^{\text{old}} \) do
\[ \mu \leftarrow [0]^{n_g} \quad \text{\text{\textgreater{} Zero vector of size } n_g \text{ which stores success event measures.}} \]
\[ W \leftarrow [0]^{n_g \times n_g} \quad \text{\text{\textgreater{} Empty matrix of size } n_g \times n_g \text{ which stores weights.}} \]

\[ \text{for } l \in c^{(k)} \text{ do} \]
\[ \text{Initialize } \omega_l \quad \text{\text{\textgreater{} Initialize non-zeros indices for CMAES.}} \]
\[ \mu(A_S), \omega_l \leftarrow \text{CMAES}(\omega_l, (g_i, y_i^{*})_{i=1}^{n_g}) \quad \text{\text{\textgreater{} Optimisation over } } \omega_l. \text{ See\(1\).} \]
\[ \mu_l \leftarrow \mu(A_S)_l \quad \text{\text{\textgreater{} Assign the } l^{th} \text{ component of } \mu.} \]
\[ \omega \leftarrow \text{Weights}(\omega_l, s_j, l) \quad \text{\text{\textgreater{} Generate } l^{th} \text{ weight column vector of } W. \text{ See\(1\).} \]
\[ W_l \leftarrow \omega \quad \text{\text{\textgreater{} Assign the } l^{th} \text{ column of the weight matrix } W.} \]

end for
\[ l_s \leftarrow \text{argmax}_l \mu_l \quad \text{\text{\textgreater{} New dictionary entry position for the contribution.}} \]
\[ \omega_s \leftarrow W_{l_s,} \quad \text{\text{\textgreater{} Extract corresponding weights.}} \]
\[ \hat{M}_s \leftarrow [\hat{M}, \omega_s] \quad \text{\text{\textgreater{} Compute the projected validation dataset.}} \]
\[ M_s \leftarrow QR(\hat{M}_s) \quad \text{\text{\textgreater{} Compute the projected training dataset.}} \]
\[ D_v \leftarrow (MT^T g_i, y_i^{*})_{i=1}^{n_g} \quad \text{\text{\textgreater{} Score } (D_v, D_l) \text{ on the validation set.}} \]
\[ D_l \leftarrow (MT^T g_i, y_i^{*})_{i=1}^{n_g} \]
\[ \mu(A_S)^{\text{new}} \leftarrow \text{Score}(D_v, D_l) \quad \text{\text{\textgreater{} Compute score on the validation set\(1\).}} \]
\[ s_j \leftarrow [s_j, l_s] \quad \text{\text{\textgreater{} Dictionary entry indices.}} \]
\[ j \leftarrow j + 1 \quad \text{\text{\textgreater{} Dimensional counter.}} \]
end while
\[ \hat{M} \leftarrow [\hat{M}, \omega_s] \quad \text{\text{\textgreater{} Empty matrix which will be an element of } \mathbf{Gr}_{k,n_g}.} \]
\[ k \leftarrow k + 1 \quad \text{\text{\textgreater{} Empty vector which stores dictionary entry indices.}} \]
end while
\[ \text{return } \hat{M} \quad \text{\text{\textgreater{} Empty vector which stores dictionary entry indices.}} \]

\(1\): Any value lower than \( \mu(A_S)^{\text{new}} \) to enter in the while loop.
\(\ddagger\ddagger\): For each \( \omega_l \) computed at each CMAES steps, the QR decomposition of \([\hat{M}, \omega_l]\) and projection of the training set \( (x_i = MT^T g_i, y_i^{*})_{i=1}^{n_g} \) are performed to compute \( \mu(A_S)_l \).
\(\ddagger\ddagger\): \([0]^{n_g} \) vector with optimised weights assigned to the non-zero positions \( s_j \) and \( l \).
\(\ddagger\ddagger\): The validation score is computed using KDE or Mahalanobis distance through the projected training set.

where \( \omega \in \mathbb{R}^{n_g} \) and the associated score be \( \mu(A_S)^{(k+1)} \). Then:

\[
\mu(A_S)^{(k+1)} \geq \mu(A_S)^{(k)}.
\]
Proof. Let us denote \( h = \pi_0 \rho_0 - \pi_1 \rho_1 \), \( S_k \) the space obtained by projecting \( g \in \mathbb{R}^{n_g} \) onto the columns of \( M_{k,n_g} \). Let its orthogonal complement be denoted by \( S_k^\perp \). The element of the orthogonal group constructed from \( M_{k,n_g} \) is denoted by \( R = [M_{k,n_g}, M_{k,n_g}^\perp] \). It holds:

\[
\xi = R^T g, \quad (2.39)
\]

\[
x = [\xi_1; \ldots; \xi_k]. \quad (2.40)
\]

As remarked in Eq.(2.2) \( p(x) \) is obtained by:

\[
(2.41) \quad p(x) = \int_{S_k^+} \rho(\xi) d\xi_1 \ldots d\xi_k.
\]

The score (and the total variation) is then directly related to the following integral:

\[
(2.42) \quad I^{(k)} = \int_{S_k} \int_{S_k^\perp} h \ d\xi_{k+1} \ldots d\xi_{n_g} \ d\xi_1 \ldots d\xi_k.
\]

Without loss of generality let us suppose that:

\[
(2.43) \quad \xi_{k+1} = \omega^T g.
\]

Remark that the orthogonal complement to \( S_k \) can be always constructed in this way. We will denote by \( S_{k+1}^+ = S_k^\perp / \xi_{k+1} \). Hence:

\[
(2.44) \quad I^{(k)} = \int_{S_k} \int_{-\infty}^{\infty} \left( \int_{S_{k+1}^\perp} h \ d\xi_{k+2} \ldots d\xi_{n_g} \right) \ d\xi_{k+1} \ d\xi_1 \ldots d\xi_k.
\]

When \( \omega \) is used to construct the input \( (x = M_{k+1,n_g}) \), the integral \( I^{(k+1)} \) reads:

\[
(2.45) \quad I^{(k+1)} = \int_{S_k} \int_{-\infty}^{\infty} \left( \int_{S_{k+1}^\perp} h \ d\xi_{k+2} \ldots d\xi_{n_g} \right) \ d\xi_{k+1} \ d\xi_1 \ldots d\xi_k.
\]

A straightforward inequality follows:

\[
(2.46) \quad \int_{-\infty}^{\infty} \left| \int_{S_{k+1}^\perp} h \ d\xi_{k+2} \ldots d\xi_{n_g} \right| d\xi_{k+1} - \int_{-\infty}^{\infty} \left( \int_{S_{k+1}^\perp} h \ d\xi_{k+2} \ldots d\xi_{n_g} \right) d\xi_{k+1} \geq 0,
\]

which implies:

\[
(2.47) \quad \mu(A_{S}^{(k+1)}) - \mu(A_{S}^{(k)}) = \frac{1}{2} \left( I^{(k+1)} - I^{(k)} \right) \geq 0,
\]

and this concludes the proof. \( \Box \)

Remark. Since, at each step of the method, we enforce that the matrices \( M_{k,n_g} \) belong to the Stiefel manifold, when \( k = n_g \) we retrieve an element of the orthogonal group, whose associated score is the maximal possible.
3. Computational studies. In this section, we compare the algorithm with classical tools used for dimension reduction in the context of classification problems. The first part consists of comparing the strategy proposed in this paper with Feature Selection (FS) [18]. In the second part we make the comparison with the Principal Component Analysis (PCA) method [5, 42].

3.1. Comparison with feature selection. FS is a widely used dimension reduction tool consisting of selecting a subset of features, pertinent to answer a clustering [9] or classification [8] problem. In the context of the present work, this would consist in selecting a subset of the dictionary entries, and, as remarked, it can be seen as a particular case of the proposed method.

In this first test case a synthetic example is constructed by considering a gaussian mixture: \( \rho_0(g), \rho_1(g) \) are two normal distributions, of mean and variance \((\mu_0, \Sigma_0)\) and \((\mu_1, \Sigma_1)\) respectively. When dealing with Gaussian distributions, the symmetrized Kullback-Leibler divergence can be analytically computed. In Section 2.1, an equivalence between the symmetrized KL divergence and the score \( \mu(A_S) \) is shown. The symmetrized Kullback-Leibler divergence between the distributions reads:

\[
D_{SKL}(\rho_0, \rho_1) = \frac{1}{4} \left( \text{tr}((\Sigma_1^{-1}\Sigma_0 + \Sigma_0^{-1}\Sigma_1) + (\mu_1 - \mu_0)^T(\Sigma_0^{-1} + \Sigma_1^{-1})(\mu_1 - \mu_0) - 2n_g) \right).
\]

Let \( k \in \mathbb{N}^* \) denote the number of entries selected by the FS, let \( l \in \mathbb{N}^*, l \leq n_g \) be such that the elements of the Stiefel manifold are \((M_l,n_g) \in M_l,n_g)\) and \( m \in \mathbb{N}^* \) be the maximal number of non-zero entries of the columns of \( M_l,n_g)\).

When projecting Gaussian distributions on linear subspaces, Gaussian distributions are retrieved, namely \( P_0, P_1 \), whose densities are \( p_0(x), p_1(x) \). The mean and variances of these are reported in Table 1 for the case of FS and the proposed method.

<table>
<thead>
<tr>
<th>Classification strategy</th>
<th>( \Sigma_0 )</th>
<th>( \Sigma_1 )</th>
<th>( \mu_0 )</th>
<th>( \mu_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature Selection</td>
<td>( I_k )</td>
<td>( \beta I_k, \beta &gt; 0 )</td>
<td>( 0_k )</td>
<td>( 1_k )</td>
</tr>
<tr>
<td>Double Greedy Algorithm</td>
<td>( I_l )</td>
<td>( \beta I_l, \beta &gt; 0 )</td>
<td>( 0_l )</td>
<td>((\sqrt{m}, \ldots, \sqrt{m}) \in \mathbb{R}_l^+ )</td>
</tr>
</tbody>
</table>

*Table 1: Gaussian parameters for feature selection and double greedy algorithm study case.*

The symmetrized Kullback-Leibler divergence for FS and, respectively, for the double greedy algorithm (DGA) reads:

\[
D^{(FS)}_{SKL}(P_0, P_1) = \frac{1}{4} \left( \frac{k}{\beta} + k\beta + k(1 + \frac{1}{\beta}) - 2k \right),
\]

\[
D^{(DGA)}_{SKL}(P_0, P_1) = \frac{1}{4} \left( \frac{l}{\beta} + l\beta + lm(1 + \frac{1}{\beta}) - 2l \right).
\]

An analysis of the above expressions provides some insight on the performances of the methods. Let us consider the difference between the divergences:

\[
f_{l,k}(\beta) = \left( \frac{k}{l} - 1 \right) \beta^2 + \left( 2 - \frac{k}{l} \right) \beta + 2 \frac{k}{l} - 1,
\]

\[
\Delta = D^{(DGA)}_{SKL}(P_0, P_1) - D^{(FS)}_{SKL}(P_0, P_1) \geq 0 \iff m \geq \frac{f_{l,k}(\beta)}{\beta + 1}.
\]

Some properties are highlighted:
• If \( k = l \), then, \( \forall \beta \), the symmetrized KL divergence is larger for DGA if \( m \geq 1 \); in the case in which \( m = 1 \), as commented before, the methods coincide.
• If \( k < l \), \( \forall \beta \), \( \Delta \geq 0 \): in this case DGA always outperforms FS.
• If \( k > l \), different scenarios are possible.
• It is interesting to consider the case of identical Gaussians, namely \( \beta = 1 \), the DGA outperforms FS if \( m > \frac{k}{l} \). Remark that when \( l = 1 \) (DGA selects just an element of the unit sphere): \( \Delta \geq 0 \) if \( m \geq k \).

In general, when both the methods achieve the same result in terms of symmetrized KL divergence, DGA method has a reduced dimension smaller (in some cases much smaller) than FS. This is particularly relevant when a finite (and not so large) number of samples are available. A comparison is given in Table 2 where the symmetrized Kullback-Leibler difference between DGA and FS is computed for some values of \( k, l \) and \( m \).

### Table 2

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>( m = 1 )</th>
<th>( m = 5 )</th>
<th>( m = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>( l )</td>
<td>( l )</td>
<td>( l )</td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>-2.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>-4.5</td>
<td>-2.5</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>-7.0</td>
<td>-5.0</td>
<td>-2.5</td>
</tr>
<tr>
<td>20</td>
<td>-9.5</td>
<td>-7.5</td>
<td>-5.0</td>
</tr>
</tbody>
</table>

**3.2. Comparison with PCA.** In this section, we compare the proposed double greedy algorithm with the Principal Component Analysis (PCA), which consists in finding an orthogonal transformation such that the variance of the dataset in the principal directions is the largest possible [5, 42].

Let \( G \) follows a multivariate normal distribution in \( \mathbb{R}^{n_g} \). Let \( l \in \mathbb{N}^* \) and \( I = \{i_1, \ldots, i_l\} \) be a set of indices. For this test case, classes 0, 1 are defined as:

\[
\begin{align*}
  \{ y^* = 0 \text{ if } g_{i_1}, \ldots, g_{i_l} \geq 0, \\
  y^* = 1 \text{ otherwise.}
\end{align*}
\]

In the particular case analysed hereafter, \( n_g = 50 \) and \( I = \{10, 11, 12, 13\} \). The total number of samples in the training set is \( n_s = 1500, 105 \) for the class 0 and 1395 for the class 1. The number of samples for the validation set is \( n_v = 500, 35 \) samples for the class 0 and 465 for the class 1. The method proposed used \( m = 2 \) dictionary entries to build the first direction and \( m = 3 \) dictionary entries to build the second direction.

In Figure 3, the samples projected on the first two principal directions obtained by PCA are shown. As it can be assessed, PCA does not provide an efficient preprocessing, the conditional densities of the classes being practically indistinguishable.

On the other hand, the two first directions identified by the Double Greedy method proposed \( (M_{2,n_g}) \) tend to maximise the separation between the conditional densities. The samples projected on these directions are shown in Figure 4.
Section 3.2: samples projected on the two first directions computed by PCA, along with the marginal conditional densities.

The results obtained allow to stress an important aspect. PCA is a general purpose reduction method, which is often effective, but it is not specific to classification tasks, as the method proposed. Henceforth, there are situations, like the one shown in...
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3.3. A high-dimensional low sample size example. We consider a numerical illustration of a high-dimensional low sample size regime. For this \( n_g = 10^5 \), and the number of samples in the training set is \( n_s = 200 \), evenly distributed between the two classes. The validation set consists of \( n_v = 100 \) samples. Let \( I = 10, \ldots, 20 \) be a set of indices, whose cardinality is \( \#I = 11 \). The probability density function reads:

\[
\rho(g) = \frac{1}{2} \rho_0(g) + \frac{1}{2} \rho_1(g),
\]

where \( \rho_0, \rho_1 \) are unitary variance Gaussians, whose mean are \( \mu_0 = [0, \ldots, 0] \) and:

\[
\begin{aligned}
\mu_{1i} &= \eta & \text{if } i \in I, \\
\mu_{1i} &= 0 & \text{otherwise}
\end{aligned}
\]

For this example, we considered two cases, namely \( \eta = 1 \) and \( \eta = 4 \); the Mahalanobis distance criterion was used to approximate the score.

The results are shown in Fig. 5, when the dimension of the reduced space is \( k = 1 \). The samples are projected in \( x \in \mathbb{R} \) and the probability densities of the two classes are plotted for the training and validation sets. In the upper row, \( \|\omega\|^{\rho_{0,n_g}} = 1 \), in the lower row \( \|\omega\|^{\rho_{0,n_g}} = 2 \). Visually, we can assess that the separation between the densities increases when we use two components instead of one, and this holds for both the training and the validation sets; this is confirmed by the increase in the classification score. When \( \eta = 4 \), the densities of the two classes \( \rho_0, \rho_1 \) have a larger total variation with respect to the case \( \eta = 1 \). This is found also for the marginal densities \( p_0, p_1 \).

The two non-zero components chosen by the algorithm to construct the first direction \( (M_1, n_g) \) are elements of \( I \) described above. Selected non-zero components are 12 and 10 for \( \eta = 1 \) study case and 14 and 11 for \( \eta = 4 \).

3.4. Application to a classification problem. To conclude, we present a test case based on a realistic dataset: the LSVT Voice Rehabilitation data set provided by UCI machine learning repository (https://archive.ics.uci.edu/ml/index.php). This
dataset based on dysphonia measures is studied to assess the LSVT protocol in Parkinson disease [41], and was used, as other datasets in this repository, as a benchmark to test several classification strategies.

We randomly divided the dataset into a training set of size $n_s = 50$ and a validation set of size $n_v = 76$. The feature space, which is, in our case, the set of the dictionary entries, is $n_g = 309$.

The following comparison is proposed: the PCA and the proposed (DGA) method are applied to define a low dimensional input, that will be used to perform the classification with several standard methods.

Concerning the PCA, we choose the $k = 3$ first directions (which explain approximately 99.8% of the variance). The double greedy algorithm (DGA), using an early stopping criterion on the validation set, stopped at $k = 2$, with one component ($m = 1$) for the first direction and two components ($m = 2$) for the second direction.

The chosen classifiers for the training and validations steps are Linear Discriminant Analysis (LDA), K-Nearest Neighbors (KNN), Decision Tree (DT), Naive Bayes (NB) and Support Vector Machines (SVM). We used the Scikit-learn library [35] with default parameters.

The success rates on the validation set for the two dimension reduction strategies and the five classifiers are given in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>KNN</th>
<th>DT</th>
<th>NB</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>0.58</td>
<td>0.49</td>
<td>0.59</td>
<td>0.51</td>
<td>0.67</td>
</tr>
<tr>
<td>DGA</td>
<td>0.76</td>
<td>0.74</td>
<td>0.78</td>
<td>0.82</td>
<td>0.68</td>
</tr>
</tbody>
</table>

*Table 3: Validation dataset success rate using PCA and DGA strategies for dimension reduction. Classifiers used with their default parameters with the Scikit-learn [35] library.*

For all the tested classifiers, the DGA strategy shows an increase in the validation dataset success rate. Except for SVM, this gain is particularly significant.

4. Conclusions. This paper investigates a double greedy algorithm to construct the input $x$ of a classifier by exploiting a large number of dictionary entries. The method is designed to deal with classification problems in a high-dimensional/low sample size regime. The method can be interpreted as a sparse goal oriented dimension reduction technique. The first contribution is the introduction of an objective function to be maximised, which is directly related to the performances of the classifiers in the reduced space. This objective function was related to quantities which are commonly used to assess the performances in classification problems. The method proposed is easily parallelisable and hence well adapted to large problems. Some examples are proposed to illustrate the performances of the proposed method: first, a comparison in a small scale problem is performed with Feature Selection and the Principal Component Analysis; then, the method was tested on a large scale synthetic example that mimics a high-dimensional/low sample size regime and a realistic dataset.

Several perspectives arise. One concerns the application of the method to a broader set of realistic cases. The extension to more than two classes as well as to regression problems will be considered.
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