
HAL Id: hal-02278740
https://inria.hal.science/hal-02278740v1
Submitted on 4 Sep 2019 (v1), last revised 2 Mar 2020 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Characterization of Finite/Fixed-time Stability of
Evolution Inclusions

Andrey Polyakov

To cite this version:
Andrey Polyakov. Characterization of Finite/Fixed-time Stability of Evolution Inclusions. CDC 2019
- 58th IEEE Conference on Decision and Control, Dec 2019, Nice, France. �hal-02278740v1�

https://inria.hal.science/hal-02278740v1
https://hal.archives-ouvertes.fr


Characterization of Finite/Fixed-time Stability of Evolution Inclusions

Andrey Polyakov

Abstract— Characterizations (necessary and sufficient con-
ditions) of finite-time and fixed-time stability of evolution
inclusions in Banach spaces are presented in terms of Lyapunov
functionals.

I. INTRODUCTION

The method of Lyapunov function is the main tool for
stability analysis and stabilization of both finite [1] and infi-
nite dimensional non-linear systems [2], [3]. Characterization
(necessary and sufficient conditions) of stability of evolution
systems is an important problem in this context (see [4], [5]).

Finite-time and fixed-time control and estimation problems
are in the scope control theory [6], [7]. Finite/Fixed-time
estimation algorithms allow a separation principle to be
realized in nonlinear systems [8]. Finite/fixed-time control
algorithms allows us to fulfill some time constrains [9].
Finite-time stable of infinite dimensional systems are studied,
for example, in [10], [11], [12], [13].

Some sufficient and some necessary conditions of finite-
time and fixed-time stability of finite dimensional systems are
given, for example, in [6], [14], [15]. This paper presents the
conditions for a class of evolution systems (both finite and
infinite dimensional).

Notation. B is a real Banach; H is a real Hilbert space;
L(B,B) denotes the space of linear bounded operator on B;
L2 denotes the Lebesgue space of quadratically integrable
functions; C∞c is a set of infinitely smooth functions with
a compact support; Hp is a Sobolev space and Hp

0 is a
completion of C∞c in the norm of Hp; 0 is the zero element
of B; K (resp. K∞) is a set of strictly increasing positive
functions σ : [0,+∞) → [0,+∞) (resp. σ(s) → +∞ as
s→ +∞); B(r) is a ball of the radius r > 0 centered at 0.

II. SYSTEM DESCRIPTION AND BASIC ASSUMPTIONS

Let us consider the nonlinear system

ẋ−Ax ∈ F (t, x), t > t0, (1)

where t0 > 0 is an initial instant of time, x(t) ∈ B is the
system state, A : D(A) ⊂ B → B is a linear (possibly)
unbounded closed densely defined operator which generates
a strongly continuous semi-group Φ of linear bounded op-
erators on B (see e.g. [16, Chapter 2] for more details) and
F : R×B ⇒ B is a set-valued non-linear mapping such that
0 ∈ F (t,0). The latter means that the evolution inclusion
always has the zero solution.
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Definition 1: A continuous function x : [t0, t0 + T )→ B
is said to be a mild solution to (1) if there exists a selector
(a single-valued mapping) f ∈ L1((t0, t0 + T ),B) such that

f(s) ∈ F (s, x(s)) for almost all s ∈ (0, T )

x(t) = Φ(t)x0 +

∫ t

t0

Φ(t− s)f(s)ds, ∀t ∈ [t0, t0 + T ).

If this mild solution satisfies (1) for (almost) all t ∈ (0, T )
then x is called classical (strong) solution of (1).
The integral in the above definition is understood in the sense
of Bochner (see e.g. [17], page 187).

The problem of existence of solutions for evolution models
like (1) with singled-valued and set-valued F is studied in
literature (see e.g. [16], [18], [19]). Notice that if B = Rn
then, to guarantee existence of solutions, the operator A must
be bounded and, without lost of generality, we may assume
A = 0, i.e. (1) becomes an ordinary differential inclusion.

Assumption 1: A mild solution xt0,x0
with the initial con-

dition x0 ∈ B exists and is defined, at least, on a time interval
[0, t), where t = +∞ or t < +∞ : limt→t ‖xt,x0(t)‖ =
+∞. The time instant t may depend on x0 and/or on a
concrete solution xt0,x0

if solutions are not unique.
The aim of this paper is to provide characterizations (nec-

essary and sufficient condition) of finite-time and fixed-time
stability of the system (1) in terms of Lyapunov functions.

Notice that the most of constructions presented below can
be repeated for more general models of dynamical systems
dynamical systems considered, for example, in [4] and [20].

III. PRELIMINARIES

A. Stability Definitions

The concept of stability introduced by A.M. Lyapunov
[21] considers some nominal motion x∗t0,x0

(t) of a dynamic
system and studies perturbations ∆x0 of the initial condition
x0, where the index t0, x0 indicates a dependence of a solu-
tion of the initial condition x(t0) = x0. If small perturbations
imply small deviations of perturbed motions xt0,x0+∆x0(t)
from x∗t0,x0

(t) then the nominal motion is called stable.
Below we consider the zero solution (or, equivalently, the
origin) of the system as the nominal motion.

Solutions to ODEs, differential inclusions and evolution
systems may be non-unique in the general case. This implies
two possible types of stability: weak stability (a property
holds for a solution) and strong stability (a property holds
for all solutions). Weak stability usually is not enough for
control purposes. In this paper we deal only with strong
stability.



Definition 2 (Lyapunov stability): The origin of the sys-
tem (1) is said to be uniformly locally (globally) Lyapunov
stable if there exists ε∈K (resp.K∞) such that

‖xt0,x0(t)‖ ≤ ε(‖x0‖), t > t0

for any solution xt0,x0 of (1) and any x0 ∈ U , where U ⊂ B
is a neighborhood of the origin (resp. U = B).
Let us recall the well-known result about Lyapunov stable
systems (see e.g. [6]).

Proposition 1: If the origin of the system (1) is Lyapunov
stable then xt0,0(t) ≡ 0 is the unique solution of the system
(1) with the initial condition x(t0) = 0.
Proof. Suppose the contrary, i.e. there exists a solution xt0,0
and a time instant t′ > t0 such that xt0,0(t′) 6= 0. Denote
ε := ‖xt0,0(t′)‖/2 > 0. From the definition of Lyapunov
stability we have for any ε > 0 there exits δ > 0 such that
‖x0‖ < δ always implies ‖xt0,x0

(t)‖ < ε for all t > t0.
Taking into account that, in our case, ‖x0‖ = ‖0‖ = 0 < δ
we obtain the contradiction.

Definition 3 (Finite-time Stability): The origin of a dy-
namical system is said to be locally (globally) uniformly
finite-time stable if it is locally (globally) uniformly Lya-
punov stable and there exists a locally bounded functional
T : U ⊂ B→ [0,+∞) such that for any x0 ∈ U we have

xt0,x0(t) = 0, ∀t ≥ t0 + T (x0),

where U ⊂ B is a neighborhood of the origin (U = B).
Notice that uniformity of finite-time stability on initial

condition is guaranteed by local boundedness of T , but
uniformity on the initial instant of time comes from the
independence of T on t0 (see [22] for more details).

The functional T estimates a setting time of the system.
Obviously, this functional is not unique. If T satisfies Defi-
nition 3 then T +C with a positive definite C also estimates
the settling time. The minimal over all such functionals is
called the settling-time function.

Definition 4 (Fixed-time Stability): The origin of a dy-
namical system is said to be locally (globally) fixed-time
stable if it is locally (globally) uniformly finite-time stable
and the settling-time functional T is globally bounded, i.e.

∃Tmax > 0 : xt0,x0
(t) = 0, ∀t ≥ t0 + Tmax,∀x0 ∈ U

where U ⊂ B is a neighborhood of the origin (U = B).
Fixed-time stability can be discovered even for linear evo-
lution systems (i.e. with F ≡ 0). For example, solutions
of wave equations with the so-called transparent boundary
conditions vanish in a fixed time (see e.g. [10]).

B. Generalized derivatives

A mild solution satisfies the evolution inclusion (1) in the
integral sense (see Definition 1). Its time derivative may not
exist and not satisfy (1). Generalized derivatives (see e.g.
[23]) can be utilized in this case for Lyapunov analysis.

Let I be one of the following sets: [a, b], (a, b), [a, b) or
(a, b], where a, b ∈ [−∞,+∞], a < b. Let K be the set of
sequences of real non-zero numbers converging to zero:

{hn} ∈ K ⇔ hn → 0, hn 6= 0.

Definition 5 (page 207, [23]): A number

D{hn}ϕ(t)= lim
n→+∞

ϕ(t+hn)−ϕ(t)
hn

, {hn}∈K : t+ hn∈I

is called derivative number of the function ϕ : I → R at the
point t ∈ I, if the above limit exists (both finite and infinite
limits are admissible).

The set of all derivative numbers of the function ϕ at the
point t ∈ I is called contingent derivative:

DKϕ(t) =
⋃

{hn}∈K:∃D{hn}ϕ(t)

{D{hn}ϕ(t)} ⊂ [−∞,+∞].

Obviously, if a function ϕ is differentiable at a point t∈ I
then DKϕ(t) = ϕ̇(t).

Lemma 1 ([23], page 208): The set DKϕ(t) ⊆
[−∞,+∞] is nonempty for ϕ : I ⊂ R → R and
t ∈ I.

If ϕ : I → R then the notation DKϕ(t) < 0 means y <
0, ∀y ∈ DKϕ(t). In the similar component-wise sense we
define|DKϕ(t)| < L with L ∈ R+, and qDKφ(t) with q ∈ R.
Definition 5 implies if DKφ1(t) ≤ c1 and DKφ2(t) ≤ c2 for
all t ∈ I, where c1, c2 ∈ R, then DK(φ1 +φ2)(t) ≤ c1 + c2.

Recall that a function ϕ : I →R is called decreasing on
I if ∀t1, t2 ∈ I : t1 ≤ t2 ⇒ ϕ(t1) ≥ ϕ(t2).

Lemma 2: The function ϕ : I ∈ R→ R is decreasing on
I if and only if DKϕ(t) ≤ 0 holds for all t ∈ I.
Sufficiency is the straightforward consequence of Definition
5 (see also [23], page 266]). Necessity immediately follows
from the definition of the decreasing function.

Lemma 3 ([23], page 212): If a function ϕ : [a, b] → R
is decreasing then it differentiable almost everywhere and

φ(b)− φ(a) ≤
∫ b

a

φ̇(τ)dτ.

Lemma 4: Let a function f : [0, T )→ R be continuously
differentiable with f ′ ≥ 0, where T ≤ +∞. If ϕ : I →
[0, T ) is a decreasing function then DKf(ϕ(t)) ≤ 0 for all
t∈I and df(ϕ(t))

dt ≤f ′(ϕ(t))ϕ̇(t) almost everywhere on I.
Proof. Since ϕ is decreasing and f and differentiable with
f ′ ≥ 0 then for hn > 0 we have f(ϕ(t+hn))−f(ϕ(t))

hn
=

−
∫ ϕ(t)

ϕ(t+hn)
f ′(x)dx

hn
≤ ϕ(t+hn)−ϕ(t)

hn
min

x∈[ϕ(t+hn),ϕ(t)]
f ′(x) ≤

0, but for hn < 0 we derive f(ϕ(t+hn))−f(ϕ(t))
hn

=∫ ϕ(t+hn)

ϕ(t)
f ′(x)dx

hn
≤ ϕ(t+hn)−ϕ(t)

hn
min

x∈[ϕ(t),ϕ(t+hn)]
f ′(x) ≤ 0.

According to Lemma 3 the function ϕ is differentiable almost
everywhere on I. Hence, it is continuous almost everywhere
on I and lim inf

ε→0
f ′(ϕ(t+ε))DKφ(t) = f ′(ϕ(t))ϕ̇(t) almost

everywhere on I.
Lemma 5: Let ϕ1 : I → [0, C] with C < +∞ and ϕ2 :

I → R. If DKϕ1(t) ≤ −1 and DKϕ2(t) ≤ 0 then

DK(ϕ1ϕ2)(t) ≤ −ϕ2(t), t ∈ I.
Proof. Since ϕ1(t+hn)ϕ2(t+hn)−ϕ1(t)ϕ2(t)

hn
=

ϕ1(t+hn)ϕ2(t+hn)−ϕ2(t)ϕ1(t+hn)+ϕ2(t)ϕ1(t+hn)−ϕ1(t)ϕ2(t)
hn

=
ϕ1(t+hn)(ϕ2(t+hn)−ϕ2(t))

hn
+ ϕ2(t)ϕ1(t+hn)−ϕ1(t)

hn
then

under our assumptions we derive D{hn}(ϕ1ϕ2)(t) ≤
ϕ2(t)D{hn}ϕ1(t).



C. Positive Definiteness and Generalized Properness

Recall that a functional W : Ω ⊂ B → R is said to be
positive definite if W (0) = 0 and W (x) > 0 for x ∈ Ω\{0}.

Lyapunov function candidates in Rn are usually positive
definite and proper (see e.g. [24]). Recall that a mapping
f : Rn → R is proper if an inverse image of any compact
set is a compact set. In the general case, closedness and
boundedness is not sufficient for compactness in Banach
spaces, and the properness in the classical sense may be
too strong condition for Lyapunov function candidate. For
“generalized” proper functions given by Definition 6 an
inverse image of any compact set belongs to a closed
bounded set (which may be not compact in the general case).
Below the word ”generalized” is omitted for shortness.

Definition 6: A positive definite functional V : Ω ⊂
B → [0,+∞) is said to be proper at 0 (locally proper) if
there exists V , V ∈ K such that V (‖x‖) ≤ V (x) ≤ V (‖x‖)
for x ∈ Ω\{0}, where Ω is a neighborhood of 0.

A positive definite functional V : B→ [0,+∞) is said to
be globally proper if V , V ∈ K∞, Ω = B.

The locally/globally proper positive definite functions are
conventional Lyapunov function candidates for stability anal-
ysis of dynamical systems (see [1], [4]). To analyze a decay
of such discontinuous function along trajectories of a system,
the generalized derivatives considered above can be utilized.

Given number r ∈ R and given positive definite function
W : Ω ⊂ B → R let us denote the level set of the function
W as follows Π(W, r) := {x ∈ Ω : W (x) < r}.

IV. CHARACTERIZATION OF LYAPUNOV STABILITY

Lyapunov Function Method is founded on the so-called
energetic approach to stability analysis. It considers a pos-
itive definite function as a possible energetic characteristic
(energy) of a dynamical system and studies evolution of this
function in time. If such a function is decreasing along any
system trajectory then the system has some stability property.

Theorem 1: The origin of the system (1) is locally (glob-
ally) uniformly Lyapunov stable if and only if there exists a
locally (globally) proper positive definite functional V : Ω ⊂
B→ R such that the inequality

DKV (xt0,x0(t)) ≤ 0, ∀t > t0 (2)

holds for any t0 ∈ R and for any mild solution xt0,x0
of (1)

as long as xt0,x0
(t) ∈ Ω\{0}, where Ω is a neighborhood

of the origin (resp. Ω = B).
Proof. Sufficiency. Let ε0 > 0 be such that B(ε0) ⊂ Ω,
where B(r) as before denotes an open ball in B of the radius
r > 0. Notice that such ε0 always exists since 0 ∈ int Ω.

Since V (x) is locally proper, then there exist V , V ∈ K
such that V (‖x‖) ≤ V (x) ≤ V (‖x‖) for all x ∈ Ω\{0}.
This implies that for any ε > 0 here exists a sufficiently
small λε > 0 such that Π(V, λε) ⊂ B(ε) and there exists
qε ∈ (0,min{ε0, ε}) such that V (qε) = λε. On the other
hand, since the functional V (x) is continuous at the origin
then ∃δ ∈ (0, qε) such that V (x) < V (qε) for all x ∈ B(δ)
and B(δ) ⊂ Π(V, λε) ⊂ B(ε).

Given x0 ∈ B(δ) let us consider an arbitrary mild solution
xt0,x0(t) of (1). The inequality (2) and Lemma 2 imply that
V (xt0,x0(t)) is decreasing on t>t0 as long as xt0,x0(t)∈Ω.

Let us show that ‖xt0,x0
(t∗)‖ < qε < ε for all t > t0

provided that ‖x0‖ < δ < qε. Suppose the contrary, i.e.
∃t∗ > t0 : ‖xt0,x0

(t∗)‖ = qε and ‖xt0,x0
(t∗)‖ < qε for

t ∈ (t0, t
∗). From the definition of the function V we derive

V (x(t∗, t0, x0)) ≥ V (‖x(t∗, t0, x0)‖) = V (qε) = λε. On
the other hand, xt0,x0

(t) ∈ B(qε) ⊂ B(ε0) ⊂ Ω for all t ∈
(t0, t

∗), i.e. V (xt0,x0
(t)) is decreasing on this interval and

V (xt0,x0
(t)) ≤ V (x0) < λε. We obtain the contradiction.

Necessity. Let St0,x0 denote a set of solutions of the
system (1) with the initial condition x(t0) = x0. Let the
origin of the system (1) be uniformly Lyapunov stable.In
this case, the functional V : Ω ⊂ B→ B given by

V (x0) := sup
t0∈R,xt0,x0∈St0,x0

sup
t≥t0
‖xt0,x0

(t)‖.

is locally (globally) proper. Indeed, by construction V is non-
negative and V (‖x0‖) := ‖x0‖ ≤ V (x0), but the definition
of local (global) uniform Lyapunov stability implies that V is
well defined and locally bounded in some neighborhood Ω of
0 (resp. Ω = B) and there exists V ∈ K (resp. K∞) such that
V (x) ≤ V (‖x‖), e.g. V̄ (s) = s+1

s sup‖x‖=s V (x). Finally,
due to uniform Lyapunov stability of the origin, V (xt0,x0(t))
is decreasing and, by Lemma 2, DKV (xt0,x0

(t)) ≤ 0 as long
as xt0,x0

(t) ∈ Ω\{0}.
Notice that, in many cases (see e.g. [22]),we do not need

to know solutions xt0,x0 to check the inequality (2).

V. CHARACTERIZATION OF FINITE-TIME STABILITY

The finite-time stability combines two properties: Lya-
punov stability and finite-time convergence. The correspond-
ing Lyapunov theorem must characterize both of them.

Theorem 2: The origin of the system (1) is locally (glob-
ally) uniformly finite-time stable if and only if there exist
a locally (globally) proper positive definite functional V :
Ω ⊂ B→ R and a locally bounded functional T : Ω ⊂ B→
[0,+∞) such that T (0) = 0 and the inequalities

DKV (xt0,x0
(t))≤0, DKT (xt0,x0

(t))≤−1, t>t0 (3)

hold for any t0 ∈ R and for any mild solution xt0,x0
of (1)

as long as xt0,x0
(t) ∈ Ω\{0}, where Ω is a neighborhood

of the origin (resp. Ω = B).
Proof. Sufficiency. Theorem 1 implies that the origin of
the system (1) is locally (globally) Lyapunov stable. This
means that any solution xt0,x0

(t) remains bounded for all
t > t0 and xt0,x0

(t) ∈ Ω provided that x0 belongs to some
neighborhood U of 0 (resp. U = B in the case of global
Lyapunov stability). Hence, T (xt0,x0(t)) is bounded ∀t>t0.

Let us consider the interval [t0, t1], t1 = t0 + T (x0) and
show that there exists an instant of time t∗ ≥ t0 such that
xt0,x0

(t∗) = 0. Suppose the contrary, i.e. xt0,x0
(t) 6= 0

for ∀t ∈ [t0, t1]. The inequality (3) and Lemma 2 imply
that the function T (xt0,x0(·)) is decreasing on [t0, t1] and,
consequently, differentiable almost everywhere on [t0, t1].



Then using Lemma 3 we derive

T (xt0,x0 (t1))−T (xt0,x0 (t1))≤
t1∫
t0

Ṫ (xt0,x0 (τ)))dτ≤−(t1−t0)=−T (x0),

i.e., T (xt0,x0
(t1)) ≤ T (xt0,x0

(t0)) − T (x0) = 0. Since
T (x) > 0 for 0 6= x ∈ U then T (xt0,x0(t1)) = 0 implies
xt0,x0(t1) = 0, i.e. the functional T estimates the settling
time. Therefore, the origin of the system (1) is uniformly
finite-time stable since T is locally bounded uniformly on t.

Necessity. Let the origin of the system (1) be locally (glob-
ally) uniformly finite-time stable. Notice that Proposition 1
implies that xt0,0 ≡ 0 is the unique solution of our system
with the zero initial condition. The existence of a functional
V follows from Theorem 1.

Let St0,x0 denote a set of solutions of the system (1) with
the initial condition x(t0) = x0 ∈ U , where U ⊂ B is
a domain of finite-time attraction (U = B in the case of
global finite-time stability). If z ∈ St0,x0

then z is defined
on [t0,+∞).

Let us introduce the functional T : U ⊂ B→ R as follows

T (x0) = sup
t0∈R,x∈St0,x0

inf
τ>0 : x(t0+τ)=0

τ, x0 ∈ U.

Since the origin is uniformly finite-time stable then, by
construction, T (0) = 0, and T is locally bounded on x ∈ U .

Let x be an arbitrary solution such that x(t) ∈ U for all
t > t∗ and let h > 0 be such that x(p) 6= 0 with p ∈
[t0, t0 + h]. In this case, there exists x̃ ∈ St0,x(t0) such that
infτ>0 : x̃(t0+τ)=0 τ ≥ h and

T (x(t0))−h= sup
t0∈R,x∈St0,x(t0)

inf
τ>0 : x(t0+τ)=0

τ−h=

sup
t0∈R,x∈St0,x(t0)

inf
τ̃>−h : x(t0+h+τ̃)=0

τ̃=

sup
t0∈R,x∈St0,x(t0)

inf
τ̃>0 : x(t0+h+τ̃)=0

τ̃ .

Let us denote

Sht0,x0
=
{
z[t0+h,+∞) ∈ C([t0 + h,+∞),B) : z ∈ St0,x0

}
,

where h > 0 and z[t̃0+h,+∞) denotes restriction a function
z : [t̃0,+∞) → B to the time interval [t̃0 + h,+∞). Since
St0+h,x(t0+h) ⊂ Sht0,x(t0) then

T (t0+h,x(t0+h))= sup
t0∈R,x∈St0+h,x(t0+h)

inf
τ̃>0 : x(t0+h+τ̃)=0

τ̃≤

sup
t0∈R,x∈Sht0,x(t0)

inf
τ̃>0:x(t0+h+τ̃)=0

τ̃= sup
t0∈R,x∈St0,x(t0)

inf
τ̃>0:x(t0+h+τ̃)=0

τ̃ .

Therefore, we obtain T (x(t0+h))−T (x(t0))
h ≤ −1 and

DK(T (x(t))) ≤ −1 as long as 0 6= x(t) ∈ U .
If the settling-time function T is continuous at the origin

then the function T can be excluded from Theorem 2 and
the settling-time can be estimated using V .

Corollary 1: The origin of the autonomous system (1) is
locally (globally) uniformly finite-time stable with a contin-
uous at the origin settling-time function if and only if there
exists a locally (globally) proper positive definite functional
V : Ω ⊂ B→ [0,+∞) such that the inequalities

DKV (xt0,x0(t)) ≤ −1, t > t0, (4)

hold for any t0 ∈ R and for any mild solution xt0,x0
of (1)

as long as xt0,x0(t) ∈ Ω\{0}, where Ω is a neighborhood
of the origin (resp. Ω = B).
Proof. Sufficiency can be proved similarly to Theorem
2 using V instead of T in all considerations. Necessity.
According to Theorem 2 we have two functions V and T
such that V is locally proper, T is locally bounded and
DKV (xt0,x0(t)) ≤ 0, DKT (xt0,x0(t)) ≤ −1. Since T is
continuous at 0 and T (0) = 0 for any finite-time stable
system, then the function V new := V +T is locally (globally)
proper and DKV

new(xt0,x0
(t)) ≤ −1.

The finite-time stability can be characterized by means of
the coercive Lyapunov function (see definitions in [4]).

Corollary 2: The origin of the autonomous system (1) is
locally (globally) uniformly finite-time stable with a contin-
uous at the origin settling-time function if and only if there
exist a locally (globally) proper positive definite functionals
V,W : Ω ⊂ B→ [0,+∞) such that the inequalities

DKV (xt0,x0(t)) ≤ −1−W (xt0,x0(t)), t > t0, (5)

hold for any t0 ∈ R and for any mild solution xt0,x0
of (1)

as long as xt0,x0
(t) ∈ Ω\{0}, where Ω is a neighborhood

of the origin (resp. Ω = B).
Proof. Sufficiency immediately follows from Corollary (2).
Necessity. According to Theorem 2 we have two functions
V and T such that V is locally proper, T is locally bounded
and DKV (xt0,x0

(t)) ≤ 0, DKT (xt0,x0
(t)) ≤ −1. Since

T is continuous at 0 and T (0) = 0 for any finite-time
stable system, then the function V new := T + (T + 1)V
is locally (globally) proper. Using Lemma 5 we derive
DKV

new(xt0,x0(t)) ≤ −1− V.
A. Characterization of Fixed-time Stability

If the system is fixed-time stable then it finite-time stable.
Stability theorems for such systems are expected to be
similar.

Theorem 3: The origin of the system (1) is locally (glob-
ally) fixed-time stable if and only if there exist a locally
(globally) proper positive definite functional V : Ω ⊂ B→ R
and a bounded functional T : Ω ⊂ B → [0,+∞) such that
T (0) = 0, T (x) ≤ Tmax < +∞ for all x ∈ Ω and the
inequalities DKV (xt0,x0

(t)) ≤ 0, DKT (t, xt0,x0
(t)) ≤ −1

with t > t0 hold for any t0 ∈ R and for any mild solution
xt0,x0 of (1) as long as xt0,x0(t) ∈ Ω\{0}, where Ω is a
neighborhood of the origin (resp. Ω = B).
Proof. The proof literally repeats the proof of Theorem 2
using the property of boundedness of T (i.e. ∃Tmax > 0 such
that T (t, x) ≤ Tmax for all t ∈ R and all x ∈ Ω).

If the settling-time function T is continuous at the origin
then fixed-time stability can can be analyzed by means of a
Lyapunov function V only.

Corollary 3: The origin of the system (1) is locally
(globally) fixed-time stable with a continuous at the origin
settling-time function if there exist a locally (globally) proper
functional V : Ω ⊂ B → R and a number q > 0 such that
the inequalities DKV (xt0,x0

(t)) ≤ 0 with t > t0, and

V̇ (xt0,x0
(t))

a.e.
≤ −q(1 + V 2(xt0,x0

(t))), t > t0 (6)



hold for any t0 ∈ R and for any mild solution xt0,x0
of (1) as

long as xt0,x0(t) ∈ Ω\{0}, where Ω ⊂ B is a neighborhood
of the origin. The settling-time function admits the estimate
T (x0) ≤ π

2q for all x0 ∈ B (resp. Ω = B).
Proof. Theorem 1 implies that the origin of the system (1) is
locally (globally) Lyapunov stable. In particular this means
that any solution initiated in U exists for all t > 0, where
U is a neighborhood of the origin (resp. U = B). Notice
that V (xt,x0

) is a monotone function and it is differentiable
almost everywhere.

Let us prove fixed-time convergence and show a settling
time bounded by Tmax = 0.5π/q. Suppose the contrary,
i.e. there exists a solution xt0,x0 which exists on [0,+∞)
and does not vanish after the time Tmax. Let us consider
the functional T : B → [0,+∞) defined as follows
T (x) = arctan(V (x))

q ≤ Tmax. Obviously, T is locally
proper. Since arctan is a differentiable function then, using
Lemma 4 we derive DKT (xt0,x0

(t)) ≤ 0 for all t ≥
[t0, t0 + Tmax] and Ṫ (xt0,x0

(t)) ≤ V̇ (xt0,x0 (t))

q(1+V 2(xt0,x0 (t+ε)) ≤
−1 for almost all t ∈ [t0, t0 + Tmax]. Hence, using
Lemma 3 we derive T (xt0,x0(t0 +Tmax))−T (xt0,x0(t0)) ≤∫ t0+Tmax

t0
Ṫ (xt0,x0

(τ))dτ ≤ −Tmax, i.e. T (xt0,x0
(t0 +

Tmax)) = 0. Proposition 1 implies that xt0,x0(t) = 0 for
all t ≥ t0 + Tmax.

The conditions mentioned in the latter corollary are neces-
sary for the local fixed-time stability. Existence of a globally
proper Lyapunov function satisfying (6) for a globally fixed-
time stable system is still an open problem in the general
case. Particular cases are studied in [15], [14] for finite-
dimensional systems, where it is assumed that the settling-
time function is, at least, locally proper. This is not the case
for an unbounded operator A in (1) (see Section VI-B for
more details).

Corollary 4: If the origin of the system (1) is locally
(globally) fixed-time stable with a continuous at the origin
settling-time function then there exist a locally proper func-
tional V : Ω ⊂ B → R and a number q > 0 such that the
inequalities DKV (xt0,x0(t)) ≤ 0 with t > t0, and

V̇ (xt0,x0
(t))

a.e.
≤ −q(1 + V 2(xt0,x0

(t))), t > t0

hold for any t0 ∈ R and for any mild solution xt0,x0
of (1) as

long as xt0,x0
(t) ∈ Ω\{0}, where Ω ⊂ B is a neighborhood

of the origin (Ω = B).
Proof. Since the system is locally (globally) fixed-time
stable then it locally(globally) uniformly finite-time and
Lyapunov stable. According to Theorem 3 there exist the
Lyapunov functional V and the settling-time T such that
DKV (xt0,x0

(t)) ≤ 0, DKT (xt0,x0
(t)) ≤ −1 as long as

xt0,x0
(t) ∈ Ω and T (x0) ≤ Tmax ∈ (0,+∞) for all x0 ∈ Ω.

Let us consider the functional T0 : Ω→ [0,+∞) defined
as follows T0(x) = T (x) +

(
1− 1

V (x)+1

)
, x ∈ Ω. Using

Lemma 4 we derive DKT0(xt0,x0
(t)) ≤ −1 as long as

xt0,x0(t) ∈ Ω and T0 is locally proper, i.e. ∃T 0, T 0 ∈ K
such that T 0(‖x‖) ≤ T0(x) ≤ T 0(‖x‖). Moreover, we have

T 0(s)→ 1 and T 0(s)→ 1 + Tmax as s→ +∞.

The functional V0 : B → R given by V0(x) =

tan
(

π
2(1+Tmax)T0(x)

)
, x ∈ Ω. is locally proper. Using

Lemma 4 we derive V̇0(xt0,x0
(t)) ≤ 0 for all t ∈ [t0, t0 +

Tmax] and DKV0(xt0,x0
(t)) ≤ −π(1+V 2

0 (xt0,x0 (t)))

2(1+Tmax) for almost
all t ∈ [t0, t0 + Tmax].

The claims given above are proven without any assumption
about continuous dependence of solutions on initial condi-
tions. Making such assumptions we can derive continuity (or
even Lipschitz continuity) of V and T .

VI. EXAMPLES

A. Example of finite/fixed-time stable evolution system in a
Hilbert space

Let us consider the evolution inclusion

ẋ−Ax ∈ F (x), x ∈ H, t > t0 (7)

where

F (x) = −
{

(‖x‖−1+α‖x‖2)x, if x 6=0,

B(1), if x=0,
α ≥ 0

and A : D(A) ⊂ H → H is a closed densely defined
dissipative operator 〈Ax, x〉 ≤ 0, x ∈ D(A) on a real
Hilbert space H with an inner product 〈·, ·〉 and the norm
‖x‖ =

√
〈x, x〉, x ∈ H.

Existence of solution. Let us show that the considered evo-
lution inclusion has a mild solution for any initial condition
x(0) = x0 ∈ H and a classical solution for any initial
condition x(0) = x0 ∈ D(A)\{0}. Let us consider the
evolution equation

ẋ = Ax− f(x)− α‖x‖2x, x ∈ H (8)

with f(x) = ρ
(
‖x‖4
δ4

)
x
‖x‖ , where δ > 0 and ρ : [0,+∞)→

[0, 1] is the ”cut-off” function given by

ρ(r) =

{
0 if r=0,

e−
1
r (e−e−

1
1−r ) if 0<r<1,

1 if r>1.

The function ρ is smooth and 0 = ρ′(0) = ρ′(r) for r ≥ 1.
Tthe norm is continuously Frechét differentiable on H\{0},
(D‖x‖)(h) = 〈h,x〉

‖x‖ , x ∈ H\{0}, h ∈ H,. Hence, we
derive the Frechét derivative Df(x) ∈ L(H,H) of f

(Df(x))(h)=
4〈h,x〉ρ′

(
‖x‖4

δ4

)
‖x‖2

δ4 x−
〈h,x〉ρ

(
‖x‖4

δ4

)
‖x‖3 x+

ρ

(
‖x‖4

δ4

)
‖x‖ h.

Since g : H → [0,+∞) defined as g(x) := ‖x‖−3ρ
(
‖x‖4
δ4

)
is continuous on H, g(0) = 0 then and Df is continuous
with respect to x in the operator norm. According to [16,
Theorem 1.5., page 187] we conclude that the considered
evolution equation (8) has classical solutions for any initial
condition x0 ∈ D(A). Notice that in this case any mild
solution with x0 ∈ H is uniform (on a compact interval
of time) limit of classical solutions (see e.g. [16, Theorem
2.7, page 108]). Moreover, these classical solutions satisfy
(7) for ‖x‖ ≥ δ. Tending δ → 0 we prove existence of
classical solutions of (7) on D(A)\{0} and mild solutions
on H\{0}. Since 0 ∈ F (0) then in the view of Definition 1



the evolution inclusion (7) has the trivial solution x(t) = 0
for the initial condition x(0) = 0, i.e. (7) has solutions for
all initial conditions in H.

Stability Analysis. The functional V : H → [0,+∞)
given by V (x) = ‖x‖ is Frechét differentiable on H\{0}
and globally proper. If x is a classical solution of (7) with
x0 ∈ D(A)\{0} then

V̇ (x(t))=DV (x(t))(Ax(t)−(‖x(t)‖−1+α‖x(t)‖2)x(t))

=
1

‖x(t)‖

〈
Ax(t)−

x(t)
‖x(t)‖−α‖x(t)‖2x(t),x(t)

〉
≤−1−α‖x(t)‖2=−1−αV (x(t))2,

as long as x(t) 6= 0. Again any mild solution x̃ is a uniform
(on compact intervals of time) limit of classical solutions
xi → x̃ as i → +∞ (see e.g. [16, Theorem 2.7, page
108]). Since V is continuously Frechét differentiable then
any D{hn}V (x̃(t)) is a limit of V̇ (xi(t)) with some properly
selected sequence {xi}. Taking into account, V̇ (xi(t)) ≤
−1−αV (xi(t))

2 we conclude DK(x̃(t)) ≤ −1−αV (x̃(t))2.
Therefore, according to Corollaries 2 and 3 the evolution

inclusion (7) is globally uniformly finite-time stable for α ≥
0 and globally fixed-time stable for α > 0.

B. Settling-time function with zero lower estimate

Let us consider the evolution inclusion (7) with α = 0,
H = H0((−1, 1),R), A = ∂2

∂z2 , D(A) = H1
0 ((−1, 1),R) ∩

H2((−1, 1),R). In this case the model (7) describes some
heat system. The term F can be tread as distributed feed-
back control [25], [12]. Recall that the inner product in
H0((−1, 1),R) = L2((−1, 1),R) is given by 〈x, y〉 =∫ 1

−1
x(s)y(s) ds, the eigenvalues of the operator A are λi =

i2π2, i = 1, 2, ... and the eigenfunctions are given by φi(z) =
sin(iφ), i = 1, 2, .... define a basis in H0. In this case, any
classical solution x of (7) on H\{0} can be represented as
follows

(x(t))(z) =

+∞∑
i=1

xi(t)φ(z),

where xi : R → R are some continuous functions. Taking
into account 〈φi, φj〉 = 0 for i 6= j and 〈φi, φi〉 =
1 we derive 〈φi, Ax(t)〉 = −λixi and 〈φi, F (x(t))〉 =

− xi(t)√
〈x(t),x(t)〉

= − xi(t)√∑+∞
i=1 x

2
i (t)

al long as x(t) 6= 0. Hence,

we have
ẋi(t) = −λixi(t)− xi√∑+∞

i=1 x
2
i

.

Let us consider now the sequence of initial conditions x(0) =
rφi, where r > 0 is an arbitrary constant. On the one
hand, such a selection of the initial conditions guarantees that
xj(t) = 0 for all t ≥ 0, j 6= i and ẋi(t) = −λixi(t)− xi(t)

|xi(t)| ,

xi(0) = 1. Hence, we derive xi(t) → 0 as t →
ln(rλi+1)

λi
, i.e. the settling time T tends to zero as i→ +∞.

On the other hand, ‖x(0)‖ remains constant for any i > 1,
since ‖φi‖ = 1. Therefore, for any r > 0 we derive

inf
‖x‖=r

T (x) = 0,

i.e. the settling-time function cannot be estimated from below
by a class K function. This is a specific feature of infinite

dimensional finite-time stable systems with unbounded oper-
ators. Such a situation is impossible in the finite dimensional
case (see [6]).
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