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ON THE APPROXIMATION OF ELECTROMAGNETIC FIELDS BY
EDGE FINITE ELEMENTS. PART 3: SENSITIVITY TO
COEFFICIENTS

PATRICK CIARLET JR*

Abstract. In bounded domains, the regularity of the solutions to boundary value problems
depends on the gometry, and on the coefficients that enter into the definition of the model. This is in
particular the case for the time-harmonic Maxwell equations, whose solutions are the electromagnetic
fields. In this paper, emphasis is put on the electric field. We study the regularity in terms of the
fractional order Sobolev spaces H®, s € [0, 1]. Precisely, our first goal is to determine the regularity
of the electric field and of its curl, that is to find some regularity exponent 7 € (0, 1), such that they
both belong to H®, for all s € [0,7). After that, one can derive error estimates. Here, the error is
defined as the difference between the exact field and its approximation, where the latter is built with
Nédélec’s first family of finite elements. In addition to the regularity exponent, one needs to derive
a stability constant that relates the norm of the error to the norm of the data: this is our second
goal. We provide explicit expressions for both the regularity exponent and the stability constant
with respect to the coefficients. We also discuss the accuracy of these expressions, and we provide
some numerical illustrations.

Key words. Maxwell’s equations, interface problem, edge elements, sensitivity to coefficients,
error estimates

AMS subject classifications. 78A48, 35B65, 65N30

1. Introduction. We study the numerical approximation of electromagnetic
fields governed by Maxwell’s equations. More precisely, our goal is to characterize
the dependence of the error between the exact and computed fields, with respect to
the coefficients that define the model (PDEs, supplemented with boundary condi-
tions). This paper is the third part of the series entitled “On the Approximation of
Electromagnetic Fields by Edge Finite Elements” [12, 13].

For Maxwell’s equations, the coefficients are the electric permittivity, the magnetic
permeability and the conductivity. Classically, the model is recast as an equivalent
variational formulation. The first goal is to determine the value of the constants that
appear in the analysis of the variational formulation, which are the continuity mod-
ulus of the forms, and the coercivity or inf-sup constants. Then, one performs the
numerical analysis of the model. In addition to the above-mentioned constants, one
has to estimate the order of convergence, which depends on the (extra-)regularity of
the fields ; this (extra-)regularity depends itself on the behavior of the coefficients,
and on the geometry of the model. In particular, it is crucial to use ad hoc norms
to measure the fields and the data, and particular care is devoted to the definition
of those norms. We observe that if the coefficients belong to a set not reduced to a
singleton (eg. random coefficients), then the (extra-)regularity may vanish in some
limit cases.

The outline of the paper is as follows.
In the next section, we introduce the model problem (see eg. [2]), set in a bounded
region of R3, with volume sources. We prescribe some a priori conditions on the co-
efficients, and on the source terms; the coefficients are only supposed to be piecewise
smooth, hence they may be discontinuous. The variational formulation is introduced.
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Then, in section 3, we recall the main results regarding the discretisation of elec-
tromagnetic fields by Nédélec’s finite elements [30, 29, 12, 20]. We also define the
function spaces that will allow us to perform the analysis of the model. Particular
attention is paid to the fractional order Sobolev spaces, which play a crucial role in
the analysis. These are defined using either the real interpolation method [28, 33, 9],
or with the help of the Sobolev-Slobodeckij norms [24, 25, 11]: this yields two ways to
measure their elements. In section 4, we provide the (well-known) estimates for the
continuity modulus and the coercivity constant related to the variational formulation,
with respect to the coefficients of the model.

There remains to estimate the so-called regularity exponent and the stability constant,
which relate the norm of the electromagnetic fields in ad hoc fractional order Sobolev
spaces norms to the norm of the source terms. Estimating these last two quantities
with respect to the coefficients of the model is less classical. Hence, most novelties in
the paper are contained in the approach developed in sections 5 and 6. In section 5, we
recall how one can split the electromagnetic fields into a regular part and a gradient
part [4], so the (lack of) regularity of the fields rests on the regularity of the gradients.
This is the subject of section 6. We use a perturbation argument ¢ la Jochmann [27]
or Bonito et al [6] to estimate this regularity with respect to the coefficients of the
model. We call it the global approach. When the coefficient are piecewise constant,
one may also use the local approach, see Appendix B. The main novelties are threefold:
the extension of existing results to problems with complex-valued coefficients, set in
a non-topologically trivial domain; the use of the two measures for elements of the
Sobolev spaces, and their interplay; the design of estimates for the numerical error
that depend only on the coefficients of the model (see Theorem 6.15). To conclude,
we illustrate our results by two examples in section 7.

We denote constant fields by the symbol cst. Vector-valued (respectively tensor-
valued) function spaces are written in boldface character (resp. blackboard bold
characters). Given a non-empty open set O of R?, we use the notation (+|-)o,0 (re-
spectively || - [lo.0) for the L?(O) and the L*(O) := (L?*(0))? hermitian scalar prod-
ucts (resp. norms). More generally, (-|-)s,0 and || - ||s,0 (respectively |- |s o) denote
the hermitian scalar product and the norm (resp. semi-norm) of the Sobolev spaces
H*(O) and H*(O) := (H*(0))? for s € R (resp. for s > 0). The index zmv indi-
cates zero-mean-value fields. If moreover the boundary 0O is Lipschitz, n denotes
the unit outward normal vector field to O. Finally, it is assumed that the reader
is familiar with function spaces related to Maxwell’s equations, such as H (curl; O),
H(curl; 0), H(div; O), Hy(div; O) etc. A priori, H(curl; O) is endowed with the
norm v — (||v[3 o + || curlv|]2 ,)/2, etc. We refer to the monographs of Monk [29]
and Assous et al [4] for details. We will define more specialized function spaces later
on.

2. The model problem. Let Q be a domain in R3, that is an open, connected
and bounded subset of R? with a Lipschitz-continuous boundary 9. We are interested
in solving the time-harmonic Maxwell’s equations (with time-dependence exp(—iwt),
for a given pulsation w > 0),

(2.1) wd +curlh = j in Q,
(2.2) —wb+curle =01in Q,
(2.3) divd = p in Q,
(2.4) divb =0 in .

2
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Above, (e, d, h,b) are the electromagnetic fields. We suppose that d and b are related
to e and h by the constitutive relations

(2.5) d=ce, b=ph in Q,

where the real-valued coefficient ¢ is the electric permittivity and the real-valued
coeflicient u is the magnetic permeability.

The source terms j and g are respectively the current density and the charge density,
and they are related by the charge conservation equation

(2.6) —wp+divy =0.
We suppose that the current density may be written as
(2.7) §=dew toe i Q,

where j,.,, is an externally imposed current, and the real-valued coefficient o is the
conductivity.

2.1. A priori assumptions. Classically, the electromagnetic fields all belong
to L?(Q) and the coefficients ¢, y and o have a fixed-sign (positive): we make these
assumptions from now on. We also assume throughout this work that these coefficients
together with their inverses belong to L*°(2), and we use the notations €4, =
lell Lo ()s Emin = (le™ Lo () ", ete.

We choose the data (.., 0) in H(div;Q) x H~1(Q). It is also possible to choose
Jowt € L*(Q) with divj,,, € H (Q) for some t € (0,1), but we assume for simplicity
that div j,,, € L*(Q). We refer to §6.5 for the study of the more general case.
Finally, we assume that the medium 2 is surrounded by a perfect conductor, so that
the boundary condition below holds:

(2.8) exn=0 ondQ.

Egs. (2.1)-(2.8) together with the assumptions on the coefficients and on the source
terms define our model problem. When we focus on the discretization, see §3.3 and
afterwards, we assume that € is a Lipschitz polyhedron, that €, o are piecewise smooth
on €, and that p is constant on ). We call this setting the polyhedral model problem.
Let us mention that once the field e is known, then all other electromagnetic fields d,
b and h are known too. As a consequence, we focus on the study of the field e. In
particular, we note that e belongs to the function space Hq(curl; ().

2.2. Variational formulation. In the spirit of the charge conservation equa-
tion, let us introduce geyy = —1/wdivj.,, € L*(Q). Our model problem can be
formulated in the electric field e only, namely

Find e € Hy(curl; Q) such that
(2.9) —w?e e+ curl(ytcurle) = wj,,, in Q
diveye = Qege in 2.

Above, the complex-valued coefficient ¢, is defined by €, = ¢ +10/w. Note that in
(2.9), the equation dive,e = ge, is implied by the second-order equation —wle e+
curl(p~!curle) = wj,,,, together with the charge conservation equation (2.6) and
the splitting of the current (2.7), so it can be omitted. Moreover, one can check that
the equivalent variational formulation in H(curl; ) writes

(2.10) { Find e € Ho(curl; Q) such that

(p~1curle|curlv)g g — w?(eselv)o.0 = W(Jepi V)00, Vv € Ho(curl; Q).
3
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Under the assumptions on the coefficients, this variational formulation is well-posed
(see for instance [4, §8.3.2]). In other words,

3C(c o) > 0, such that Vj,,, € L*(Q), e solution to (2.10), and

2.11 X
1D el ot < Comoy liomllog:

3. Discretisation of electromagnetic fields. Here, we define finite element
approximations of the electric field e. We also recall how one can build an a pri-
ori error estimate between e and its approximation. When we study the numerical
approximations and for the ease of exposition, we assume that  is a Lipschitz poly-
hedron (polyhedral model problem). To define finite dimensional subspaces (V)
of Hy(curl; ), we choose the so-called Nédélec’s first family of edge finite elements,
defined on simplicial meshes of Q. We follow here [12, §2.4]. Tt is sufficient to use
first-order finite elements because we focus on electromagnetic fields with low regular-
ity. Q is triangulated by a shape regular family of meshes (7,), made up of (closed)
simplices, generically denoted by K. A mesh is indexed by h := maxg hx (the mesh-
size), where h is the diameter of K. Denoting by px the diameter of the largest ball
inscribed in K, we assume that there exists a shape regularity parameter ¢ > 0 such
that for all h, for all K € Ty, it holds hx < ¢px. Nédélec’s H (curl; Q)-conforming
(first family, first-order) finite element spaces are defined as

Vi :={vn € Ho(curl; Q) : vy x € Ri(K), VK € Tp},
where R (K) is the six-dimensional vector space of polynomials on K
Ri(K):={ve Py(K) : v(z)=a+bxzx, a,becR*}.

According to [30, Theorem 1], any element v in R4 (K) is uniquely determined by the
degrees of freedom in the moment set Mg (v):

Mp(v) = </ev-tdl)e€AK.

Above, Ak is the set of edges of K, and t is a unit vector along the edge e. The global
set of moments on V', is then obtained by taking one degree of freedom as above per
interior edge of T,. We recall that the basic approximability properties writes (cf.
[29, Lemma 7.10])

(31) }{E}I}) (’U;ngéh ||'U - Uh”H(curl;Q)) = 07 Vo € HO(CHI'I; Q)

Assuming for simplicity that the integrals are computed exactly, the discrete electric
problem writes

(3.2) Find e, € V', such that
' (=t curley|curlvy)oo — w?(esen|vn)o.a = w(Fep|vn)o.a, Yon € Vi

Because the exact problem is well-posed, cf. (2.11), one may apply Céa’s lemma to
find

f
(e,p,0) vh,lgfh, le - vhHH(curl;Q) .

(33) 3CL,., >0, Vh, |le—enlH(eus) < C

4
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Classically, the constant Cfs 1,0 depends on the coercivity constant and on the norm

of the sesquilinear form in the left-hand side of (2.10) and (3.2). This constant is
investigated in detail in section 4. It follows from (3.1) that

}{L}n%) ||6 — eh”H(curl;Q) =0.

In order to obtain a result which is more accurate, typically a convergence rate in the
order of h® for some s > 0, one has to use information on the (extra-)regularity of the
electric field. Let us recall how this can be achieved.

3.1. A few reminders about Sobolev spaces. Let O C 2 be a non-empty
connected open subset of R® with Lipschitz boundary. To give a precise meaning to
the regularity of a scalar or vector field on O, we use the well-known Sobolev scale

(H*(0))s.
(0) For s € N, one uses the standard definition:

H*(0) := {v € L*(0) s.t. Va € N, |a| < s, 9,v € L*(0)},

equipped with the norm [[v[|s.0 == (3 ens aj<s ||aa”||2L2(o))1/2' Obviously, H°(O) =
L?(0).

(1) To define those spaces for s > 0, s € N, several possibilities exist. Let us begin
with the real interpolation method [28] (see also Appendix A), which allows us to
define those Hilbert spaces for non-integer indices s =m+ o0, m € N, o € (0,1), as

H*(0) = (H™(0), H"1(0))o 2.

The corresponding norm is denoted by || - ||s,0. In particular, for all 0 < s < ¢, it
holds that H*(O) C H*(O) with continuous embedding [9, §14]:

HC(S’t) >0, Yv € Ht(O), ||U||S’o < C(s,t) ||U||t,O-

Given 0 < s9 <81 <t <1, s Cf,y is continuous on [sg, s1].
A well-known alternative is to define, for o € (0,1):

H?(0) :={v € L*(0) s.t. |v|ge(0) < 0},

where

_ 2 1/2
[v] o0y = (/o ; de dy) is the Sobolev-Slobodeckij semi-norm,

and H?(0) is endowed with the Sobolev-Slobodeckij norm

) ) 1/2
a0y = (Il 0 + @) -
And then, for s=m+o0, m €N, g € (0,1):
H*(0) :={v e H™(0) s.t. Ya € N® with |a| = m, d,v € H°(O)},

endowed with the Sobolev-Slobodeckij norm

1/2

Wl = [ Iolmo+ D 18avlie(o)
a€N3, |a|=m

5
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The Sobolev-Slobodeckij semi-norm is
1/2

[V =0y = Z |aav|2ga(0)

aeN3, |a|=m
For all s € RT \ N, it holds that H*(Q) = H®(O) algebraically and topologically:

Im(g), M(s) >0, Yo € H*(0), mq [|[v]| =0y < |lv

ls.,0 < Mgy [|v]| &2 (0)-

However, in a bounded set O, there are no results on the uniform equivalence of
Sobolev-Slobodeckij norms and real interpolation norms when s spans (0, 1), ie. on
bounding one norm with the other times a constant that is independent of s € (0, 1).
We refer to [25, 11] for illuminating discussions on this topic. On the other hand (see
[24] or [9, §14]), if s spans [sg, s1] with 0 < sg < s1 < 1, there is a uniform equivalence
of norms: in other words, m,m~1, M, M1 are continuous on [sq, 51].

(2) For s > 0, H§(O) is the closure of D(O) in H*(O). For s € [0, 1], it holds that
HE(O) = H%(O) algebraically and topologically, see for instance [21, Theorem 1.4.2.4]
; while for s > 1, it holds that HS(O) € H*(O).

(3) For s < 0, H*(O) is the topological dual of H; *(O).

(4) For s > 0, H*(O) (also denoted in the literature by Hg,(0)) is composed of el-
ements of H*(O) such that the continuation by zero outside O belongs to H*(R3) ;
for s ¢ 1 + N, it holds that H*(0) = H§(0), while for s € 2+ + N, it holds that
H*(0) C Hi(0O). Going back to the real interpolation method, for non-integer in-
dices s =m +0, m €N, o € (0,1), one has H*(0) = (H7*(O), H"*10)),.2.

For the regularity studies, we choose the real interpolation method, while we
use the double-integral Sobolev-Slobodeckij norms and semi-norms to perform the
numerical analysis, and derive convergence rates.

3.2. Piecewise smooth fields. The set P := {Q;};—1.. s is called a parti-
tion of Q if (€);=1,... s are disjoint domains, and it holds Q@ = U/_,Q;. When the
(€;)=1,...,s are Lipschitz polyhedra, we us the term polyhedral partition. Given a
partition, we introduce the corresponding interface ¥ := Ui< ;<7 (0€; N 0Q,). For
a field v defined on 2, we denote by v; its restriction to €;, for all j. In relation to
the partition P and for s > 0, we define

PH*(Q) :={v e L*(Q) : v; € H*(Q;), 1 <j < J}, endowed with
1/2 1/2

[vllpas(@) = Z ||Uj||§,§zj or ||lv|l pr=(a) = Z ||Uj||2gs(ﬂj)
1<5<J 1<5<J

To simplify the notations, the reference to P is usually omitted. Let us recall the
technical result (Theorem 4.1 of [1], or Lemma 2.1 of [6]).

PROPOSITION 3.1. For all s € [0,1], it holds that
[vllpre@) < llvllse, Vv e HY Q).

Note that one has PH*(2) = H*(Q)) algebraically and topologically for all partitions
and for all s € [0, ).
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Finally, we introduce

PH?’(curl;Q) :={ve PH*(Q) : curlve PH?(Q)} for s > 0;
PWhe(Q) == {Ce L¥(Q) : e Whe(Q), 1<j<J}.

PH?*(curl; Q) is endowed with the graph norm.

And we endow PW1°°(Q) with the norm <l Pwiee () = [I€]I Lo () + ¢l Pwoe (),
and the semi-norm || py1. () := maxi<;<J [|V{jl|Leo(q,). For a piecewise constant
coefficient ¢, it holds that ||| pw1.(0) = [Cl|L~ (@) = maxi<;<s |(].

When the partition is trivial, that is P = {Q}, we omit the P or P in the name of
the function space.

We note that, for the polyhedral model, the assumption on the coefficients writes
g,0 € PW1°°(Q), and the interface 3 can be viewed as the locus of the discontinuities
of at least one the two coefficients. More generally, if €,0, u € PWH°(Q), ¥ is the
locus of the discontinuities of at least one the three coefficients.

3.3. Finite element interpolation or quasi-interpolation operators. In a
Lipschitz polyhedron €2, one can build finite element interpolation, or quasi-interpola-
tion, operators that act on piecewise smooth fields, with range in V',. For a polyhedral
partition P := {Q;};=1,... s, the family of meshes (7},), is said to be conforming if, for
all h, for all K € Tj,, there exists jg such that K C Tn Let us recall briefly the theory
of finite element interpolation. Classically, those results are obtained by studying the
properties of the mappings to the reference element, using Sobolev-Slobodeckij semi-
norms. It holds, for conforming meshes,

Vs € (0,1, 3C(M'5" > 0, Yv € PH*(curl;Q), Vh,

||’U _ Hinterp nterp hs

(3.4) i
he 0l EEease) < CC G Rl pae o) + [ curl vl pae o)}

In (3.4), the interpolation operator Hzmerp is defined in [29, §5.5] for s > 1, respec-
tively is the so-called combined interpolation operator of [12, §4.2] for s < % Regard-
ing the theory of finite element quasi-interpolation, a similar result can be derived.
Namely, that (3.4) holds, where IT}"**"? now stands for the quasi-interpolation opera-
tor defined in [20, §3.5]. The two finite element interpolation and quasi-interpolation

bounds are identical, bearing in mind that II}"*"? is either the interpolation, or the

quasi-interpolation, operator. In addition, we note that Ql('?f;)rp is not proven to be
independent of s in the above mentioned papers. On the other hand, one can check
that Qz?f:)w depends continuously on s in (0,1) with the help of the tools proposed
in those papers. For the derivation of those continuous dependence results, we refer
precisely to: the proof of Theorem 3.3 in [20] using abstract estimates from [19, §5]
for the quasi-interpolation ; resp. [12, §4.2] using estimates for the Scott-Zhang inter-
polation, for the combined interpolation. Both proofs rely on [9, §14.3].

With the help of the results on the equivalence of norms of §3.1(1), we conclude that
one can write (3.4) with the real interpolation norms

Vs € (0,1), 3C " > 0, Yv € PH*(curl;Q), Vh,

(35) inter: inter s
||’U - Hh t vaH(curl;Q) < C(g,ts) "h H’U”PHS(curl;Q)-

Furthermore, one can choose s C’Z?i‘;m that is continuous on [sg, s1], for all 0 <
so < s1 < 1.

7
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3.4. Extra-regularity of the electric field and convergence rate. Since
Jewt € H(div; ), one may prove that the electric field that solves (2.9)-(2.10) enjoys
extra smoothness. More precisely, the aim is to prove that

37’(,5”0) >0, Vt € [0, 7'(5,“7)) Elc(auat)’ VJeur € H(div; Q),

3.6 .
(3.6) ec PHt(curl Q) and ||e||PHf curl;) < C(Eugt |7 et | FE (divi)-

Above, 7 .- plays the role of a regularity exponent, while C*E o
a stability constant.

Let © a set of coefficients (e, i, ) whose elements are all piecewise smooth on the same
partition, and j.,, the data, be given, and assume that 7 = inf(. ,, 5)co T(c p,0) > 0,
where 7., ») is defined in (3.6). Regrouping all the previous results, one concludes
first that for all (¢, p1, o) € ©, the solution e to (2.9)-(2.10) is in (,¢ (g . PH’ (curl; Q) ]
and second that one has the error estimates

Vs € [0,1),
inter *
He_ehHH(curl;Q) < C?E,MJ C(gs pC p,g's)h ||Jezt||H div;Q)-

) can be seen as

(3.7)

In the error estimates (3.7), only C(E poy a0d Cr o depend on the coefficients

(e, p,0). Also, for a given € € (0,7), since s — C’Z:Lte)rp is continuous for s > 0, one

may replace C’mt”p by the s-independent max e[ ) C’E?t:)rp for all s € [e,1),.

Our purpose is now to estimate more precisely the constants that appear in (3.3),
(3.5), (3.6) and (3.7). The dependency of C(E jo) On (e, p,0) is addressed in sec-
tion 4. For 7 , ., and Csyo’s)’ this dependency can be studied via the global
approach, which relies on a decomposition of the electric field, and of its curl, into
a regular part, and a gradient part. To obtain this splitting, we adapt [4, Chapter
6] to the case of complex-valued coefficients, and in the process we generalize the
results of [15] to the case of a non-topologically trivial domain: this is the subject
of section 5. In section 6, one studies the regularity of the gradient part, where the
scalar potential is governed by a second order elliptic PDEs complemented either with
Dirichlet boundary conditions (for the electric field) or with Neumann boundary con-
ditions (for its curl). The global approach, in the spirit of [27, 6], uses a perturbation
argument, where the regularity of the gradient part, ie. of its scalar potential, is
derived in comparison to the regularity of the solution to the Laplace equation with
the same boundary condition. Indeed, in a domain 2 and for L?(Q2) volume data, it
is known from [26] that the gradient of the solution to the Laplace equation belongs
to H? (€2). Using interpolation theory, one can find a regularity exponent 7 , ) in
(3.6) for our problem. Up to our knowledge, this analysis has only been carried out
for PDEs with real-valued coefficients. Here, we check in particular that the analysis
proposed in [6] can be extended to the case of complex-valued coefficients. The main
results are: the derivation of a regularity exponent 7. , ») that depends polynomially
on the coefficients, and the computation of an upper bound for the stability constant

(*6%073) when s spans [0, 7(. ,,0)). Finally, in section 7 we illustrate the theory on
two examples for which the singular behavior can be determined explicitly.

Remark 3.2. For piecewise constant coefficients, there exists an alternative, which
focuses on the singular behavior of the gradient part of the solution by finding directly
the “best” regularity exponent T( L o) attached to this part of the solution. We call
it the local approach, see Appendix B. On the other hand providing an upper bound

with the local approach for C7 when s spans [0, 7, ), is an open question.

(e,p,0,8) ’ (EHU)

8
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4. Estimating the constant C’(E oy Let Vo= H(curl; Q) be endowed with

[vllv == ([v[[§ o + || curlv|§ o)/%, and a(-,-) be the sesquilinear form on V' defined
by:
(v,w) — (u~ ! curlv| curlw)g g — w?(e,v|w)o.0-

Then, let C’fozto) be the best continuity constant, or continuity modulus, of a(-,-):

cont |a’(v’ w)l

(e0) =  SUP

vawev\(o} [[Vllv[wlv’

resp. Cfo°r

(=% > be the best coercivity constant of a(,-):

la(v,v)|
ceoer — TR
(e,p,0) vegl\{o} ||'U||%/

PROPOSITION 4.1. Let the coefficients €, p and o be as in section 2.1. Then the
sesquilinear form a(-,-) is continuous, with CC‘”” ») < max(w (w?e2, o2, )2 uh),

coer -1 1/2
and it is coercive with CE2°" > 5O min mln(wsmmemm, pt(w2ed i + 202) " /7).

Proof. (We omit the subscript o for the L?(Q2)-scalar product and norm). Re-
garding continuity, given v, w € V', one finds

la(v,w)] < w?lleo || oo llv[l lw]| + 17| curlv] || curlw]|
< max(w?|leo| o=@y, 1 7") ([0l wl + [l curl ] || eurlw]))

< max(w?|[eq || o () ) o]l lw]lv

< max(W(w’enap + Tmaa) 2 0 0]l wllv

because |5 Lo () < (Ehmar + W 0 ma0)' />
Regarding coercivity, given v € V, il we let ¢ = curl v, one finds

la(v,v)]* = (~w?(ev]v) + n~el*)? + w? (ov|v)?
= w'(evv)? + p7?le]* - 2w u (evlw) | el + w? (ov|v)?
> (! = wn)(evfv)® + 12 (1 = w7 Hlel|* + w?(ovlv)?,

for all n > 0 (Young’s inequality). Then,

la(v,v)[* > w4—w m(ev|v)? + u7? (1 = wn~Yllel* + wor, vl
> w2 e (W + Ohinemae — MY+ 1721 — w7 e] .

2 2

As a consequence, Choosing n e (w? w? + 02,,,e.,2.), one derives coercivity. For

instance, let n = w? + 302,;,e2,. It follows that

0.2

—_

la(v,v)]* > jw?o; "””H I+ mn llell*
’ 2 min ggnaz (w2872na1 + %Ugrnn)
2 2
Y &2 1
> T i (2 ) ol + el
2 E?naz7 2 (w Egnam + éo—?nzn)
2 2
1o gz . 1
2 “min min <w2 min > ||UHV
4 672na1:’ M (w 8371(11 + %O-rznzn)
Hence, |a(v,v)] > 50min mm(wsmm‘?m%zxaﬂ 1(w2 gnax + %o-'l%'nn) 1/2)”7)”%/' o
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363

383
384

385

386
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COROLLARY 4.2. Let the coefficients €, p and o be as in section 2.1. Then the
error estimate (3.3) holds with

Cﬁ < 2max(w(w2€$nam + Jrznam)l/{//’il)

(e:p1,0) =

: T T2 \—1/27°
Omin MIN(WEminEmaz, 0~ (W2E2, 40 + 502,:,) " 1/?)

Proof. This is an obvious consequence of the fact that one can choose

cont
# _ (esp0)
(e,pu,0) — (coer
Cro)
in the error estimate (3.3). d

5. Splitting into a regular part and a gradient part. Below, we recall
some results of [4], and we adapt them to the case of complex-valued coefficients if
necessary. Let £ be a coefficient defined on 2, we assume in the current section that
¢ fulfills:

(5.1) ¢ is a complex-valued measurable scalar field on Q, £,£71 € L>(Q),
‘ 3¢_ > 0,0* € 0,27), R(exp(—10*)&) > £ a.e. in Q.

LEMMA 5.1. Let the coefficients € and o be as in section 2.1. Then £ = ¢, fulfills
(5.1), where 8* can be any element of [0, 7/2].

Remark 5.2. In other words, £ = ¢, belongs to a subclass of those coefficients that
are defined by (5.1). In the case where o > 0 (in particular, in the non-conducting
case, that is when it holds that ¢ = 0 on some region of ), the above result still
holds for all §* € [0,7/2). On the other hand, a real-valued, sign-changing coefficient
& does not fulfill (5.1). We refer to [8, 7, 18, 10] for those more “exotic” configurations
of Maxwell’s equations, in which € or u are real-valued and exhibit a sign-change.

Proof. One has e,,¢,1 € L*°(Q). The result follows from R(exp(—0*)e,)
€08 0* €min + SN 0% 0 ppin /w > 0 a.e. in Q.

Define

>
O

X pir(,8) := {v € Hy(curl;Q) : &v € H(div;Q)},
X Neuw(2,€) :={v € H(curl; Q) : &v € Hy(div;Q)}.

The function spaces X p;(€2,&) and X ye (2, €) are endowed with the graph norm
v ( |v||i1(curl;ﬂ) + ||§v\|%1(divgm)1/2. In the particular case where £ is equal to 1, one
writes X p(2) instead of X (2, 1), for B € {Dir, Neu}. We also define the subspaces
of reqular fields, resp. the null subspaces:

Hp(Q):= X5(Q)NH'(Q), B € {Dir, Neu},
Zp(Q)):={ve Xp(Q) : curlv=0, divv =01in Q}, B € {Dir, Neu}.

In our case, both &, and p fulfill (5.1) and moreover, since j.,, € H(div;Q), we
note that the solution e to (2.9) is such that e € X p;(Q,e,), and p~!curle €
XNeu(Qvu)'

10

This manuscript is for review purposes only.



112
413
414
415
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417
418
419
420
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426
427

5.1. Geometric framework. The domain {2 can be topologically non-trivial,
or with a non-connected boundary. Regarding the first item, we assume that:
either (Top);—o ’given any curl-free vector field v € C* (), there exists p € C°(Q)
such that v = Vp in Q7
or (Top) =0 ’there exist I non-intersecting manifolds, ¥1,..., %y, with bound-
aries 9%; C 09, such that, if we let = Q \ UZ-I:1 >, given any curl-free vector field
v, there exists p € CO(Q) such that v = Vp in Q.
When I = 0, © = Q. For short, we write (Top); to cover both instances. One can
build cuts that are piecewise plane, see [23, Chapter 6]. Finally, we assume that Qisa
connected set. For the polyhedral model problem, we assume that (Top); is fulfilled.
The domain € is said to be topologically trivial when I = 0. When I > 0, the set
has pseudo-Lipschitz boundary in the sense of [3].

The a priori regularity of elements of X p;-(Q2) and X ye,, (2) is described in [3,
Remark 2.16 and Proposition 3.7]. Below, C refers to an algebraical and topological
embedding.

PROPOSITION 5.3. Let Q2 be a Lipschitz polyhedron: there exists opi, € (%, 1] such
that it holds that X p;-(2) C H?(Q). Assume in addition that (Top); is fulfilled:
there exists o ey € (5,1] such that it holds that X yeo () C HOVe ().

Let Q) be a domain: the embeddings hold with opir = ONew = %

COROLLARY 5.4. With the same assumptions as in Proposition 5.3, it holds that
Zpir(Q) C HP"(Q) and Z new () C HIVe ().

Finally, one can prove that the null spaces Zp;(Q2) and Z n¢,(€2) are finite dimen-

sional vector spaces.

5.2. Splittings of fields. We provide now splittings into a regular part, and
a gradient part, of elements of X p;(Q2,&) (Pelectric case”), resp. of elements of
X neu(2,€) ("magnetic case”), called regular/gradient splittings. The proofs can be
found in §6.1.6 and §6.2.6 of [4]. We provide some comments on these splittings below.

THEOREM 5.5. Let Q be a domain such that (Top)y is fulfilled, and assume that &
fulfills (5.1). Then, there exists a continuous splitting operator acting from X p;-(€2, &)
to HDi'r(Q) X ZDW(Q) X H&(Q)

More precisely, given v € X p;r(2,§),
(5.2)  F(Vyegs 2,00) € Hpir(Q) X Zpir(Q) x Hy(Q), v = Vyey + 2 + Vpg in Q.
One has

(5.3) [|Vreg

|1,Q + HvTGQHXDw(Q) + ||z||0'Di7‘7Q + ”vT@g + 2”1/2,9 < OQZT HUHH(curl;Q)-
The scalar field py is governed by the variational formulation:

Find pg € H}(Q) such that
(5.4) (EVpo|VY)o,0 = —(£2|VY)o,a — (§Vreg| V)00
—(diV£U|’¢))O’Q, Yy € H&(Q)

THEOREM 5.6. Let Q be a domain such that (Top); is fulfilled, and assume
that & fulfills (5.1). Then, there exists a continuous splitting operator acting from

11
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448
449
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X Neu(,€) to H!

zmuv

More precisely, given v € X yeu(2,€),

(Q) X Zneu(2) x HL,  (Q).

zZmuv

(5.5) I(wreg, 2,90) € H!

zZmov

() X Zneu(Q) x HE

zZmuv

(Q), v=wpeg+ 2+ Vqo in Q.
One has

(5.6) llwregllio+wregllx yew(@ Hl2lon w0t [Wreg+2ll1 /2,0 < CX 0] Hcurno)-
The scalar field qo is governed by the variational formulation:

Find qo € H.,,,(Q) such that
(5.7) (EVa@|VY)o.a = =(€2[Vih)oa — (Ewreg| ViP)o0

—(divév|y)o.a, Yo € HY,,,(Q).

In the splitting (5.2) of v € X p;r(2,§), all three terms v,g4, 2, Vpy have vanishing
tangential components on the boundary 92, whereas in the splitting (5.5) of v €
X New(2,€), wyey does not verify a homogeneous boundary condition in general. Since
¢ tulfills (5.1), both variational formulations (5.4) and (5.7) are well-posed. Finally,
we note that regarding the a priori regularity in (5.2), one has v,., € H'(Q2) and z €
HP"(Q). Likewise, regarding the a priori regularity in (5.5), one has w,., € H'(Q)
and z € HV*(Q).

5.3. Comments. One may easily generalize the splitting theory to the case
where ¢ is a complex-valued, measurable, tensor field. As a matter of fact, it is
straightforward to check that if £ fulfills:

¢ is a complex-valued measurable tensor field on Q, &, &7 € L>(Q),
3¢_ > 0,0% € [0,27), Vz € C3, R(exp(—10*)€z-Z) > £ |z|? a.e. in Q,

then the conclusions of Theorems 5.5 and 5.6 still apply. Obviously, (5.4) and (5.7)
are well-posed.

In the special case where £ is a normal tensor field (£*§ = ££€* a.e. in ), or equiv-
alently there exists a unitary tensor field U and a diagonal tensor field D such that
£ =U"1DU a.e. in , one can reformulate the second line of the above condition as

(5.8) 3 >0,0" € [0,2m), k£nin R(exp(—10)Dyy) > - a.e. in Q.

1,2,

6. The global approach for finding a regularity exponent 7. ,,) and a
stability constant C'(*E)M)U’S). To estimate the regularity exponent, we adapt some
results of [6] to the case of complex-valued coefficients. Let £ be a coefficient defined
on 2, we assume in the current section that £ fulfills (5.1). This assumption prescribes

that

ce{z=pexp(l), p € [€—,&maz); O € [Omin, Omaz]} a-e. in Q, where
Emaz = ||§HL00(Q)’ and 0 < 0,002 — Omin < 2 arccos ( & ) .

Emax

(6.1)

In other words, since arccos(§_ /€maz) < 7/2 the coefficient ¢ takes its values in some
open, half plane in C. If the coefficients € and ¢ are as in section 2.1, then £ = ¢,
takes its values in some open, quarter plane in C.

12
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We recall that e € X pi(Q,6,) and p~! curle € X ne(Q, ). Hence, according
to Theorems 5.5 and 5.6, we may write:

(6.2) e =€rg+ 2.+ Vpp in , €reg € HI(Q)7 ze € H°P"(Q);
(6.3)  plcurle = cry + 2.+ Vo in Q, ¢y € H(Q), 2. € HV"(Q).

In addition, it holds that

Lo+ ||e7'59||XDir(Q) + ||ze||0'Dir;Q + ”67'69 + ze‘ll/lQ < Cg” ||e||H(Curl;Q)a
1

ll€regl

ereglli.o + leregll X new@) + 1 Zellonen,0 + [€reg + Zell1j2.0 < CR I~ " curle| g curo)-

It now remains to evaluate the regularity and norm of the gradient parts Vpy and
Vqo. Note that pg is governed by the second-order scalar PDE (5.4) with Dirichlet
boundary condition, while ¢ is governed by the second-order scalar PDE (5.7) with
Neumann boundary condition. We will use this vocabulary in the following to address
both cases.

6.1. Preliminary results. To start with, given O C () a non-empty connected
open subset of R® with Lipschitz boundary, let H°(O) be equal to L?(0O) in the
Dirichlet case, resp. L2,,,(O) in the Neumann case, and H!(O) be equal to H}(O)
in the Dirichlet case, resp. H},  (O) in the Neumann case. We equip H!(O) with the
norm ol 0y = [Vollo,o-

Then, for s € (0,1), we introduce H*(O), the Sobolev space obtained by the real
interpolation method between H!(O) and H°(O): if needed, we distinguish the two
cases by writing H%), .(O), resp. H3%,,(O). In particular, by definition (cf. §3.1), it
holds that 5, (0) = H*(O) for all s € [0,1], and we recall that H*(0) = H*(0O)
for all s € [0, 5).

We denote by H~*(O) the dual space of H*(O), for s € [0,1]. Finally, for s € [0, 1],
we define H1T$(0) = {v € HYO) s.t. Vv € H*(0)}, equipped with the norm
lellzso) = [Vollso.

LEMMA 6.1. Given s € [0,1], there exists C(Iz) > 0 such that

Yo e H'T(0),  [vllnres0) < [ollits,0 < C(Fs)) [[v]l32+2(0)-

Proof. The result is obvious for s € {0,1}, according to the Poincaré inequality.
We let now s € (0, 1).
For the left inequality, notice that

Vo e H'(0), [Voloe < [vlhe:  Yve HYO), |[Vollia < v]z0.

As a consequence, the left inequality follows. This is the so-called ezact sequence
property. Following Appendix A, if we let v € H!T5(0):

[vllz+:0) = [[Volls,0
= ||t7° inf ([vo |(2),c9 + t2||U1||%,O)1/2HL2(0,00;%)
Vv =wvg + v1
vy € L%(0), v, € H(O)
< [lg inf (IVwollg.0 + £21IVerlT,0) [l 120,002

v =wvo + v1
vo € Hl(O),vl S Hz(O)

(cf. above) < ||t inf (lol o + llv113,0) 1 L2(0,00:40)
v =g+ v1

vy € Hl(o),'l)l € HZ(O)

=:||vll14s.0-
13
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For the right inequality, let us introduce the Poincaré constant:

C .= sup ||117
verr (oo} 1Vvllo.o

Using the equivalence of norms, the definition of || - || g1+s(©), the Poincaré inequality,
and finally the equivalence of norms again, we find:

1/
[olliss,0 < Mass [0y = Mass) (1.0 + Vol o) )

1/2
< Mg (14 IVl o0 + Vol o))
< M4 (1 4+ c2)/2 Vvl 2= (0)
< My (1+C)' Pm | Vollso = Mais(1+ ) m[v]laa+ o).

Hence, one may choose C{Z) = M4(1+ C2)1/2m(_s§. 0
If we let s € [0,1], we want to find the a priori regularity of the solution to

Find u € H*(Q) such that
(EVulVv)o,0 = (f,v)n1(0), Yo € H'(Q),

and f is some data in H2(Q).

If £ is constant on 2, that is if one considers the Laplace operator with Dirichlet
boundary condition, or with Neumann boundary condition, then one may apply the
classical results of [26] or [32] (see [6, p. 504]). See also Proposition 6.7 below. In the
statement of the next Theorem, the constant ¢ (s) depends on Q. For the sake of
conciseness, we omit this dependence.

THEOREM 6.2. Let & # 0 be constant on Q. Then, for all s € [0, %) there exists

c(s) :== cl?(s) > 0 such that for all f € H5~1(Q), the solution u € H(Q) to (6.4)
belongs to H*T1(Q), an

(6.4)

c(s)
[ull s+ () < [fll#e-1 (-
gmax
DEFINITION 6.3. Let the coefficient & fulfill (5.1). We say that £ fulfills the coef-
ficient assumption if there exists a partition P of Q such that ¢ € PW1°(Q).

If ¢ fulfills the coefficient assumption on a partition, then =1 fulfills the coefficient
assumption on the same partition.

From now on in the current section, we consider the case where £ # 0 is a scalar,
non-constant, complez-valued coefficient that fulfills the coefficient assumption on a
partition P := {Q;};=1.....s. In [6], the authors study the case of a symmetric-tensor,
real-valued coefficient &. There are similarities between the two cases, and also some
differences, that are highlighted below. We refer to §6.5 for a generalization to the
case of a normal-tensor, complex-valued coefficient €. Let

Ae = |§|PW1v°°(Q).
Emax
By definition, it holds that [|£]|pw1.(q) = &max(l + A¢). For a piecewise constant
coefficient £, one has A¢ = 0. Otherwise, A¢ > 0.

14
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For s € [0, 3), choosing O € {Q;, 1 < j < J}, we denote by D2 the norm of the
natural imbedding of H*(Q;) into H* (Q,):
vl
s *(£2) .
Dj = sup > 1< < J;
(6.5) T uers@ongoy 1vills.e;
D, = max(1l, maxi<j<; DJS) > 1.

Remark 6.4. It holds that lim,_, 1 Dj = 400, because constant, non-vanishing
fields defined on Q; belong to H*(£2;), but not to ﬁS(Qj).

Also, we denote the Poincaré constants by:

[v;ll0,9;

(6.6) C;i:= sup ——2 1<5<J; C:= max C; >0.
T e [Voillog, <<y

We note that, obviously, the constants A¢, (D3);, Ds, (Cj); and C all depend on (2,
and on the partition P. These dependences are omitted.

Then, we define the multiplicative operator me € L(L*(), L*(Q)) by: mev(z) =
£(x)v(x), for all v € L*(Q), a.e. & € Q. One may now adapt the proof of Proposition
2.1 of [6] to the complex-valued case, to find...

PROPOSITION 6.5. Let & fulfill the coefficient assumption. Then, for all s € [0, %),
it holds that me € L(H®(Q), H*(Q)) and in addition,

(6.7) N¢, where N§ := D,(2(1 4 C?A¢?))/2.

”mE”L(Hs(Q)JA_}s(Q)) < &maz

Furthermore, for oall r € [0, %), it holds that
(6.8) Il g0y e () S Emas (NE)*/7, Vs €10, 7).

We then recall the technical Lemmas 3.1 and 3.2 of [6], which are independent of the
coefficient ¢. Introduce the operator D € L(L?*(Q),H~(€2)) defined by

<D’U7 Q>H1(Q) = (v|Vq)0,Q, Yo € LQ(Q), Vq € Hl(Q)

PROPOSITION 6.6. For all s € [0,1], one has

(6.9) D € LH(©), 1 (9)) and D g7y e < 1

Introduce the operator L € L(H™(Q), H'(Q2)) defined by
(V(Lv)|Vq)o,o = (v, @)u1 (), Yv € HH(Q), Vg € HL(Q).

One may rephrase Theorem 6.2 (with £ = 1) as follows.

PROPOSITION 6.7. For all r € [0,%), one has L € L(H"'(Q),H"T(Q)) and
there exists K, > 1 such that it holds that:

(6.10) 1Ll 2(pr—1 (), 1 (02)) < Ko
(611) for all s € [0,7”], ”L”E(H‘S*l(ﬂ),?{“rl((l)) < (KT)S/T.

Obviously, K, depends on 2. This dependence is omitted.
15
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6.2. Regularity of scalar fields. We transpose Theorem 3.1 of [6] to the
complex-valued case. Since the second half of the proof (choice of the parameter
k, here complex-valued; explicit dependence of the regularity exponent 7 and stabil-
ity constant ¢ on P, £...) is quite different in this case, we provide it for the sake of
completeness.

THEOREM 6.8. Let £ be a scalar, non-constant, complez-valued coefficient that
fulfills the coefficient assumption. Then, there exists a regularily erponent T¢ :=
(P& [émaw, Ne) € (0,3) such that, for all s € [0,7¢), there exists a constant
c(8,€) := (P, 3,&— [émaz, A¢) such that for all f € H¥71 (), the solution u € H'(Q)
to (6.4) belongs to H5T1(Q2), and

c(s,8)

gmaz

[ull3541 () < [ ll#s-1 (-

Remark 6.9. By introducing the scaling factor (£,,q4,) ', one is able to refine the
dependence of the constant ¢ on the coefficient, namely that ¢ depends only on the
amplitude &_ /§ma. and the local, scaled, variations A¢. And because the coefficient
¢ is non-constant, condition (5.1) yields &_/&max € (0,1).

Proof. Let k € C\ {0}. Using the operator D, we note that given f* € H~1(Q)
and denoting by u* the solution to (6.4) with data f*, it holds that

* * * * * 5 *
fr=DEVu) = D(kVu’) = D((k - Vu’) = D(V(ku")) = D((1 = )V (ku")).
Introducing £ = (1-¢/k) € PW1*°(Q) and v* = ku* € H'(Q2), we get f* = D(Vv*)—
D(£Vv*). Because L DV is equal to the identity operator in £(H'(Q),H (%)), it

follows that -
Lf*=v* = L(D(Vv™)) =v" — L(D(mg(Vv™))).

Let us now denote Q := LDmgV € L(H' (), H'(€2)). If moreover Q belongs to
L(HTHQ), H* () for some s € (0, 1), then we derive from the above that if we
consider some data f € H*~(Q) in (6.4), one has

[ Llls—1,541
6.12 Kl ullpgesr () € — s bestl e o
(6.12) [l lulle+ri) < 77 Ta] [fll3¢==1(2)
under the condition ||Q|[s11,s+1 < 1, where |[L|[s_1,s11 := ||L|| £(rs-1(02), 241 (q2)) and
[1@lls+1,541 7= |Qll £(ao+1.(0) o412
Given s € (0,3), let v € H*T(€). One checks successively that: Vv € H*(Q);

mg(Vv) € H*() (cf. Proposition 6.5); D(mg Vv) € H*71(Q) (cf. Proposition 6.6) ;
L(DmgVv) € H*H(Q) (cf. Proposition 6.7). In addition, all those results are
accompanied by a continuous dependence. Hence, one has Q € L(H*T1(Q), H5T1(Q)),
with

(6'13) ||Q||S+1,S+1 < ||L||S—17S+1 ||D||£(I’}S(Q)7H371(£Z)) ”mg”L(H*(Q),EP(Q))

So it remains to prove that there exists 7 € (0, %) such that, for all s € [0,7),
1Qlls+1,s+1 < 1, where the bound on the norm is derived by an appropriate choice of
ke C\ {0}.

To that aim, let 7o € (0,1) be given, and let s € [0, 7). Using the bound (6.13), we
obtain first that

(6.14) Q4151 < (Kr)*™ Emaa (N,
16
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where &mnae = ||§_HLoc(Q), according to (6.8), (6.11) and Proposition 6.6. We know
from Proposition 6.7 that K, > 1, and that it is independent of k and §. Let us study
now the behavior of £, and Ng" with respect to k and &, so that for an appropriate

choice of k and of 7 € (0, 9], one can guarantee that

(6.15) (7o) ™ €man (NP)*/™ <1, Vs €[0,7).

To achieve (6.15), one needs that Emaz < 1. Indeed, once k is given, it holds that
Hms—)O"’ (KTO)S/TO (NgO)S/TO =1L

Let k= ﬁexp(zg), p >0, 0 c [0,27). Keeping the notations of (6.1), one has

¢ = — xr = M @_ COS ID—~ a.e.
@) = 1 - eCa)/a? = 1+ 2 (ﬁ 2 cos(0(z) 9)), e zeQ

It follows that |¢(z)] < 1 a.e. € Q if, and only if,

1@ < cos(f(x) — 5), a.e. x € Q.

p

\V]

Choosing the angular part 0= %(Hmm + Omae) and recalling that nee = [|pll ()
(cf. (6.1)), this condition is implied by

1 §ma£
2 p

1
< cos(i(GmwC — Omin))-
Since one has 00 — Omin < 2 arccos(é— /Emax), a sufficient condition is

e € 1 (Eman)?
2 5 e 2 & P

So, let us choose k = v ({max)?/é— exp(% (Omin + Omaz)) for some v € (3,00) to be

determined. With this value of k = k(7y), one can find an upper bound for Emaz:

IE(x))> =1+ ,'Oygg(cg):ixig (Ep::i - 2’y§?_m cos(f(x) — 5)) , ae x €.

But p(x) < &mae and cos(0(x) — 5) > cos(%(é)mam —Omin)) a.e x € Q, s0

ple) 2757;& cos(f(z) —0) < 1— 276"“”

1
57 COS(§ (emaw - emzn))

<1-2v, ae. €

gmaz

Since 1 — 2 < 0, we now observe that p(x) > £_ a.e x € Q leads to

3
|€<as)|2g+1;f7 (;— ) ae meQ.

The minimum of v — (1 —2)/9% on (1, 00) is obtained for v = 1 and is equal to —1.

So we finally choose k = k(1), i.e.

(gmaac ) 2
€

1
exp( b}

17

(6.16) k= (Omin + Omaz)),
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635 and conclude that, for this choice of k, it holds that

3\ 1/2
636 (6.17) Emaz < (1— ( ;* ) ) :

637  With this choice for k, one can also infer an upper bound for NEIO = D, (2(1 +

638 C2Ag%))™/2, where Ag = [¢|pwic(0)/Emas = maxi<j<y V€| L= (0,)/Ema-

639 Let us bound &4, from below:

2 2
640 0< <1 — ;_ ) < (1 — (pg(:c) §>_2) , a.e. x €€,

641 pg :Lim)) (ﬁp::i - 2%{”) , a.e. T €N,

642 <1+ pémmim)) (g:i - 257&” cos(0(x) — 5)) , a.e. T €,
643 = &(z)]?, ae. T €N

644 so |&(x)]>1— & >0, a.e. ¢ € Q.

6145 Hence, Emar > 1 — € /éman-
646 Next, for 1 < j < J:

- - €
647 V&L=, = |k\ IVEillL=o,) = Eo)? IVEillL=(q,)-
618 It follows that!:
1
649 Ag < YORRTERY 1réla<XJ||V§]||Loo )
(1-&x)
- _ 1 £ maxigicy [VEllL= (o)
DO = ,
(1 — 55;1) gmaw gmaw
1
651 S0 AES Af.
(Ernu,a; _ 1)
i
652  We conclude that
T0/2
T 02 2
653 NP < Dy | 2(1+ 5 A¢°)

fmaz
(S - 1)

54 From this point on, one can choose 7 < 7y to ensure that (6.15), and so (6.14), hold.
55  Due to the upper bounds on &,,4, and Ngo, it is sufficient that

s/2

¢ 3\ 1/2 o2
656 1-— (5 — ) 2(KTODTO)2/T0 (1 +t——= A52) <1, Vs € [0,7).

Emas
( & 1)

INotice that in the particular case where £ is piecewise constant, we have that Ag =Ac=0.

18
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675

676

678
679
680

681

Since 2(K,,D5,)?/™ > 2 (see Proposition 6.7 and (6.5)) and (1 + C?---) > 1, this
last condition is equivalent to

T

<1 - (ﬁf;x)?’) 2(KryDry)?/ ™ (1 + @521)2/&3) <1.

This leads to choosing
(6.18)

Te = min | 79, — € (0,7o].

10g2 + IOg(KTUDTU) + log (1 + m A§ )
oz
Finally, we also conclude from (6.12), (6.14), (6.16) and the bounds above that, for all
€ [0,7), for all f € H5~1(Q), the solution u € H'(Q) to (6.4) belongs to H5+1(Q),
and

. ()"
U|| s < = s—
Pl ) S g T ()7 e (N 11
c(s, &
S é ) ||f||Hs_1(Q)7Where
& (K‘r )S/To
(6.19)  e(s,8) = e 7
( (KTODTO)Q/TO (1 + (g?alz_l)Q A§2)> ( 5,,““ )
This proves the claim. 0

According to (6.17), one finds that Emae = 0 only in the particular case where {_ =
Emaz- As a matter of fact, in this case, we know from (5.1) that £(x) = &_ exp(160*)
a.e. in 2. Hence, the operator Dm¢ V is proportional to the Laplacian DV and
the result is trivial: one can even pick any regularity exponent 7 lower than i 3, cf.
Theorem 6.2.

On the other hand, for a piecewise constant coefficient £, one has A¢ = 0, so that once
7o € (0, %) is chosen, (6.18) and (6.19) respectively simplify to:

log (1 - (gfn—w)g)

6.20 Te = min | 79, — € (0, 7] ;
(6:20) ¢ " log2+ 2 log(Kr,Dr,) (@7
§— (K'r )s/-ro
(6.21) c(s,€) = — 7
1- (2(KTODTO)2/TO)S/2 (1 - (gfy;n) >

For our model problem, of special interest is the electric case, with the coefficient
§ = €, in this case, (¢5)_ can be chosen among (cos 0* € pin +5I0 0% Tpnin /W) o (0,7 /2]-
In particular
(65)— > max (cosO* emin + 500" Ormin/w) = ((Emin)? + (Tmin/w)?)'/2.
0*€[0,7/2]
19
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682 On the other hand,
683 (Ea)maa: S ((Emaz)2 + (Umaz/W)2)1/2-

684  When both ¢ and o are constant on {2, the operator — dive,V (with Dirichlet bound-
685 ary condition) is proportional to the Laplace operator (with Dirichlet boundary con-
6586 dition), and one has (emin)? + (Tmin/w)? = (Emaz)? + (Tmaz/w)?, so the bounds on
687 (e5)— and (€5)max are sharp. According again to Theorem 6.2, any 7., < % with
688 ¢, = (1. ) is admissible in this case.

689 In the other configurations (non-constant ¢, ), let 79 € (0, %) be fixed, and introduce
690 R.. = (e0)maz/(€0)— > 1;

691 then the regularity exponent (6.18), respectively the stability constant (6.19) of The-
692 orem 6.8, are given by

log (1 - (Rga)f‘o’)
log2 + 2 log(Kr,Dyy) + log (1 + w2l Asf)
(Re,) " (Kry)*/m

s/2 :
b o gy )

693 (6.22) 7., = min | 79, —

€ (0,70];

694 (6.23) c(s,e,) =

695 6.3. Bounding the norm of scalar fields. We now bound the norm of the
696 right-hand sides of the variational formulations (5.4) and (5.7), governing resp. pg
697 and qo-

698 LEMMA 6.10. Let 2 be a domain such that (Top); is fulfilled, and assume that
699 & fulfills the coefficient assumption. Let v € X g(Q, &) be given, for B € {Dir, Neu}.
700 Lets €[0,3): if B= Dir, the right-hand sides f defined by (5.4) belong to HHQ) ;
701 resp. if B = Neu the right-hand sides f defined by (5.7) belong to Hi,.(Q). In
702 addition, for all s € [0, %), it holds that

703 (6.24) [ £llae-1() < €2 82| div €v]lo.0 + Cs. 1) Emaz NE |0]| o (curr)-

704 Proof. Let us focus on the case B = Dir (proof is similar in the case B = Neu).
705  We use the same notations as in Theorem 5.5. Introduce f € H~1(2):

706 [ (E(z 4 vreg) V)00 + (divEv|)oq, Voo € H'(Q).

707 Let s € [0, 1) be given.
708 First, it is obvious that fy : 1 +— (div£v|1))o o belongs to H*~1(Q). Indeed, according
709 to Appendix A:

710 Yy € HTH(Q), [(divEv|y)onl < || divEv|oalvloe < P st || divEv|oalvllm—s @)l

711 Hence, fo € H*71(Q) and || fol[3s-1(0) < <P s1/2 | div&w]jo,0.

12 Then we recall that z 4+ v,., belongs to H%(Q) C H*(Q), so that me(z + vyeg) =
13 &(z+vyeq) € H*(Q2) according to Proposition 6.5. Then it follows from Proposition 6.6
14 that D(me(z + vreg)) € HTHQ). In other words, ¥ — (£(z + Vrey)|Vib)o,0 also
15 belongs to H¥~1(Q).

16 Regarding the norm estimate (6.24), we simply use the bounds (6.7) and (6.9) together
17 with (5.3) to conclude the proof: the dependence in s (the constant C(; 1) comes from
715 the continuous embedding H ? (Q) C H°(Q). O

20
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Given r € [0,1), one may use (6.8) for s € [0,r], and thus replace (6.24) for all
s € [0,r] by
(6.25) I fll3s-100) < B st/? | div&vllo,e + C(s,%) Emaz (NE)S/T 0] & (curt;)-

6.4. Application to the polyhedral model problem. We recall that, un-
der the assumptions defining the polyhedral model problem, the coefficients (e, i, o)
are such that e, 0 fulfill the coefficient assumption, and p is constant on 2. Accord-
ing to the definition of the model problem (2.9), it always hold that u~!curle €
X neu(Q, ). Here, because p is a constant, X yew (2, ) = X new (). It follows that
ptecurle € HV"(Q) with one, > %, cf. Proposition 5.3. Then, regarding the
choice of a regularity exponent for the electric field e itself, because e, € PW %> (Q),
we note that either any 7., < i is admissible (constant e,), or that it is given by
(6.22) (non-constant €, ). Indeed, one has the regular/gradient splitting (6.2):

€ =€reg+ 2.+ Vpo in 2, where e,c4 € HI(Q)7 ze € HP" (Q).

The regularity of the gradient part, namely Vpy, € H®(Q) is a straightforward con-
sequence of Theorems 6.2 (constant €, ) and 6.8 (non-constant ¢, ), provided that the
right-hand side f given there belongs to H*~1(Q), for all values s € [0, 7., ). But, since
this regularity result on f was proven in Lemma 6.10, one has indeed Vpy € H®(Q),
for all s € [0, 7,).

It follows that we can provide values for 7 , ) (regularity exponent), resp.

oh (stability constant), in (3.6). Because the limiting value of a regularity

(e:11,0,8)
. . 1
exponent is constrained by 7., (7., < 5 < 0neu), We choose

1
Tleno) = Te, € (0, 5)
From now on, we assume that we are given a set © of coefficients (g, u, ), such
that e,0 fulfill the coefficient assumption, and g is constant on 2. Moreover, we
consider the case where 7 := inf(. , s)co T(¢,u,0) > 0. This covers in particular the
case where © is a singleton {(°, u°,0%)}, and 7 = 70 40 50y.

LEMMA 6.11. Let pg be defined as in (5.4). For all (e, pu,0) € O, forall s € [0,1),
the norm in H*~1(Q) of the right-hand side f in (5.4) is bounded by

||f||'H“"*1(Q) S ng Hjewt| 0,2 + cgiv w_l || divjezt”():Q? where

¢ = Ca1) (€0)man (NE,)*/T(CF50 )" and ¢y, = P s/2,

Remark 6.12. We recall that

(NS )T = (Dg)*/7(2(1 + %A, *))*2,

where D, is defined at (6.5), resp. C is the Poincaré constant defined at (6.6), and
A, = ((Eg)ma$>_1|€o—|PW1,oo(Q). Note that only D, and C, and hence NZ., depend
on the partition induced by (e, p, ).

Proof. According to (6.25), we know that the right-hand side that defines Vpy is
bounded by

1 Fll2e-1() < P s'2 || divesello.o + O 1) (E0)maz (NE)T ||€]l H(eurtie) -
21
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58 Going back to the model problem (2.9), the left part of the upper bound is readily
50 replaced by ¢P s'/2w =1 || div j, . /l0.0. Then, using the coercivity bound of Propo-
60 sition 4.1:

761 C(C;j:o—) ||e||%-l(curl;§2) < w|(jemt|e)079| < w”jemt”(LQ ||6HH(CUI‘1;Q)7
762 we find for the right part the bound
o3 Cls 1) (Ea)man (NE)E(CES )7 @ F eallo

764 which proves the claim. O

765 The bound on [[Vpo|ls.o = [|polls1+s(q) follows: for all s € [0, ),

Cpirl\S, € . _ ..
W( : U) (ng HJethO,Q + Cgivw ! || dlv]ethO,Q) )
(go)maw

766 ||vp()stgz S
767 where ¢p;r(8,€4) is given in Theorem 6.2 or Theorem 6.8 ; cp;-(8,€,) depends on the
768 partition induced by (e, i, o).

769  We are now in a position to estimate the norm of e in PH?(curl;Q), for all values
770 s € [0,7), which then leads to the desired convergence rate.

771 LEMMA 6.13. For all (e, p,0) € O, for all s € [0,1), one has the estimate
772 lell P curi) < CF (e o5 1eatlloe + Clivie o) | iV Ieatllo,e, where
T Cllepos = (CC;ZE) (cpin(s,20)(NE /2 + CRT)
(e;p,0)
774 o) Trwen (I Mcoie(fa)m”) + M)) w,
(e,m,0)

Dir 1/2

o o CDir(S,EG) cDir 1/ 1

775 div(e,p,0,8) " (E ) Yo
o )mazx

776 and Ix ., denotes the norm of the embedding X ne,(2) C H Ve (Q).

77 Remark 6.14. The above is slightly different from (3.6), where both contributions
778 of the norm ||5 .|| r(aiv:0) are merged. Also, only cpir(s,e,) and NZ, depend on the
779 partition induced by (e, i, o).

780 Proof. One has |e|lso < ||ereg + 2ells,0 + || VPol|s,0, and the bound on ||Vpyl|s,a
781 is given right above. On the other hand,
782 ||ereg + ze”s,Q < C(s,%) ||ereg + ze”l/Q,Q
C,. 1, CLir
_— Di (s,3) VX .
783 < C(s,%) Cx" HeHH(curl;Q) < Cfm w ||Jext||079'
(&,11,0)

784 We conclude that: for all s € [0, 1),

) 0 C 1 CDiT ) 0 1

cpir(8,€45) C Ly Ux . cpir(8,€5) 3w L.

5 flellq < (2= @B ZEDTX ) s o g4 SR Ty i,

(Eo)max C(E,u,a) (5U)maw

786 where ¢ and ¢J;, are defined in Lemma 6.11.
787 Regarding the norm of curle, we recall that curle € X neu (). But X neyu () is
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799

803
804
805
806

812

813
814
815

816
817

818
819

continuously embedded in HVex(Q) (Proposition 5.3) so we find that for all s € [0, 1),

| curlels o < C(SaUNeu) | curle|sy.. 0
< Cls,onen) Ixnea | curlelx ., @)

= C(SMTNeu) IXNgu ” curleHH(curl;Q)'
Next, we have, using the model problem (2.9):

| curl el g (cur:0) < || curlelo.q + || curlcurle|lo o
= || curlel|jp.q + | curl p~ ! curleljp.o
= || curlello,o + p[lw’coe + 1w g llo,0

< (14 pw? (o) mas) €l o curt.a) + Hw [|F ezt llo.0

1+ pw? (€o)maz)

S ( C(csojj,a) + ,LL) w Hjeact

o,

Hence, for all s € [0, 1),

(1 + MW2 (Ea)mao:)
CCOeT

(e:1:0)

[curlells.o < Clsonen) Ixnen ( + 1) W |F eatllo,02-

Then, using Proposition 3.1, we find, for all s € [0, 7):

lell pers(curti) < llellprs) + || curle| pr: () < |lellsa + [|curlel|s q,

and the conclusion follows. 0

We recall that C'(ug o) = C(C&f”;tg) (C'(CF;E"Z"U))_1 is the constant appearing in Céa’s lemma
(and bounded in §4) and that ¢ > 0 is the shape regularity parameter of the family
of meshes. Then one has the following convergence rate for the polyhedral model

problem.

THEOREM 6.15. Let (e,p,0) be such that €,0 fulfill the coefficient assumption,
and i is constant on Q. For all s € [0,7(c 0)), there exist constants C(Z?ie)rp,
Cl (epnos)r 0 Oy (o 05y SUch that for all j ., € H(div; Q) and all h, the error
estimate hold:

- ]
le — eh”H(Curl;Q) < C?s,u,v) C(’Z:)’”P h? (CS(EJMU,S) 7 eatllo.g

(626) +C§iv(e,p,,a,s) || divjewt'

).

Let © be a set of coefficients (e, p, o) whose elements are all piecewise smooth on the
same polyhedral partition, and assume that T := inf (. , 5)co T(c,p,0) > 0. Then (6.26)
holds true for all s € [0,7).

Remark 6.16. The above is slightly different from (3.7), where both contributions
of the norm |7 .|| fr(div;0) are merged.

Proof. Tt is straightforward to derive the result (6.26) by using successively (3.3)
and (3.5), and finally the estimate of Lemma 6.13 for 7 = 7., o
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6.5. A few possible generalizations. Let us mention two cases we have ex-
cluded so far: first when p fulfills the coefficient assumption, but p is not constant on
Q; second when j,,, ¢ H(div;Q), but j,,, € L*(Q) with divj,,, € H *(Q) for some
te(0,1).

In the first situation, all the previous analyses apply, except when one addresses
the regularity of u~!curle with respect to the scale (H®(Q2)),. Although it still
holds that p~!curle € X neyu(2 1), one has X new(Q, 1) # X new(R). To find a
regularity exponent, one uses now (6.3), where the regularity is determined by the
gradient part Vgo: see Theorem 6.8 (Neumann case), which yields the value of the
regularity exponent 7,,. One then chooses

1

T(ep,o) -= min(re,, 7,) € (0, 5)

Next, one derives an estimate on || curlel|; o, for all s € (0, 7(. ,, ). Noting that the
multiplicative operator m,, belongs to L(H*(Q2), H*(12)), it follows that

1

| curlells,o < |[mpullzms),m5 ) |0~ curlelsq.

The first quantity, ([m,|lzms),H5)), 18 easily bounded from above, thanks to
Proposition 6.5 and (6.5).
Then, using (6.3), one writes

||.lf1 curlells o < |[lereg + 2clls.0 + [[Vaolls,a-

Thanks to (5.6), one has

1

[ereg + Zells.o < Cro 1y llereg + Zell1/2,0 < Crq 1y CX" |l curle|| g(curt;)-

On the other hand, according to Theorem 6.8 it holds that

CNeu(Sv /~L)

max

[Vaolls.a < £ ll20-1 02y

where f is the right-hand side of (5.7). Using Lemma 6.10 yields

HVQOHSaQ < CNGU(Sv M) C(s,%) (Nl%)S/I ”:u‘_l curl e”H(curl;Q)'
Aggregating the two estimates, one finds now

|l curle|ls.o < C, 1) (Cﬁe“ + eneu(s; 1) (Nﬁ)s/z) " curle]| gr(eurte)-

Writing finally

1

ln~" curlel g euro) < [ln~" curlelloq + || eurl =" curlelloq

<

| curleljp.q + || curl p~ ' curle|p.q

main

(ct. (2.9)) < (

+ UJ2 (Ea)maz> ||e||H(curl;Q) +w ”je:thO,Q
Hmin

and using the coercivity, the rest of the estimates follow easily.
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In the second situation, namely when div j,,, € H *(Q2) for some ¢ € (0,1), one
must use a generalized regular/gradient splitting. Precisely, one introduces (see [4,
Theorem 6.1.15]):

X pir(,€,—t) := {v € Ho(curl; Q) : divév € H1(Q)}.

Then, one may generalize Theorem 5.5 to elements of X p;.(2,£,—t). the only dif-
ference is that Vpg is now governed by

{ Find po € H}(Q) such that
(EVPol V)00 = —(€2|VY)0.0 — (Ereg| VD)oo — (divED, ¥) e (), VY € Hy ().

With this result at hand, one may proceed as before, replacing the occurences of
|| div 7ozt llo. by || div jpell—¢.0: one simply notices that when div j,,, € H~(Q2), one
may still apply Lemma 6.10, but only for all s € [0, min(3,1—t)). Hence, one chooses
. 1
T(e,p0t) = mln(TEcm Ths 1- t) € (07 5)
Computations can then be carried out.
Then, what happens when © is not reduced to a singleton? For simplicity?, let

us consider that all its elements (e, u, o) are such that ¢, o, u are piecewise-constant
on a fized partition and that j_,, € H(div; Q). Then the regularity exponent writes

7:= inf min(r.,7,).
(e,p1,0)€O

According to (6.20), we see that if condition

(6.27) sup (Eo)maz + osup Hmer oo
(e,n,0)€0 (50)— (e,1,0)€0 Hmin

holds, then 7 > 0 and for any (¢, u,0) € © one may apply the previous results for
all s € [0,7). Note that this condition is comparable to the one found using the

local approach, see (B.8), because one has (4 )mar < W (2,00 W + 02,00) 2, and
(60)— > w™Y(e2,, w? +a2,.)/2. On the other hand, there exist configurations such

that if, eg., sup(. ,, »)co Mmaz/ Hmin = 00, it holds that inf.. , ;)ce 7, = 0. In other
words, there is no (extra-)regularity in this limit case. We refer to §7.2 for an illus-
tration.

Also, what can be said in the context of §5.3, that is when £ is a complex-valued,
measurable, tensor field that fulfills the coefficient assumption? It turns out that one
may address the case of a normal tensor field, ie. € = U™!'DU a.e. in 2, where U is
a unitary tensor field, resp. D is a diagonal tensor field, defined in ). Let us briefly
explain why.

First, Proposition 6.5 still applies. Then, (5.1) is now replaced by (5.8): but the latter
can be seen as the equivalent of the former, imposed on D11, Doy and D3z3. Hence one
may use the reformulated (6.1), namely

Dir € {Z = PeXp(w), pe [5—;€ma;r]7 e [eminvemaw]} a.e. in Q7 for k = 1,2,3,
where &0 ;= Sup esssup @, and 0 < 0,02 — Omin < 2 arccos ( = ) ,
z€eC3\{0} Q |Z| Emaa

2 If more generally the coefficients are piecewise smooth, or if the partition depends on the
element (e, u, o), the condition is more involved than (6.27) proposed below.
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in the proof of Theorem 6.8.
The proof then proceeds as before, and one can conclude that Theorem 6.8 still holds.
The rest of the proofs are unchanged.

Finally, let us mention that the non-conductive case (¢ = 0) can be handled
similarly, under the assumption that the model problem is well-posed (ie. w? is not
an eigenvalue of the corresponding eigenproblem). In this case the coercivity constant
is frequency dependent, in the sense that it is inversely proportional to the distance of
w? to the closest eigenvalue, see for instance [4, §8.3]. On the other hand, the estimates
on the regularity exponent and on the stability constant can still be recovered in this
context.

7. Evaluating the regularity exponent. Below, we evaluate the ”sharpness”
of the bounds on 7(. ,, ») on two examples.

7.1. The coplanar waveguide. First, let us consider the coplanar waveguide

case, as provided by the MORwiki Community [34, 5]. Precisely, the geometry of
interest is a parallelepided, see Figure 1. The upper part of the domain is made of
air, while the bottom part is made of a substrate (in yellow) in which three perfectly
conducting striplines (in blue) are embedded. The electric permittivity ¢ and the
conductivity o are piecewise constant (with different values in the air and in the sub-
strate), while the magnetic permeability p takes the same value in the air and in the
substrate.
The resulting 2 is thus equal to the paralleliped minus the three striplines, and the
interface ¥ separates the two materials (air, substrate): it is flat, see Figure 1. Impor-
tantly, all angles, either at the boundary, or at the interface between to two materials,
are equal to mutiples of /2. One solves the model problem (2.9) in this configuration
for a given j,.;.

metallic striplines
|

Fi1G. 1. A coplanar waveguide [3/].

Since the coefficients are piecewise constant, one may use the local approach (cf.
Appendix B). According to the framework developed there, one has to study the local
problems on interior domains (no intersection with 9Q, cf. §B.1) resp. on bound-

ary domains (cf. §B.2), to determine the “best regularity” exponent T(OEP Z »)- In the
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present case, studying local problems on interior domains, see (B.7), one finds that
there is no constraint on T(E 1,0 because the interface is flat. On the other hand, the
study of local problems on boundary domains is more involved a priori; there are edge
problems with interface (at the intersection 92N ), edge problems without interface
(on 09), and finally corner problems without interface (on 052).

Interestingly, for the edge problems with interface and because the diedric angles are
equal to 7/2 in both materials, one notices that, using a symmetry argument (odd
reflection for the Dirichlet boundary condition, resp. even reflection for the Neumann
boundary condition, see [22, p. 41]), one can recast the problem as an interior prob-
lem, with a flat interface. Hence, 7 »(§) =1 for € € {u, e, }.

Also, making the same observation on the value of the angles, and using again a
symmetry argument, one can recast the corner problem without interface as an edge
problem without interface: it follows that 7¢ 5 (&) = 7e 00(§), where T 9o (§) is char-
acterized next, for £ € {y,€,}, and one has T(fi ) = min(l, 7 00 (1), 7e,00(c5))-

So, in the end, there remains to study the edge problem without interface to determine

the value of T('; P L o) But this is a standard problem: one looks for the regularity ex-

ponent in an L-shape (local) domain O for the Laplace operator (there is no interface,
hence no jump of the coefficient) with either homogeneous Dirichlet or, homogeneous
Neumann, boundary condition: it is well- known that 7e o0 (1) = Te,00(cs) = 2/3.
Aggregating all results, one concludes that 7'( o) = = 2/3 for the coplanar waveguide,
independently of the values of the coeﬁciczents (s w,0). In other words the lower
bounds provided by (6.27) and (B.8) are not “sharp”.

7.2. The checkerboard. We study now a simple example (cf. for instance
Dauge’s benchmark [16]), to illustrate the fact that the conditions (6.27) and (B.8)
can be “sharp”: let us consider the domain Q := (—1,1) x (—1,1) x (0,1), made of
four cubes, stacked together:

Q= (_170) X ( ) ) (Ov 1) Qy = (Oa 1) X ( ’ ) (07 )
Qg::(O,I)X(O,l)X(,l), Q= ( I,O)X(7 ) (07 )

We assume that € and o are constant, while u is piecewise constant, and equal to 1

in Qp UQg, resp. to d € (0,1) in Qo U Qy.

Again, all angles are multiples of 7/2. Procceding as in §7.1, one observes first that
(OEPZ ) = min(l, 7¢ x(x)). Then, solving (B.7) and looking for the smallest non-zero

eigenvalue 1, one may check that it is governed by

1-6 2 1-6
cos (\/%g) =11 or equivalently /vy = —arccos (1_'_5) )
Performing the expansion in the limit 0 — 0, one finds that /1y ~ %\6 Since
Tes(n) = /Vo, we find T(Oep Z ) ~ 7 V0, so there so no (extra-)regularity in the limit

case: in this sense the conditions (6‘27) and (B.8) are “sharp” for the checkerboard.
To conclude, we provide some excerpts from Dauge’s benchmark [16], see Table 1.
These numerical values corroborate the asymptotic formula when § goes to 0.

7.3. Comments. When applicable, the local approach allows one to compute
the “best” regularity exponent 7'(5 1o)0 UP to numerical precision. As a matter of fact,
one has to solve numerically a series of eigenproblems, see §§B.1-B.2. Or, in more
favorable cases (cf. §7.1), it is even known exactly. However, the theory we recalled in
Appendix B is limited to the case of piecewise constant coefficients, on a polyhedral
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9]

0 %\/g (\/%)computed
1071 [ 4.026310~T | 3.899610~T
1072 [ 1.273210° 1 | 1.269010°"
1078 [ 1.273210~% | 1.273210°%

TABLE 1
Asymptotic and computed values of \/vg.

partition. Or, at least, to coeflicients that are locally (piecewise) constant near the
interface and locally smooth near the boundary. And, near the boundary and for
smooth coefficients, one may use the so-called frozen coefficients technique, cf. [21,
§5.2] or [17, §5]. In principle, the value of 7'(05’?;,0) can still be computed. But when
the coefficients are only piecewise smooth, the technique no longer applies.

Also, there is no obvious way to compute the constant C* ) appearing in (3.6)

(e,p,0,t
when ¢ spans [0, 77 t ), or to provide bounds of such a constant with respect to the
(g,1,0)

coeffficients, with the help of the local approach.

On the other hand, the global approach allows one to address all of the above, on a
partition made of (possibly) non-polyhedral domains. It is only when the discretiza-
tion is concerned that one assumes the partition to be made of polyhedra.
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ing discussions and feedback, and Erell Jamelot and Serge Nicaise for providing some
useful insight regarding the local approach (Appendix B). The author also acknowl-
edges the contribution of Vasileios Vrettakos, who analyzed the coplanar waveguide
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Appendix A. Real interpolation method. = We follow here [33, §§22-23)

and [9, §14]. Let Hy, Hy be two Hilbert spaces, continuously embedded into a third
Hilbert space H:

e Hy+ H; is equipped with the norm ||v|| gy +1, = infy—vg+v, (Vo m, + V1], ) ;
e resp., Hy N Hy is equipped with the norm ||v|| gronm, = max(||v|my, |0l w,)-

One introduces, for v € Ho + Hy, K(t;v) = infy—yy 10, (0o, + 2|1 ]|3,,)"/?. For
s € (0,1), one defines the interpolated space

dt
(H(),Hl)s,g = {’U S H() —+ H1 s.t. tisK(t;’U) S L2(O, Q5 t)} ,

equipped with the norm [|v|[ (g, 1), , = ||t*SK(t;v)||L2(07w;# )
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In the case where Hy C Hy, we use the notation Hy, = (Ho, H1)s,2. In this case
and after elementary computations, one finds that :
e Forall s, € (0,1), s < ¢

3Cs,s, Yo € Hy, |lvlla, < Css [l0]lm,, -
e For all s € (0,1), Hy, C Hp:
Jeo >0, Vs € (0,1), Yo € Hy, |Jv]|lg, < cos?(1— )2 || ..
e Forall s € (0,1), H; C H:
Je1 >0, Vs € (0,1), Yo € Hy, sY2(1 — )2 |||z, < c1 ||v] -

If H, = Hy, the above holds for cqg = 2, resp. ¢; = %

Appendix B. The local approach for finding a regularity exponent
Teuo)s  We know that e and 1 curle may be split into regular and gradient
parts (6.2)-(6.3). The regularity of the regular parts is known to be independent of
the coefficients (see Proposition 5.3). On the other hand, the regularity of the gradient
parts, Vpg governed by (5.4), resp. Vqo governed by (5.7), depends a priori on the co-
efficients: it is now determined by the local approach. Based on the global approach,
we have obtained a regularity exponent 7. , ) which is strictly lower than % So it
may not be equal to the “best” regularity exponent 7'(08 Ij L’U). Indeed, one knows that
the best regularity exponent is always lower than or equal to 1, and that there exist
configurations for which it is equal to 1, see eg. [3]. To summarize, T(OETZ’U) € (0,1]
and

e cither py, g0 € PH?(Q) always holds, in which case T(O:L o) =1;

o or po.go € Magiopore ) PHIT*(Q), and possibly po,qo ¢ PH' 0o (0),
(e, p,0
always holds, in which case T(oapi s € (0,1).

Below, we recall how one can characterize the best regularity exponent 7'(06 ) Z,o) by the
local approach, in the case where the coefficients (g, u, o) are as in section 2.1, and
moreover (g, u,0) are piecewise constant over a polyhedral partition. Below, we focus
on the influence of the interface ¥, that is to say on the influence of the coefficients.
Obviously, the influence of the boundary 92 must be taken into account. But unless
the interface intersects with it, the coeflicients do not play a role in the regularity of
the solution there, only the geometry of the boundary does. Along the same lines, if
the coeflicient is constant on €2, the local approach allows one to determine the “best”
(largest) value of op; and o ye,. We follow here [14, 15] and Refs. therein: according
to Kondratiev’s theory, one studies the second order elliptic PDEs locally all over €2,
and in particular the (local) regularity of its solution [21, §8.2].

B.1. Interior domain. Let O be the domain on which a local problem is de-
fined. We consider here that O is an interior domain, that is 90 N IQ = (. The case
of a boundary domain (00 N 9§ # 0) is sketched in §B.2.

The first type of local problems occurs when O does not intersect with the interface,
and then the solution belongs to H*(O).
There are three other types of local problems, namely:
e problems where the interface is a smooth manifold, in this case the solution
is piecewise smooth, ie. it belongs to PH?(0);
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e edge problems where the interface is a smooth manifold, except for one edge e,
that allow to determine the so-called edge singularities: there exists 7, € (0, 1)
such that the solution always belongs to mse[o,Te) PHY*(0), but may not
belong to PHT™(0);

e corner problems, where the interface is smooth, except for several edges that
intersect at a corner c, that allow to determine the so-called corner singu-
larities: there exists 7. € (0,1) such that the solution always belongs to
Nsefo,7) PH'$(0), but may not belong to PH*™(O).

We focus first on corner problems. The case of the edge problem is treated next.
For a corner c, the singularities are obtained as non-zero quasi-homogeneous functions
which solve the same problem in I' with zero right-hand side, where I" is the infinite
cone that coincides with the domain O at c. Introducing S? the unit sphere, resp.
(p,0,0) € RT x [0,7m) x [0,27) the spherical coordinates, centered at c, and defining
G :=T'NS?, one can choose a priori those functions in the sets

SMT) = {¥ = p*p(0,¢) s.t. ¢ € H(G)}, where X € C.

More precisely (see [15, p. 818]), one should look for quasi-homogeneous func-
tions of the type p* > g=0.0108p) (0, 0) with @ € N. However it is sufficient
for our purposes — determining the exponent — to focus on homogeneous functions.
In spherical coordinates, we recall that the volume element writes p2dpds, where
ds := sinfdfdp, whereas the gradient writes Vv = d,ve, + p~ 'V v, with Vv :=
dpv eg + (sinf) "1, e,.

Because O is an interior domain, observe that one has G = S? and o' = ().

For the local corner problem at hand, since one is looking for W, = p*9)(6, ) in
H} (T'), one finds that a necessary and sufficient condition on the exponent . is that

loc

R(Ac) > —2% ; and moreover that

7e(§) = min <>\c + 1> ,

st RS2 2

where ¥, # 0 is a (non-smooth) function governed by div(§VP¥.) = 0 in I. The
coefficient £ being independent of p, one easily checks that it is equivalent to finding
solutions to the eigenproblem

Find ¢ € H'(S?)\ {0}, v € C such that

B V-V ds=v [ s, v € HI(SY),

s? s?

with the relation v = Ac(Ac + 1). Note that ¢» = 1 and v = 0 is an eigenpair of
(B.1), which yields the values A = 0 or A; = —1. The latter is excluded, because one
has necessarily (Ac) > —%. Whereas the former yields W, = 1, which is a smooth

function, and thus one concludes that no singular behavior is associated with v = 0.
Then, choosing %' = 1 in (B.1) one finds that

[avera=v [ dopa
S2 s2

Using the notation vg := R(v) and vy := I(v) for complex-valued fields, and taking
respectively the real and imaginary part of the previous equation, one derives the

31

This manuscript is for review purposes only.



1141

1142

1143

1144
1145
1146
1147
1148
1149
1150

1151

1156

1157

1160

1161
1162

1163

1164

1165

1166

1167
1168

relations

B2) vy st SRIVId5) (s Enli ) + (Jss 1V ) (fa Ertof )
(Joo €rl[2 ) + (Juo €102 de)” ’
(B.3) vy = (fs2 £I|V§¢‘2 dg) (fs2 §R|w|2 dg) - ( s2 §R|v<¢|2 dg) (fsz 51\¢\2 dg) )

(foz €112 do)” + (Jg &1 de)?

Considering both cases £ = p and £ = ¢,, one notices that, under the assumptions of
section 2.1, the spectral theorem can be applied to characterize the solutions to the
eigenproblem (B.1), see for instance [31, §2.1]. In particular, the eigenfunctions can be
chosen as the elements of a Hilbert basis of L?(S?). We already observed that 1) = 1
is an eigenfunction (with related eigenvalue v = 0). Hence, as a consequence of the
Poincaré inequality in H.,,,(S?), there exists cp > 0 such that, for all eigenfunctions
1) related to a non-zero eigenvalue, it holds that

JRIRE
(B.4) s > 5.

JRCRE
S2
For the two cases of interest:
o If &€ = p (real-valued coefficient case), one has according to (B.2)-(B.3) that

/32 N|vc¢|2 ds

(B.5) V= > Himin % > 0.
u/1 NL¢|2d§ Hmazx
S2

Recall that v = Ac(Ac + 1), ie. A = —% + /v + i. Due to the condition
R(Ac) > —1 and because one has v > 0, the only admissible relation is

Ae = f% +4/v+ %. Hence A, > 0 for all non-zero eigenvalues v, which yields

Te(p) > 1/2 independently of the values of pmin and timaz-
o If £ = &, (complex-valued coefficient case), one has according to (B.2) that

2 2 IVep|? ds 2,2 2
(B.6) VR > (gR)mln + (fl)mzn gmznw + Umzn CQP > O7

82
(€r) (&r) ]2 de
82

while, according to (B.3), v; can take positive or negative values. Due to
the condition R(Ac) > —% and because one has now vg > 0, see (B.6), the

only admissible relation is again Ac = —3+/v + . Let v+ 1 = p, exp(sf,),
py > 0,0, € [0,27). Then R(y/v + 1) = (p,)/? cos(0,/2), with p, > (vr+1)
and cos?(6,/2) = 3(1 +cosb,) = 3(1+ (p,) "*(vr + 1)). Hence,

5 1. (1 AN W21

( u+1)— S\ TrRT _(VR+Z) >3

This yields 7.(e5) > 1/2 independently of the values of €maz, Emin, Omaz and
Omin-
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We focus now on edge problems. For an edge e, the singularities are obtained as
non-zero quasi-homogeneous functions which solve the same problem in I' with zero
right-hand side, where I" x R is the infinite sector that coincides with the domain O
at e. Introducing S* the unit circle, resp. (p,0,2) € Rt x [0,27) x R the cylindrical
coordinates with e C {z = 0}, and defining G := T'NS!, one can choose a priori those
functions in the sets

ST :={W = p*p(0) s.t. 1 € H(G)}, where A € C.

One should look for quasi-homogeneous functions, however restricting to homogeneous
is again sufficient to determine the exponent. In the polar coordinates (p, 8), we recall
that the surface element writes pdp df, whereas the gradient writes Vv = d,ve, +
p~10pv ey. Because O is an interior domain, observe that one has G = S' and I" = .
For the local edge problem at hand, since one is looking for U, = p**3(6) in H} (T),
one finds that a necessary and sufficient condition on the exponent A, is that R(Xe) >
0; and moreover that

Te(§) := min e,
Ao St R(A)>0

where ¥, # 0 is a (non-smooth) function governed by div({VW.) = 0 in I. The
coefficient € being independent of p, it is equivalent to finding solutions to the eigen-
problem

Find ¢ € HY(S')\ {0}, v € C such that

(B.7) [ cowonias—v | coas, v e 'S,
St St

with the relation v = A2. The spectral theorem can be applied under the assumptions
of section 2.1 for £ = p and £ = ,. As previously, ©» = 1 and v = 0 is an eigenpair
of (B.7), leading to ¥, = 1, and one concludes again that no singular behavior is
associated with v = 0. So, using the Poincaré inequality in H.,, (S'), there exists
cp > 0 such that, for all eigenfunctions v related to a non-zero eigenvalue, the bound
(B.4) holds, and one also recovers (B.2)-(B.3), with V. replaced by dp1, resp. ds by
df. Then:
o If £ = p (real-valued coeflicient case), one derives again the lower bound
(B.5) on v. Due to the condition R(\e) > 0, the only admissible relation is
de = /. Hence A¢ > 0 for all non-zero eigenvalues v, which yields 7¢(u) > 0.
More precisely, one gets the lower bound

. 1/2
Te(ﬂ) > cp (mm) .

:U'ma:c

o If £ = ¢, (complex-valued coefficient case), one has the lower bound (B.6)
for vg. And, according to (B.3), vy can take positive or negative values.
Due to the condition R(\.) > 0 and because vg > 0, one has A\, = /v.
Writing v := vg +1v; = p, exp(s0,), with p, > 0 and 0, € (=7, ), one has

Ae = pll,/2 exp(40,/2), so that R(y/v) > 2*1/2p11,/2. One may check that

(J ERlO0eI? d0)? + (fiu &11000 ) d9)2> e
(Jor Erlf2 d0)° + (Jsu Erl0ol? dB)”
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Hence, one gets the lower bound

1/4
Te(go) > 2_1/2013 (62727”71 wz = O-inin ) / ’
max w + Umaz

B.2. Boundary domain. We consider now that the domain O on which a local
problem is defined is a boundary domain, for which 9O NOQ # (. The main difference
with the interior domain case is that the local problems now come with a (homo-
geneous) boundary condition: Dirichlet boundary condition for pg, resp. Neumann
boundary condition for gy. On the other hand, the theory is quite similar to the one
of §B.1. As in the interior domain case, one must consider edge problems, and corner
problems. Below, we suppose explicitly that O N'X # (.
For the corner problem, one looks for homogeneous solutions that belong to S2(T'),
but now OI' # (), and G = I' N S? is a strict subset of S2. Then, one solves an
eigenproblem like (B.1), with the relation v = Ac(Ac + 1), now set in the function
space H}(G) (Dirichlet boundary condition), resp. in H2, ,(G) (Neumann boundary
condition). The main observation for the corner problem set in a boundary domain
is that, since there holds a Poincaré inequality in both function spaces, one may still
apply the previous analysis (interior domain), to draw the conclusions. Namely, one
finds that

TC(:U‘) > 1/2a Tc(aa) > 1/25

independently of the values of the coefficients.

For the edge problem, one looks for homogeneous solutions that belong to S2(I'), where
Ol # 0, and G is a strict subset of S'. One solves an eigenproblem like (B.7), with the
relation v = A2, set in the function space H}(G) (Dirichlet boundary condition), resp.
in H},,,(G) (Neumann boundary condition). Since there holds a Poincaré inequality
in both function spaces, one may again apply the previous analysis (interior domain),

to draw the conclusions. One finds the lower bounds:

2 2 2 1/4
> 271/2 . Emin W~ T Tinin
) Te (50) = Cp,Dir ) b) D)
Emaz W T Onaz

Te(ﬂ) 2 CP,Neu (len)
17

Finally, if there is no interface in O, ie. O N'Y = (), one simply considers that the
coefficient £ is constant on O. In this case the value of 7., 7, € (%, 1] is determined by
the geometry of the boundary. Precisely, if O is defined as the intersection of Q with
a ball, one finds that 7. < 1 or 7, < 1 if, and only if, O is not convex.

B.3. Behavior of the best exponent. From the previous studies, we conclude

that one derives the actual value of the best regularity exponent by taking T(O Ep Z o) =

min(1, min, 7, min. 7¢). In particular, one may compute numerically the value of
opt

T(em0)

As for the local approach (see §6.5), let us study what happens when © is not reduced

to a singleton. Again, let us consider that all its elements (g, u, o) are such that ¢, o,

are piecewise-constant on a fized partition. We see that if condition

2 2 2 1/2
(e,1,0)€0 Hmin  (e,u,0)€O E%Lin w? + ng‘n

holds, then inf. ,, ,)co T(";j;ﬂ) > 0.
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