
HAL Id: hal-02275690
https://inria.hal.science/hal-02275690v1

Preprint submitted on 2 Sep 2019 (v1), last revised 4 Sep 2020 (v3)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Space-time domain decomposition for two-phase flow
between different rock types

Elyes Ahmed, Caroline Japhet, Michel Kern

To cite this version:
Elyes Ahmed, Caroline Japhet, Michel Kern. Space-time domain decomposition for two-phase flow
between different rock types. 2019. �hal-02275690v1�

https://inria.hal.science/hal-02275690v1
https://hal.archives-ouvertes.fr


SPACE-TIME DOMAIN DECOMPOSITION FOR TWO-PHASE
FLOW BETWEEN DIFFERENT ROCK TYPES*

ELYES AHMED† , CAROLINE JAPHET‡ , AND MICHEL KERN§

Abstract. In [1] a space–time domain decomposition method was proposed for two-phase flow
in a porous medium composed of two different rock types, so that the capillary pressure field is dis-
continuous at the interface between the rocks. For this nonlinear and degenerate parabolic problem,
with nonlinear and discontinuous transmission conditions on the interface, the Optimized Schwarz
waveform relaxation method (OSWR) with Robin or Ventcell transmission conditions is considered.
A guaranteed and fully computable a posteriori error estimate was derived, which in particular took
into account the domain decomposition error.

In this paper we provide a mathematical and numerical analysis of this space–time domain
decomposition method in the Robin case. Complete numerical approximation is achieved by a finite
volume scheme in space and the lowest order discontinuous Galerkin method in time. We prove
the existence of a weak solution of the two-phase flow subdomain problem with Robin boundary
conditions by analyzing the convergence of the finite volume scheme. The domain decomposition
algorithm is based on the solution of space-time nonlinear subdomain problems over the whole time
interval, allowing for different time steps in different parts of the domain, adapted to the physical
properties of each subdomain, and we show that such an algorithm is well-defined. Numerical
experiments on three-dimensional problems with different rock types illustrate the performance of
the domain decomposition method.

Key words. Two-phase Darcy flow, discontinuous capillary pressure, finite volume scheme,
space–time domain decomposition method, optimized Schwarz waveform relaxation, nonlinear and
discontinuous Robin transmission conditions, nonconforming time grids.

1. Introduction. Simulations of two-phase flows through heterogeneous porous
media are widely used in many applications. Among others, these models are used for
gas migration around a nuclear waste repository in the subsurface, CO2 sequestration
in saline aquifers, or in petroleum engineering to predict the motion of oil in the un-
derground. In such applications, the domain of calculation is a union of different rock
types with different physical properties and in which the lengths of the rocks and the
time scales may be highly different. Variation of the rock type means variation on
the permeability but also on the relative permeability and on the capillary pressure
curves, that are functions of the phase saturations. An important consequence, which
is the main topic of this paper, is that the capillary pressure and the relative perme-
ability functions may be discontinuous across the interface between different rocks.
These discontinuities play a crucial role in many phenomenas see e.g. [7, 9, 19, 18, 57].
The numerical simulation of such flows is a challenging task, and one might want to
use much larger time steps for some region of the domain than for others.

In this paper a simplified two-phase flow model is considered (with one equation
and no advection), see [31], to study the phenomenon of oil or gas trapping in a porous
medium with several rock types. This problem presents several theoretical and nu-
merical difficulties : the nonlinearity and degeneracy of the parabolic equation for the
saturation of one of the phases, and the nonlinear and discontinuous transmission
conditions at the interface between the rocks. First analytical results have been pro-
vided by [8, 18, 57], and several numerical schemes have been introduced in [31, 32]
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and studied in [20, 22, 31]. More precisely, existence of a weak solution has been
proven in [31] using the convergence of a finite volume scheme (see also [22, 23, 20]
for the full two-phase flow model). Uniqueness of a weak solution for this model is
proved in [22] for a particular choice of functions characterizing the porous medium,
and in [25, 23] in the one-dimensional case, for the full two-phase problem with ad-
vection terms. In [20], the convergence of the numerical approximation of the full
problem in a heterogeneous multidimensional porous medium is proved, without any
simplification on the model or particular assumption. Others related works can be
found for instance in [24, 34, 52]. Due to different hydrogeological properties of the
different rocks, domain decomposition (DD) methods appear to be a natural way to
solve efficiently two-phase flow models, see [59, 60], and also [40, 55, 56].

In the companion paper [1] we proposed a global-in-time domain decomposition
method for this nonlinear and degenerate parabolic problem, that uses the Optimized
Schwarz waveform relaxation algorithm (OSWR) with Robin or Ventcell transmission
conditions. A guaranteed and fully computable a posteriori error estimate was derived
for the finite volume – backward Euler approximation of the proposed space-time DD
algorithm, which in particular took into account the domain decomposition error and
the linearization error. This enabled the design of a stopping criterion for the OSWR
algorithm as well as for the linearization iterations, which together lead to important
computational savings. This DD method also allows for simultaneously: a) degenerate
parabolic problems; b) nonlinear and discontinuous transmission conditions; c) Robin
and Ventcell transmission conditions; d) global-in-time formulation, ans we are not
aware of any domain decomposition algorithm proposed and analyzed in that case.
Some of these ingredients have been introduced previously independently in [15, 46,
16, 41, 43, 54] and the references therein. The use of optimized (Robin or Ventcell)
transmission operators allows physically more valuable information to be exchanged
between the subdomains and improves drastically convergence rates, see [49, 51, 15,
35, 46, 48] and the references therein for linear problems, and [21, 41] for problems
with nonlinear reaction terms. The use of a global-in-time DD method together with
discontinuous Galerkin (DG) for the time discretization provides flexibility in using
different time steps in different parts of the domain, adapted to the physical properties
of each subdomain, see [45, 46, 47] for diffusion and advection-diffusion problems.

The purpose of this paper is to prove the existence of a weak solution to the two-
phase flow subdomain problem with Robin boundary conditions, by analyzing the
convergence of the finite volume scheme, extending the work in [31]. This in turn will
enable us to prove that the space–time domain decomposition algorithm, based on
solving space-time nonlinear Robin subdomain problems over the whole time interval,
with the possibility of different time stepping in different parts of the domain, is
well-defined.

In Section 2 we recall the physical model and define a multidomain weak solution.
Then, in Section 3, we recall, in the Robin case, the space-time DD method introduced
in [1] , and give the associated interface problem. In Section 4, after introducing the
discrete Robin problem in a subdomain based on a finite volume scheme and the
lowest order DG method for the time discretization, we prove the existence of a weak
solution of the two-phase flow subdomain problem with Robin boundary conditions,
by analyzing the convergence of the finite volume scheme. Then, in Section 5 we show
that our discrete space-time DD algorithm is well-defined. The method is numerically
validated on several examples in three space dimensions in Section 6.
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2. Presentation of the problem. Most of the content of this section, with the
important exception of the definition of a weak solution, is taken from the companion
paper [1], which is complementary to the present work by presenting error estimates
and stopping criteria for the domain decomposition iterations. Most of this material
actually goes back to [31], and has been included in order to keep the present paper
self–contained.

Let Ω be an open bounded domain of Rd, d = 2 or 3, which is assumed to be
polygonal if d = 2 and polyhedral if d = 3. We denote by ∂Ω its boundary (supposed
to be Lipschitz-continuous) and by n the unit normal to ∂Ω, outward to Ω. Let a time
interval (0, T ) be given with T > 0. We consider a simplified model of a two-phase
flow through a heterogeneous porous medium, in which the advection is neglected.
Assuming that there are only two phases occupying the porous medium Ω, say gas and
water, and that each phase is composed of a single component, the mathematical form
of this problem as it is presented in [22, 31] is as follows: given initial and boundary
gas saturations u0 and g, as well as a source term f , find u : Ω× [0, T ] → [0, 1] such
that

∂tu−∇ · (λ(u,x)∇π(u,x)) = f, in Ω× (0, T ),(2.1a)

u(·, 0) = u0, in Ω,(2.1b)

u = g, on ∂Ω× (0, T ).(2.1c)

Here u is the gas saturation (and therefore (1− u) is the water saturation), π(u,x) :
[0, 1] × Ω → R is the capillary pressure, and λ(u,x) : [0, 1] × Ω → R is the global
mobility of the gas given by

λ(u) =
λw(1− u)λg(u)

λw(1− u) + λg(u)
,

where λw and λg are the phase mobilities. One can refer to [26, 27, 31] for a derivation
of (2.1) from the complete two-phase flow model.

For simplicity, we consider only Dirichlet boundary conditions on ∂Ω. Other
types of boundary conditions could be dealt with the same way as in [22, 31, 58].
The model problem given by (2.1a) is a nonlinear degenerate parabolic problem as
the global mobility λ(u) → 0 for u → 0 and 1, and, moreover, π′(u) → 0 for u → 0
(see [14, 27]).

2.1. Flow between two rock types. In this part, we particularize the model
problem (2.1a) to a porous medium with different capillary pressure curves πi in each
subdomain, following [31]. For simplicity we suppose that Ω is composed of two
non-overlapping subdomains Ωi, i = 1, 2, which are both open polygonal subsets of
Rd with Lipschitz-continuous boundary. However, the analysis given below can be
generalized to the case of multiple subdomains (see Section 6).

We denote by Γ the interface between Ω1 and Ω2, i.e., Γ = (∂Ω1 ∩ ∂Ω2)◦. Let
ΓD
i = ∂Ωi ∩ ∂Ω. Both data λ and π, which can in general depend on the physical

characteristics of the rock, are henceforth supposed to be homogeneous in each sub-
domain Ωi, i = 1, 2, i.e., λi(·) := λ|Ωi(·) = λ(·,x),∀x ∈ Ωi, and similarly for πi. The
equations (2.1a) in each subdomain Ωi then read as

∂tui −∇ · (λi(ui)∇πi(ui)) = fi, in Ωi × (0, T ),(2.2a)

ui(·, 0) = u0, in Ωi,(2.2b)

ui = gi, on ΓD
i × (0, T ).(2.2c)
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We use the notation vi = v|Ωi for an arbitrary function v.
Before transcribing the transmission conditions on the interface Γ, we make pre-

cise the assumptions on the data (further generalizations are possible, bringing more
technicalities):

Assumption 2.1 (Data).
1. For i ∈ {1, 2}, πi ∈ C1([0, 1],R) can be extended in a continuous way to

a function (still denoted by πi) such that πi(u) = πi(0) for all u ≤ 0 and
πi(u) = πi(1) for all u ≥ 1. Moreover, πi|[0,1] is a strictly increasing function.
Following [31], we also assume that π1(0) ≤ π2(0) < π1(1) ≤ π2(1).

2. For i ∈ {1, 2}, λi ∈ C0([0, 1],R+) is bounded and can be extended in a con-
tinuous way to a function (still denoted by λi) such that λi(u) = λi(0) for all
u ≤ 0 and λi(u) = λi(1) for all u ≥ 1. We denote by Cλ an upper bound of
λi(u), u ∈ R.

3. The initial condition is such that u0 ∈ L∞(Ω) with 0 ≤ u0 ≤ 1 a.e. in Ω.
4. The boundary conditions 0 ≤ gi ≤ 1 are traces of some functions from
L2(0, T ;H1(Ωi)). Moreover, they need to match in the sense that π1(g1(x)) =
π2(g2(x)) for all x ∈ Γ ∩ ΓD

1 and all x ∈ Γ ∩ ΓD
2 .

5. The source term is such that f ∈ L2(0, T ;L2(Ω)). For simplicity we further
assume that f is piecewise constant in time with respect to the temporal mesh
introduced in subsection 4.1.2 below.

We give now the transmission conditions needed to connect the subdomain prob-
lems (2.2), for i = 1, 2. We consider two cases. The first case is when

(2.3) π1(0) = π2(0) and π1(1) = π2(1),

the same way as in [22]. If the functions πi satisfy the above condition, the capillar-
ity curves are said to be matching and the resulting transmission conditions on the
interface are given by

π1(u1) = π2(u2), on Γ× (0, T ),(2.4a)

λ1(u1)∇π1(u1)·n1 = −λ2(u2)∇π2(u2)·n2, on Γ× (0, T ).(2.4b)

These conditions yield a discontinuous saturation across the interface, i.e., we find
that in general u1 6= u2 on Γ.

In the second case, i.e., in the case when

(2.5) π1(0) 6= π2(0) or π1(1) 6= π2(1),

the capillarity pressure curves are said to be non-matching. Consequently, not only
the saturation is discontinuous at the medium interface, but also the capillary pressure
field. The condition (2.5), studied in [31], has direct consequences on the behavior
of the capillary pressures on both sides of the interface Γ. Indeed, because of As-
sumption 2.1–1, there exists two unique real numbers (u∗1, u

∗
2) ∈ [0, 1]2 satisfying

respectively π1(u∗1) = π2(0) and π2(u∗2) = π1(1). Then, if u1 ≥ u∗1 and u2 ≤ u∗2, we
can still prescribe the connection of the capillary pressures π1(u1) = π2(u2) on the
interface Γ as in (2.4a). If 0 ≤ u1 ≤ u∗1, the model imposes u2 = 0, and the gas
phase is entrapped in the rock Ω1, and the water flows across Γ. In the same way, if
u∗2 ≤ u2 ≤ 1, the model prescribes u1 = 1, and the water phase is captured in Ω2 as a
discontinuous phase, and the gas flows across Γ (see Fig. 2.1 left). Following [27, 31],
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these conditions on the gas-water saturations on the interface Γ are simply given by

π1(u1) = π2(u2), on Γ× (0, T ),(2.6a)

λ1(u1)∇π1(u1)·n1 = −λ2(u2)∇π2(u2)·n2, on Γ× (0, T ),(2.6b)

where πi, for i = 1, 2, are truncated capillary pressure functions given on [0, 1] re-
spectively by π1 : u 7→ max(π1(u), π2(0)) and π2 : u 7→ min(π2(u), π1(1)) (see Fig. 2.1
right). In [31], it has been established that the model problem (2.2) together with the
transmission conditions (2.6) has the necessary mathematical properties to explain
the phenomena of gas trapping (see also [11, 25]).
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Fig. 2.1. Capillary pressure curves (left) and truncated capillary pressures curves (right)

2.2. Transformation of the equations and weak formulation. Still fol-
lowing [31], we present here the mathematical quantities and function spaces used
to characterize the weak solution to the multidomain problem (2.2) with the con-
ditions (2.6). That of the problem (2.2) with the conditions (2.4) can be deduced
straightforwardly from this later, see [22]. As Ωi is a homogeneous rock type, so that
πi and λi do not depend on x, one can define the Kirchhoff transform

(2.7) ϕi :

{
[0, 1] −→ R+

s 7−→
∫ s

0
λi(a)π′i(a)da.

The function ϕi is Lipschitz-continuous and increasing on [0, 1], we denote by Lϕ,i
its Lipschitz constant and we let Lϕ := max (Lϕ,1, Lϕ,2). We extend the function ϕi
from [0, 1] to R so that ϕi(u) = ϕi(0) for all u ≤ 0 and ϕi(u) = ϕi(1) for all u ≥ 1.

We now introduce the strictly increasing function φ by

φ :


[π2(0), π1(1)] −→ R+

s 7−→
∫ s

π2(0)

min
j∈{1,2}

(λj ◦ π−1
j (a)) da,

and let Πi := φ ◦ πi, for i ∈ {1, 2}. The functions Πi|[0,1], introduced first in [31,
Lemma 1.2] and used in [22, 25], are differentiable and increasing. We let Πi(u) =
Πi(0) for all u ≤ 0 and Πi(u) = Πi(1) for all u ≥ 1 and define the function Π by

Π(u,x) = Πi(u), for x ∈ Ωi.

As Πi are more regular than πi, this allows to connect Π1 and Π2 instead of π1 and
π2, that is, for all (u1, u2) ∈ R2, we have the crucial equivalence property

π1(u1) = π2(u2)⇔ Π1(u1) = Π2(u2).
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Finally, it is shown in [31, Lemma 1.2] that, under Assumption 2.1, the function
βi := Πi ◦ ϕ−1

i is Lipschitz-continuous with a Lipschitz constant lower than 1:

(2.8) |Πi(a)−Πi(b)| ≤ |ϕi(a)− ϕi(b)|, ∀(a, b) ∈ [0, 1]2.

We now apply the Kirchhoff transformation (2.7) separately in each subdomain,
giving an equivalent formulation suitable for mathematical analysis: find ui such that

∂tui −∆ϕi(ui) = fi, in Ωi × (0, T ),(2.9a)

ui(·, 0) = u0, in Ωi,(2.9b)

ϕi(ui) = ϕi(gi), on ΓD
i × (0, T ),(2.9c)

together with the conditions at the interface relying on the smoother functions Πi

Π1(u1) = Π2(u2), on Γ× (0, T ),(2.10a)

∇ϕ1(u1)·n1 = −∇ϕ2(u2)·n2, on Γ× (0, T ).(2.10b)

Now, we define a weak solution to the multidomain problem (2.9a)–(2.10b). We
introduce the notation

H1
ϕi(gi)

(Ωi) := {v ∈ H1(Ωi), v = ϕi(gi) on ΓD
i }

H1
Π(g,·) := {v ∈ H1(Ω), v = Π(g, ·) on ∂Ω},
X̃ :=

{
ψ ∈ H1(Ω× (0, T )), ψ = 0 on ∂Ω, ψ(., T ) = 0

}
.

Definition 2.1 (Multidomain weak solution). A function u is said to be a weak
solution to problem (2.9a)–(2.10b) if it satisfies:

1. u ∈ L∞(Ω× (0, T )), 0 ≤ u(x, t) ≤ 1 a.e. in Ω× (0, T ),
2. ϕi(ui) ∈ L2(0, T ;H1

ϕi(gi)
), i ∈ {1, 2},

3. Π(u, ·) ∈ L2(0, T,H1
Π(g,·)(Ω)),

4. For all ψ ∈ X̃, the following integral equality holds:

2∑
i=1

∫
Ωi

∫ T

0

ui(x, t)∂tψ(x, t) dxdt+

2∑
i=1

∫
Ωi

u0(x)ψ(x, 0) dx

−
2∑
i=1

∫
Ωi

∫ T

0

∇ϕi(ui(x, t)) · ∇ψ(x, t) dxdt = 0.

For a sufficiently regular weak solution u, the continuity of the flux condition, namely
[∇ϕ(u) · n] = 0 on Γ, is fulfilled by point 4 of the definition while the condition
[Π(u)] = 0 on Γ is imposed in space using point 3. In fact, using point 2 together
with the fact that Π ◦ϕ−1 is a Lipschitz continuous function ensures that Πi(ui) is in
L2(0, T,H1(Ωi)), for i ∈ {1, 2}, hence the connection of the traces on Γ× (0, T ).

Note that the notion of weak solution used in the present paper is different than
the one used in [1]. The definition used here is the same as in [31], where the existence
of a weak solution in the sense of Definition 2.1 was proved under Assumption 2.1
(for Neumann boundary conditions) using the convergence of a finite volume scheme.
A more general notion of weak solution (in particular relaxing the inequalities in
Assumption 2.1–1) is introduced in [25], see in particular Remark 2.4 in that paper.
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For the case of matching capillary pressure curves, i.e. π1(0) = π2(0) and π1(1) =
π2(1), uniqueness is obtained in [22]. For the more general case, uniqueness is obtained
in [23, 25] only for the one dimensional case.

3. Space–time domain decomposition method. In this section, we present a
non-overlapping space–time domain decomposition to solve the flow problem between
rock types (2.9)–(2.10) in parallel. Precisely, an equivalent formulation to the model
problem (2.9)–(2.10) can be obtained by solving, for i = 1, 2, equations (2.9) together
with optimized Robin transmission conditions on Γ× (0, T )

(3.1)
∇ϕ1(u1) · n1 + α12Π1(u1) = −∇ϕ2(u2) · n2 + α12Π2(u2),

∇ϕ2(u2) · n2 + α21Π2(u2) = −∇ϕ1(u1) · n1 + α21Π1(u1).
on Γ× (0, T ),

where αij are positive constants that can be optimized to improve the convergence
factor of the algorithm, when the resulting multidomain problem is solved iteratively,
see Section 3.2. This equivalence of problems (2.9)–(2.10) and (2.9)–(3.1) implies that
a weak solution to the latter problem exists, and is unique under the same assumptions
(see [22] for more details).

3.1. A Space–Time Interface Problem. An interface operator can be used to
reformulate the multidomain problem (2.9)–(3.1) as an equivalent interface Problem,
where the unknowns are located only on the interface Γ × (0, T ), see e.g. [30]. This
formulation is based on [46], and one can generalize it as in [5, 6] for the case of
multiple subdomains.

We introduce Robin to Robin operators for subdomain Ωi as follows:

(3.2) Si :
L2(Γ× (0, T ))→ L2(Γ× (0, T ))

ξi → −ξi + αijπi(ui) + αjiπi(ui)

where ui is the solution of the subdomain problem with Robin boundary data ξi:

(3.3)

∂tui −∆ϕi(ui) = 0, in Ωi × (0, T ),

ui(·, 0) = u0, in Ωi,

ϕi(ui) = gi on ΓD
i × (0, T ),

∇ϕi(ui) · ni + αijπi(ui) = ξi on Γ× (0, T ).

The (non-linear) operator Si maps the Robin boundary to the new Robin data
that will be transmitted to the neighboring subdomain. Note that, similarly to what
was done in [5, Remark 3.1], we have eliminated the normal derivative by making
use of the boundary condition, so that the transmitted quantity is actually equal to
−∇ϕi(ui) · ni + αjiπ(ui). This makes Si well defined on L2(Γ × (0, T )). The same
technique can be used at the discrete level to avoid computing the normal derivative
numerically.

Then, the multidomain problem (2.9)–(3.1) is equivalent to the following interface
problem for the two unknowns (ξ1, ξ2) ∈ L2(Γ× (0, T ))2:

(3.4)
ξ1 = S2(ξ2),

ξ2 = S1(ξ1),
on Γ× (0, T ).

This problem is nonlinear and can be solved using Newton or fixed point iterations.
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3.2. The Optimized Schwarz Waveform Relaxation Algorithm. A fixed
point iteration for solving the nonlinear interface problem (3.4) takes the form

(3.5)
ξk1 = S2(ξk−1

2 ),

ξk2 = S1(ξk−1
1 ),

on Γ× (0, T ).

This requires the solution, at every iteration k ≥ 1, of the nonlinear subdomain
problem (3.3) in Ωi, for i ∈ {1, 2}, to compute the action of the nonlinear operators
S1 and S2 on ξ1 and ξ2, respectively. This fixed-point algorithm is in fact equivalent to
the Optimized Schwarz Waveform Relaxation (OSWR) iterative method, introduced
in [37, 51] for linear problems, in [21, 41] for problems with nonlinear reaction terms,
and proposed in [1] for problem (2.1). This method can be written as follows:

Given an initial iterate (ξ0
j )j=1,2 ∈ L2(Γ×(0, T ))2, at iteration k, we solve in each

subdomain i = 1, 2, the problem

(3.6)

∂tu
k
i −∆ϕi(u

k
i ) = 0, in Ωi × (0, T ),

uki (·, 0) = u0, in Ωi,

ϕi(u
k
i ) = gi on ΓD

i × (0, T ),

∇ϕi(uki ) · ni + αijΠi(u
k
i ) = ξk−1

i on Γ× (0, T ),

and then update the new iterates by

ξkj = −ξk−1
i + αijπi(u

k
i ) + αjiπi(u

k
i ).

The parameters αij are chosen so as to minimize the convergence factor of the
linearized problem, leading to optimized parameters for a linear diffusion problem with
discontinuous coefficients similar to that in [46, 50]. More precisely, the calculation
of these parameters is as follows: setting pi = πi(ui), Ki(pi) = λi(π

−1
i (pi)) and

θi(pi) = π−1
i (pi), the multidomain formulation (2.2)-(2.4) also reads

(3.7)

∂t (θipi)−∇ · (Ki(pi)∇pi) = 0, in Ωi × (0, T ),

p1 = p2, on Γ× (0, T ),

K1(p1)∇p1·n1 = −K2(p2)∇p2·n2, on Γ× (0, T ).

Then the calculation of the optimized parameters is done beforehand the OSWR
algorithm: we consider a linearized, frozen coefficients, version of the above problem,
and calculate the parameters that minimize the convergence factor of the OSWR
method applied to this linearized problem. More precisely, we approximate θi(pi)
by a linear function, and Ki(pi) by a constant value (e.g. the maximum value of
Ki(pi)). Then the optimized parameters are obtained following the methodology
initiated in [49, 35] for domain decomposition in space, in [37, 51, 15, 36, 46, 17,
48] for space-time domain decomposition, and in [21] for semilinear problems. In
particular, the convergence factor of the OSWR algorithm can be computed explicitly
using Fourier transform, and then the optimized Robin parameters are derived by
(numerically) minimizing the L∞-norm of the convergence factor.

The well-posedness of the subdomain problem (3.3) is proved in the next sec-
tion, and in section 5 the well-posedness of the discrete counterpart of the OSWR
algorithm (3.5) is established, for conforming or non–conforming time discretization.

The convergence of the OSWR algorithm has been well studied for linear problems
(see for instance [45, 46]). Few results exist for non-linear problems. An example for
a semilinear problem is given in [21].
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4. Nonlinear Robin boundary problem: existence using a finite volume
discretization . In each subdomain Ωi, i = 1, 2, an initial boundary value problem of
type (3.3) with nonlinear Robin boundary conditions must be solved. In this section,
we prove in this section that this problem has at least one solution (we do not study
uniqueness, which requires more difficult methods). In this part the index i is not
necessary, we change notation temporarily and consider a Robin problem in a domain
O × (0, T ).

We thus consider a bounded domain O ⊂ Rd with Lipschitz boundary. For
simplicity, we assume that the Robin boundary condition is given over the whole
boundary Γ = ∂O, but the results can easily be extended to consider mixed boundary
conditions. Given a parameter α > 0 and Robin boundary data ξ(x, t) on Γ× (0, T ),
we consider the following problem: find u defined on O × (0, T ) such that

(4.1)

∂tu−∆ϕ(u) =0, in O × (0, T ),

∇ϕ(u) · n + αΠ(u) =ξ(x, t), on Γ× (0, T ),

u(x, 0) =0, in O.

Because the functions ϕ and Π that define the problem were not the primary
data of the original problem, we recall the hypotheses on the data of the subdomain
problem (4.1) as they will be used in the current setting.

Assumption 4.1 (Assumption on the data).
1. The function ϕ is Lipschitz continuous and (strictly) increasing on [0, 1], the

function Π is differentiable and increasing on [0, 1]. Moreover, the function
β defined implicitly by Π = β ◦ϕ is assumed to be Lispschitz continuous with
a Lispchitz constant less than 1 (cf. eq. (2.8)).

2. The initial data u0 is such that u0 ∈ L∞(O) with 0 ≤ u(x) ≤ 1 a.e. in O.
3. The Robin boundary data ξ is such that ξ ∈ L2(0, T ;L2(Γ)) and the Robin

parameter α > 0 is chosen such that the following inequality is satisfied:

0 < ξ(x, t) < αΠ(1), a.e. (x, t) in Γ× (0, T ).

Remark 4.1. Assumption 4.1–3 says that α should be chosen large enough. In
the context of the OSWR algorithm, this is not a restrictive assumption. Indeed, in
practice the Robin data ξ will be bounded, and a heuristic analysis for the discretization
of related problems has shown that the optimized Robin parameter depends on the mesh
size h like 1/ha for some power a > 0 (see [35] and references therein for examples).

In a first step, we define a weak solution of problem (4.1), then we propose and
analyze a finite volume scheme for its approximation. The finite volume scheme will
be shown to converge, and any limit will be a weak solution as in Definition 4.1.

Definition 4.1 (Weak solution for the local Robin problem). A function u is
said to be a weak solution to problem (4.1) if it satisfies:

1. u ∈ L∞(O × (0, T )), 0 ≤ u(x, t) ≤ 1 a.e. in O × (0, T ),
2. ϕ(u) ∈ L2(0, T ;H1(O)),
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3. For all ψ ∈ X̃ =
def

{
h ∈ H1(O × (0, T )), h(., T ) = 0

}
,

(4.2) −
∫ T

0

∫
O
u(x, t)∂tψ(x, t) dxdt−

∫
O
u0ψ(x, 0) dx

+

∫ T

0

∫
O
∇ϕ(u(x, t)) · ∇ψ(x, t) dxdt+ α

∫ T

0

∫
Γ

Π(u(x, t))ψ dγ(x)dt

=

∫ T

0

∫
Γ

ξ(x, t)ψ dγ(x)dt,

where dγ(x) is the (d− 1)-dimensional Lebesgue measure on ∂O.
Remark 4.2. Because of Assumption 4.1–1, the fact that ϕ ∈ L2(0, T,H1(O))

automatically implies that Π(u) ∈ L2(0, T,H1(O)), so that Π(u) has a trace on the
boundary Γ and the last integral on the left-hand side of (4.2) is well defined.

Theorem 4.1. Under Assumption 4.1, there exists a weak solution to problem (4.1)
in the sense of Definition 4.1.

The proof of Theorem 4.1 will be carried out in the rest of this section, through
the study of an approximate solution defined by a finite volume method. Precisely,
we prove that, if we discretize problem (4.1) using a first order finite volume scheme
(see [33], [34]), then the scheme admits a unique solution (cf 4.2) that converges to a
weak solution in the sense of Definition 4.1 (cf Theorem 4.2).

4.1. A space–time fully discrete approximation scheme based on finite
volume in space and discontinuous Galerkin in time. We introduce here par-
titions of O and Γ, time discretization, and discrete function spaces.

4.1.1. Partitions of O and Γ. Let Th be a partition of the subdomain O
into elements K, such that O = ∪K∈ThK; here we suppose that the elements are
either simplices or rectangular parallelepipeds but general elements can be treated
via submeshes, see [29] and the references therein. Moreover, we assume that the
partition is conforming in the sense that if K, L ∈ Th, K 6= L, then K ∩ L is either
an empty set, a common face, edge, or vertex of K and L.

We denote by Fh the set of all the faces of Th. The interior mesh faces in Th
are collected into the set F int

h , whereas the faces of Th lying on Γ are collected in the
set FΓ

h . For an element K ∈ Th, we denote by N (K) the set of its neighbors. The
notation FK stands for all the faces of an element K ∈ Th, and FK,Γ = FK ∩ FΓ,h.

For all K ∈ Th, diam(K) denotes the diameter of K and |K| its volume. The
volum of a face σ is denoted by |σ|. Finally, we use the notation xK to denote the
“center” of the cell K ∈ Th. If σ = K|L ∈ Fh separates the cells K and L, dK,L
denotes the Euclidean distance between xK and xL, and dK,σ for σ ∈ FK denotes
the distance from xK to σ. For σ ∈ FK , we denote by τK,σ the transmissivity of K

through σ, given by τK,σ = |σ|
dK,σ

. If σ = K|L, we use τK,L = |σ|
dK,L

.

We assume that the mesh Th satisfies the following orthogonality condition (see [33]):
for an interface σ = K|L, the line segment xKxL is orthogonal to this interface (see
Fig. 4.1).

The size of the mesh is defined by

(4.3) size(T ) = max
K∈T

diam(K),
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xL

xK

σ = K|L

Fig. 4.1. Notation for admissible meshes in two space dimensions

and the regularity measure of the mesh is defined by

(4.4) reg(T ) = max
K∈T

(
max
σ∈FK

diam(K)

dK,σ

)
.

4.1.2. Time discretization. For an integer M ≥ 0, let (τn)0≤n≤M denote
a sequence of positive real numbers corresponding to the discrete time steps such
that T =

∑M
n=1 τ

n. Let t0 = 0, and tn =
∑n
j=1 τ

j , 1 ≤ n ≤ M , be the discrete

times. Let Jn = (tn−1, tn], 1 ≤ n ≤ M . We denote the time discretization by
M = {Jn, 1 ≤ n ≤M} and we let τM = max0≤n≤M τn.

4.1.3. Discrete function spaces. Given a partition Th of O and a time dis-
cretizationM satisfying the conditions listed in subsection 4.1.1 and subsection 4.1.2,
we say that D = (Th,M) is an admissible space–time discretization of O× (0, T ). We
then denote size(D) = max(size(Th), τ) and reg(D) = reg(Th).

Definition 4.2. Let D be an admissible discretization of O × (0, T ). We denote
by X (D) the functional space of piecewise constant functions uD defined on O×(0, T ):

(4.5) X (D) =
{
uD : O × (0, T )→ R s.t for all (K,J) ∈ T ×M,

uD is constant on K × J
}
.

Functions in X (D) have a trace on Γ, and the trace operator γ is defined, for
uD ∈ X (D), by γ(u) = uσ for σ ∈ FΓ

h .
Finally, the space X (D) will be endowed with the discrete L2(0, T ;H1(O))-seminorm

defined, for u ∈ X (D) by

(4.6) |u|21,D =

M∑
n=0

τn
∑
σ∈F

τK,σ|Dσu|2

where Dσu = (uK − uL) if σ ∈ Fint, σ = K|L and Dσu = (uK − uσ) if σ ∈ FK,Γ.

Remark 4.3. Functions in D have a natural identification with functions in the
following space

P0(M, T ) =
{
u : (0, T )→ L2(O), s.t. for all J ∈M, u(t) is constant on J

with value in the space of functions piecewise constant on T
}
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4.1.4. The fully discrete scheme. In order to obtain a finite volume dis-
cretization of problem (4.1), we integrate as usual the first equation on each cell of
the mesh. The initial condition u0

K is given by

(4.7) u0
K =

1

|K|

∫
K

u0 dx, ∀K ∈ T .

For the following time steps we compute a discrete solution
((
un+1
K

)
K∈T ,

(
un+1
σ

)
σ∈FΓ

h

)
,

for all n ∈ {0, . . . ,M − 1}, thanks to the scheme defined by

|K|u
n+1
K − unK
τn

+
∑

L∈N (K)

τK,L

(
ϕ(un+1

K )− ϕ(un+1
L )

)
+

∑
σ∈FK,Γ

τK,σ

(
ϕ(un+1

K )− ϕ(un+1
σ )

)
= 0, ∀K ∈ T ,(4.8)

(4.9) − τK,σ
(
ϕ(un+1

K )− ϕ(un+1
σ )

)
+ α|σ|Π(un+1

σ ) = ξn+1
σ , ∀σ ∈ FΓ

h ∩ FK

where we set for all σ ∈ FΓ
h

ξn+1
σ =

1

τn

∫
Jn

∫
σ

ξ(x, t) dγ(x) dt.

An approximate solution uD ∈ X (D) to the problem (4.1) associated to the
discretization D is defined by

uD(x, t) =

{
un+1
K , ∀x ∈ K, K ∈ T ,
un+1
σ , ∀x ∈ σ, σ ∈ FΓ

h ,
∀t ∈ J, ∀J ∈M,

where uD is a solution of (4.7)–(4.9).
Let us emphasize that the discretization of the problem with a Robin boundary

condition is performed with the help of additional unknowns that are defined on the
edges of the boundary Γ. These may be eliminated when solving the resulting system
(see Lemma 4.1). In most of the estimates to be presented, we shall usually keep
them because they simplify the presentation of the results, with the understanding
that they are functions of the interior unknowns.

4.2. Well-posedness and L∞-stability of the scheme. This subsection is
devoted to a proof that the finite volume scheme admits a unique solution that is
moreover in [0, 1]N .

Because the proof will use Brouwer’s fixed point theorem, we begin by recasting
the finite volume scheme in a fixed point form. We start with a technical lemma that
will allow us to eliminate the boundary unknowns whenever necessary.

Lemma 4.1. Under Assumption 4.1–3, for all K ∈ T , for all n ∈ {0, . . . ,M −1},
and for all un+1

K ∈ R, there exists a unique un+1
σ ∈ [0, 1] solution of (4.9).

Proof. Equation (4.9) may be rewritten as

(4.10) τK,σϕ(un+1
σ ) + α|σ|Π(un+1

σ ) = ξn+1
σ + τK,σϕ(un+1

K ).

For α > 0, the function θ : s 7−→ τK,σϕ(s) + α|σ|Π(s) is strictly increasing on [0, 1],
ensuring the uniqueness of the solution of (4.10). Moreover,

θ(0) = 0, θ(1) = τK,σϕ(1) + α|σ|Π(1).
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Now, using Assumption 4.1, we have θ(0) < ξn+1
σ + τK,σϕ(un+1

K ) < θ(1), for any
un+1
K ∈ R. Existence then follows from the intermediate value theorem.

We can now give the fixed point form of the finite volume scheme (4.8)—(4.9).
It will be convenient to temporarily denote the set of discrete unknowns at time

tn, for a fixed n, by Un = ((ul)L∈T ). After adding and substracting the term λKu
n+1
K

to equation (4.8), where λK is given on each cell by:

λK =
τnLϕ
|K|

( ∑
L∈N (K)

τK,L +
∑

σ∈FK,Γ

τK,σ

)
(we justify this choice during the proof of Proposition 4.1 below), we see that sys-
tem (4.8)–(4.9) is equivalent to

(4.11) Un+1 = H(Un, Un+1)

where, for each K ∈ T , (H(Un, Un+1))K = HK(unK , U
n+1) is given by

HK(unK , U) =
1

1 + λK

(
unK + λKuK +

τn

|K|
∑

L∈N (K)

τK,L

(
ϕ(uL)− ϕ(uK)

)
+

τn

|K|
∑

σ∈FK,Γ

τK,σ

(
ϕ(uK,σ)− ϕ(uK)

))
,

(4.12)

and we recall that uK,σ = θ−1(uK) is a function of uK via Lemma 4.1.

Proposition 4.1. The following properties hold for the mapping H:
1. H is a non-decreasing function of each of its arguments,
2. H maps [0, 1]× [0, 1]N to [0, 1]N ,

Proof. To prove the first assertion, let U = (uL)L∈T and V = (vL)L∈T be two
grid functions such that uL ≤ vL, ∀L ∈ T . We make use of the definition of λK to
write

(1 + λK) (HK(unK , U)−HK(unK , V ))

= λK(uK − vK) +
τn

|K|
∑

L∈N (K)

τK,L(ϕ(uL)− ϕ(vL))

+
τn

|K|
∑

σ∈EK,Γ

τK,σ(ϕ(uK,σ)− ϕ(vK,σ)) +
λK
Lϕ

(ϕ(vK)− ϕ(uK)) .

As ϕ is increasing, the second and third terms on the right hand side are negative (for
the third term, we also use that θ−1 is increasing), and we can bound the last term
by λK(vK − uK), so that the left-hand side is negative. The monotonicity of H with
respect to its first argument is obvious.

For the second assertion, we rewrite HK(unK , U) in the form

(1 + λK)HK(unK , U) = unK +
∑

L∈N (K)

aKL uL +
∑

σ∈FK,Γ

aKσ uσ

+

λK − ∑
L∈N (K)

aKL −
∑

σ∈FK,Γ

aKσ

uK
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where we have defined

aKL =
τn

|K|
∑

L∈N (K)

τKL
ϕ(uL)− ϕ(uK)

uL − uK

and

aKσ =
τn

|K|
∑

σ∈FK,Γ

τKσ
ϕ(uσ)− ϕ(uK)

uσ − uK
.

Because ϕ is increasing, the quantities aKL and aKσ are all positive, and because
of the choice for λK , λK −

∑
L∈N (K) aKL −

∑
σ∈FK,Γ aKσ is also positive, so that

HK ≥ 0, ∀K ∈ T . On the other side, by the monotonicty of H proven in the first
assertion,

HK(uK , (uL)L∈T ) ≤ HK(1, (1)L∈T ) ≤ 1

1 + λK

1 +
∑

L∈N (K)

aKL +
∑

σ∈FK,Γ

aKσ

+λK −
∑

L∈N (K)

aKL −
∑

σ∈FK,Γ

aKσ

 = 1.

This completes the proof.

We can now state and prove an existence and uniqueness result for the scheme.

Proposition 4.2. Let assumptions 2.1 and 4.1 hold. Let D be an admissible
discretization of O×(0, T ). There exists a discrete solution uD ∈ X (D) to the scheme
(4.7)–(4.9) such that

(4.13) 0 ≤ uD ≤ 1, almost everywhere in O × (0, T ).

Proof. By Lemma 4.1, we only need to prove the result for the interior unknowns.
We prove the existence and the uniqueness of

(
un+1
K

)
K∈T by induction on n. This is

clear for n = 0, as the initial saturation
(
u0
K

)
K∈T is given by (4.7).

For the induction step, let us suppose now that for some n ∈ M, the set
(unK)K∈T ∈ [0, 1]N is known, and we need to prove the existence and the unique-

ness of
(
un+1
K

)
K∈T as solution of the fixed-point equation (4.11).

Existence: This follows from a straightforward application of Brouwer’s fixed
point theorem (see [28, thm 9.9.2] or [53, thm 6.3.2]). Indeed, by Proposition 4.1,
and since unK is in [0, 1] for all K ∈ T , H maps the compact and convex set [0, 1]N

to itself, and is obviously continuous, hence admits a fixed point in the same set, as
stated in (4.13).

Uniqueness: The proof follows exactly that in [31, Proposition 2.8], and uses
the monotonicity of the mapping H.

4.3. Convergence analysis of the scheme. The aim of this subsection is to
prove that the solution of the finite volume scheme defined in the previous section
converges to a limit that is a weak solution of problem (4.1)

Theorem 4.2. Let assumptions 2.1 and 4.1 hold. Let (Dm)m be a sequence of
admissible discretizations of O × (0, T ) and denote by um = uDm the approximate
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solution of the finite volume scheme (4.8), (4.9). There exists u ∈ L∞(O × (0, T ))
such that, if lim

m→∞
size(Dm) = 0, and if there exists ζ > 0 such that reg(Dm) ≤ ζ,

then (up to a subsequence)

um → u ∈ Lp(O × (0, T )), ∀p ∈ [1,∞),

and u is a weak solution to problem (4.1) in the sense of Definition 4.1

The proof will be broken down in several steps, following a now classical strat-
egy, see [33], and also [22, 23, 24, 31]: we first prove some a priori estimates in
subsection 4.3.1, so as to show that the discrete solution lies in a bounded set in
L2(0, T ;H1(O)). Then, in subsection 4.3.2, we use a result from [12] to pass to the
limit in the non-linear terms. Last, in subsection 4.3.3, we prove that the limit is a
weak solution of problem (4.1).

4.3.1. Energy estimate. We now prove the following energy estimate.

Proposition 4.3 (discrete L2(0, T ;H1(O)) estimate). Let D be an admissible
discretization of the domain O × (0, T ). Let uD be the solution given by the scheme
(4.8)–(4.9). There exists a constant C such that

(4.14) |ϕ(uD)|1,D + ||γ(Π(uD))||L2(Γ×(0,T )) ≤ C,
where γ(uD) stands for the trace of uD on Γ as in Definition 4.2.

Proof (cf. prop. 2.5 in [22]). Multiplying (4.8) by τnϕ(un+1
K ) and (4.9) by τnϕ(un+1

σ )
then summing over all cells, all boundary faces and all time steps gives, after a discrete
intergration by parts

(4.15)

M∑
n=0

[∑
K∈T

|K|
(
un+1
K − unK

)
ϕ(un+1

K ) + τn
∑

σ∈Fint
σ=K|L

τK,L|ϕ(un+1
K )− ϕ(un+1

L )|2

+ τn
∑
σ∈FΓ

h
FK,Γ3σ

τK,σ|ϕ(un+1
K )− ϕ(un+1

σ )|2 + τn
∑
σ∈FΓ

h

α|σ|Π(un+1
σ )ϕ(un+1

σ )

)]

=

M∑
n=0

τn
∑
σ∈FΓ

ξn+1
σ ϕ(un+1

σ ).

Since ϕ is an increasing function, the function f : s 7→
∫ s

0
ϕ(a) da is convex, so that

f(unK) + ϕ(un+1
K )

(
un+1
K − unK

)
≥ f(un+1

K ).

Thus

M∑
n=0

∑
K∈T

|K|
(
un+1
K − unK

)
ϕ(un+1

K ) ≥
∑
K∈T

|K|
(
f(uM+1

K )− f(u0
K)
)

≥ −|O|
∫ 1

0

ϕ(a) da.

(4.16)

Now, using (2.8) and the fact that ϕ(0) = 0 and Π(0) = 0 we obtain

α

M∑
n=0

τn
∑
σ∈FΓ

|σ|Π(un+1
σ )ϕ(un+1

σ ) ≥ α
M∑
n=0

τn
∑
σ∈FΓ

|σ||Π(un+1
σ )|2.
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Inserting this estimate together with (4.16) in (4.15), one gets (4.14) in the form

|ϕ(uD)|21,D + α||γ(Π(uD))||2L2(Γ×(0,T )) ≤ |O|
∫ 1

0

ϕ(a) da+ ϕ(1)

∫ T

0

∫
Γ

ξ(x, t)dγ(x)dt.

4.3.2. Application of compactness results. We want to apply the compact-
ness results stated in [12, Theorem 3.9].

First we check the “structural assumptions” on the scheme.
Assumption (Ax1) This is well known for the two–point flux approximation scheme

used here. The proof can be found in [33, Lemma 9.3].
Assumption (Ax2) Trivial here, as the scheme uses piecewise constant functions;
Assumption (Ax3) It is shown in [12] that Assumption (Ax3) holds;
Assumption (At) Always true for one–step scheme.

In addition to the energy estimate proven in Proposition 4.3, we need a result on
the time derivative of the discrete solution. This is proved in the following Lemma
(cf [3, Lemma 4.1] or [4, Lemma 4.1]).

Lemma 4.2. Let D be an admissible discretization of O × (0, T ). If Assump-
tions Assumption 4.1 hold, there exists a constant C such that, for all ψ ∈ C∞c (O ×
(0, T )), there holds:

(4.17)

M∑
n=0

τn
∑
K∈T

|K|u
n+1
K − unK
τn

ψn+1
K ≤ C‖∇ψ‖L∞(O×(0,T )),

where we have let ψN=1
K = ψ(xK , t

n+1).

Proof. We proceed as in the proof of Proposition 4.3, multiplying eq. (4.8) by
τnψn+1

K , and summing over all elements and all time steps . This time there are
no boundary terms, because ψ vanishes on the boundary of O, and after a discrete
integration by parts we obtain A = B with

A =

M∑
n=0

∑
K∈T

|K|(un+1
K − unK)ψn+1

K ,(4.18)

B =

M∑
n=0

τn
∑
σ∈F
σ=K|L

τσ
(
ϕ(un+1

K )− ϕ(un+1
L )) (ψn+1

K − ψn+1
L

)
.(4.19)

We now bound B using the Cauchy–Schwarz inequality:

|B|2 ≤ B1B2

where

B1 =

M∑
n=0

τn
∑
σ∈F
σ=K|L

τσ
(
ϕ(un+1

K )− ϕ(un+1
L )

)2
, and B2 =

M∑
n=0

τn
∑
σ∈F
σ=K|L

τσ(ψn+1
K −ψn+1

L )2.

Thanks to Proposition 4.3 we know that B1 is bounded by a constant, while

B2 ≤
( M∑
n=0

τn
∑
σ∈F
σ=K|L

τσdKL

)
‖∇ψ‖2L∞(O×(0,T )).
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Finally

M∑
n=0

τn
∑
σ∈F
σ=K|L

τσdKL ≤ T
∑
σ∈F
σ=K|L

τσdKL,

and the last term in bounded by a constant depending only on O and the space
dimension.

We are now able to use [12, Thm. 3.9], and obtain the following result

Proposition 4.4. Up to a subsequence, ϕ(um) converges in L2(O × (0, T )) to-
wards ϕ(u). Moreover, the limit function ϕ(u) is actaullay in L2(0, T ;H1(O)).

Proof. Only the last assertion remains to be proved. This result is a standard
consequence of Assumption Ax1, and was proved in [31, Thm. 2.15].

There now remains to prove the convergence of the trace. Note that it known
that, because β is Lipschitz, Π(u) = β(ϕ(u)) is in L2(0, T ;H1(O × (0, T ))) (cf. [10,
Cor.3.2]). Thus the trace of Π(u) is well defined.

Lemma 4.3. Up to a subsequence, the sequence
(
Π(uDm|Γ)

)
m

converges weakly

towards Π(u) in L2(Γ× (0, T )).

Proof. The convergence in L2((0, T ) × O) of the sequence (ϕ(uDm))m together
with the bound (4.14) on the gradients shows that, up to a subsequence, the sequence
actually converges weakly in L2((0, T );H1(O)) toward ϕ(u). Because Π = β ◦ϕ, with
a Lipschitz continuous function β, the same result is true if we replace ϕ by Π. By
continuity of the trace operator, we obtain the weak convergence of

(
Π(uDm|Γ)

)
m

=

(γ̄(Π(um)))m towards γ̄(Π(u)) in L2((0, T )× Γ.

Finally we can prove the convergence of Dm as stated in Theorem 4.2.

corollary 4.1. Up to a subsequence, (um)m converges towards u strongly in
Lp(Ω× (0, T )) for all p ∈ [1,∞).

Proof. Since (ϕ(um))m converges in L2(O × (0, T )) towards ϕ(u), it converges
(up to a new subsequence) almost everywhere in Ω × (0, T ). The fact that ϕ−1 is
continuous, implies that (um)m tends to u almost everywhere. We conclude using the
uniform bound on (ϕ(um))m stated in Proposition 4.2.

4.3.3. Existence of a weak solution. We now have all the elements to finish
the proof of Theorem 4.2. We have shown previously that um converge toward u as
m → ∞. Moreover, it has been stated in Proposition Lemma 4.3 that (γ(Π(um)))m
converges towards γ (Π(u)) weakly in L2(Γ×(0, T )). It remains to verify that u satisfy
the weak formulation in the sense of Definition 4.1.

Let ψ ∈ Ũtest =
{
h ∈ C2(Ω× (0, T )), h(., T ) = 0

}
and, for m ∈ N, let um be

given by (4.8), (4.9) for the admissible discretization Dm. For all n ∈ {0, . . . ,M − 1}
and for all K ∈ T , we multiply (4.8) by ψnK = ψ(xK , nτ

n), and (4.9) by ψnσ =
ψ(xσ, nτ

n) then sum over cells, all faces and over n ∈M to obtain

4∑
i=1

Ti,m = Gm,
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where

T1,m =

M∑
n=0

∑
K∈T

|K|
(
un+1
K − un+1

K

)
ψnK ,

T2,m =

M∑
n=0

τn
∑

L∈N (K)

τK,L

(
ϕ(un+1

K )− ϕ(un+1
L )

)
ψnK ,

T3,m =

M∑
n=0

τn
∑

σ∈FK,Γ

τK,σ

(
ϕ(un+1

K )− ϕ(un+1
σ )

)(
ψnK − ψnσ

)
,

T4,m =

M∑
n=0

τn
∑

σ∈FK,Γ

α|σ|Π(un+1
σ )ψnσ ,

Gm =

M∑
n=0

τn
∑

σ∈FK,Γ

ξn+1
σ ψnσ .

We follow [33, Proof of Thm. 4.2], see also [31] and the references therein, to obtain

lim
m→∞

T1,m = −
∫ T

0

∫
O
u(x, t)∂tψ(x, t) dxdt−

∫
O
u0ψ(x, 0) dx.

Still following [31], summing the terms by edges in T2,m, we obtain

T2,m =

M∑
n=0

τn
∑

σ=L|K∈Tint

τK,L

(
ϕ(un+1

K )− ϕ(un+1
L )

) (
ψnK − ψn+1

L

)
,

and then

lim
m→∞

T2,m =

∫ T

0

∫
O
∇ϕ(u(x, t)) · ∇ψ(x, t) dxdt.

Now, we apply the Cauchy-Schwarz inequality to T3,m to obtain

T 2
3,m ≤

( M∑
n=0

τn
∑

σ∈FK,Γ

τK,σ

(
ϕ(un+1

K )− ϕ(un+1
σ )

)2
)

×
( M∑
n=0

τn
∑

σ∈FK,Γ

|σ|

(
ψnK − ψnσ

)2

dK,σ

)
.(4.20)

The first term in the product is bounded, because of (4.14). Let Cψ denote the
Lipschitz constant of ψ. We obtain using (4.4)

M∑
n=0

τn
∑

σ∈FK,Γ

|σ|

(
ψnK − ψnσ

)2

dK,σ
≤ 4T |Γ|C2

ψ size(M).

Hence,
lim
m→∞

T3,m = 0.

Finally, using Lemma 4.3, and thanks to the regularity of the function ψ, we obtain

lim
m→∞

T4,m = α

∫ T

0

∫
Γ

Π(u(x, t))ψ dγ(x)dt.



Space–time DD for two-phase flow model 19

Similarly,

lim
m→∞

Gm =

∫ T

0

∫
Γ

ξ(x, t)ψ dγ(x)dt.

This ends the proof of Theorem 4.2, and together with Proposition 4.2 also proves
Theorem 4.1.

Remark 4.4. It is worth noticing that uniqueness of the weak solution in the
sense of Definition 4.1 could be obtained using entropy inequalities, obtained through
the method of doubling variables [34, 13] (see also [23] for the case of Neumann
boundary conditions). Given the length of the paper, this task will not be pursued.

5. Multidomain formulation and OSWR algorithm in the discrete case.
The aim of this section is to design and analyze a discrete version of the multidomain
formulation (2.9)–(3.1) (or equivalently (3.4)), and of the OSWR algorithm (3.6).
This global-in-time algorithm together with discontinuous Galerkin (DG) for the time
discretization allows for the use of different time steps in different subdomains, and
has been analyzed for linear problems in [44, 45], and also [17, 42, 46] for porous
media applications.

We first present the discrete multidomain problem with nonconforming time grids,
and the the OSWR algorithm to solve this problem. We show that in the particular
case of matching time grids, the discrete multidomain problem is equivalent to the
one in [31].

Notation for the space discretization. We extend the notation of section 4
to the multidomain case by simply adding a subscript or a superscript denoting the
subdomain index to the corresponding entity (e.g. Mi denotes the set of all time
intervals in sudomain Ωi). Let Di be an admissible discretization of Ωi × (0, T ) as
in subsection 4.1.3. The respective spatial meshes are supposed to be matching on
the interface Γ: F1

Γ = F2
Γ. Then, we define the admissible composite discretization
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Fig. 5.1. Partition of the domain with conforming space grids.

associated with Ω× (0, T )

Definition 5.1 (Admissible space–time discretization of Ω× (0, T )). Let Di be
an admissible discretization of Ωi× (0, T ). A composite discretization D of Ω× (0, T )
is given by D = (T ,FΓ,P,M) , where X = ∪i∈{1,2}Xi, for X = T ,FΓ,P,M.
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Time projections. On the space–time interface Γ× (0, T ) we define the follow-
ing L2 projection Pij from P 0(Mj , L

2(Γj)) to P 0(Mi, L
2(Γi)), as follows:

For ψ ∈ P 0(Mj , L
2(Γj)),

(5.1) (Pijψ)|Jni
=

1

δti

Mj∑
m=1

∫
Jni ∩Jmj

ψ dt, for all n ∈ {0, . . . ,Mi}.

These time projections are used to transfer data from one space–time subdomain to
a neighboring subdomain, and are obtained by a projection algorithm with linear
complexity and without any additional grid, see [38, 39].

5.1. Discrete multidomain problem with nonconforming time grids. In
this section the partitions Mi, i = 1, 2, are generated independently, with respect to
the physical characteristics of each subdomain. For simplicity, the partition Mi is
supposed uniform, with sub-intervals Jni = (tni , t

n+1
i ], and time step τi = tn+1

i − tni ,
as shown in Figure 5.2.

0

T

Ω1 Ω2

τ1
τ2

x

y

t

Fig. 5.2. Nonconforming time grids in the subdomains.

For a given discretization (M, T ), it will be convenient to define (see Remark 4.3)
for any function ξ ∈ P0(M, T ),

(5.2) ξK(t) = ξnK , for t ∈ Jn, and K ∈ T .

The discrete counterpart of the subproblem problem (2.9)–(3.1) is as follows: for
i = 1, 2, the initial condition is given by

(5.3a) u0
K =

1

|K|

∫
K

u0 dx, ∀K ∈ Ti,

and for n = 0, . . . ,Mi − 1, the discrete saturations
((
un+1
K

)
K∈Ti

,
(
un+1
σ

)
σ∈FiΓ

)
are

given by the following nonconforming-in-time scheme: for i = 1, 2,

(5.3b) |K|u
n+1
K − unK

τi
+

∑
L∈N (K)

τK,L

(
ϕi(u

n+1
K )− ϕi(un+1

L )
)

+
∑

σ∈FiK,Γ

τK,σ

(
ϕi(u

n+1
K )− ϕi(un+1

K,σ )
)

= 0, ∀K ∈ Ti,
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(5.3c) − τK,σ
(
ϕi(u

n+1
K )− ϕi(un+1

K,σ )
)

+ αij,σΠi(u
n+1
K,σ )

=
1

τi

∫
Jni

Pij
(
τL,σ(ϕj(uL(t))− ϕj(uL,σ(t))) + αij,σΠj(uL,σ(t))

)
dt,

∀σ ∈ F iK,Γ, and σ = K|L (K ∈ Ti, L ∈ Tj , j = 3− i),

where αij,σ = αij |σ. The resulting scheme is non-conforming in time. A numerical

analysis of this scheme for linear problems has been carried out in [44, 46].

5.2. OSWR-algorithm with nonconforming time discretizations. The
solution of the non-conforming in time scheme (5.3) is computed by the following
discrete counterpart of the OSWR algorithm: given an initial guess (Ψ0

i )i=1,2 defined
on Γ× (0, T ), at iteration k ≥ 1, the initial condition is given by

(5.4a) uk,0K =
1

|K|

∫
K

u0 dx, ∀K ∈ Ti,

and for n = 0, . . . ,Mi − 1, the discrete saturations are given by

(5.4b) |K|u
k,n+1
K − uk,nK

τi
+

∑
L∈N (K)

τK,L

(
ϕi(u

k,n+1
K )− ϕi(uk,n+1

L )
)

+
∑

σ∈FiK,Γ

τK,σ

(
ϕi(u

k,n+1
K )− ϕi(uk,n+1

K,σ )
)

= 0, ∀K ∈ Ti,

(5.4c) − τK,σ
(
ϕi(u

k,n+1
K )− ϕi(uk,n+1

K,σ )
)

+ αij,σΠi(u
k,n+1
K,σ ) = Ψk−1,n+1

L,σ ,

∀σ ∈ F iK,Γ, and σ = K|L (K ∈ Ti, L ∈ Tj , j = 3− i).

Then update the new iterates, for n = 0, . . . ,Mi − 1, by

(5.4d) Ψk,n+1
L,σ =

1

τi

∫
Jni

Pij
(
τL,σ(ϕj(u

k−1
L (t))− ϕj(uk−1

L,σ (t))) + αij,σΠj(u
k−1
L,σ (t))

)
dt,

∀σ ∈ F iK,Γ, and σ = K|L (K ∈ Ti, L ∈ Tj , j = 3− i).

In order to prove that algorithm (5.4) is well defined, one would need to show
that Lemma 4.1 can be applied, in order to eliminate the interface unknowns. For
this purpose, we suppose that the capillary pressure functions satisfy

(5.5) π1(0) = π2(0) and π1(1) = π2(1).

Lemma 5.1. Assume that condition (5.5) holds. Given an element K with a face
on the interface σ ∈ F iK,Γ, let L ⊂ Ωj such that σ = K|L, j = 3− i. If αij,σ > τL,σ,

then there exists a unique uk,n+1
K,σ ∈ [0, 1] solution of (5.4c), with Ψk,n+1

L,σ defined
by (5.4d).

Proof. We first prove that the quantity inside the parenthesis in (5.4d) satisfies
the hypotheses of Lemma (4.1). Let

(5.6) Φk−1,n+1
L,σ = τL,σ

(
ϕj(u

k−1,n+1
L )− ϕj(uk−1,n+1

L,σ )
)

+ αij,σΠj(u
k−1,n+1
L,σ ),
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and define the function f : (a, b) 7−→ τL,σϕj(a) +
(
αij,σΠj(b) − τL,σϕj(b)

)
, so that

Φk−1,n+1
L,σ = f(uk−1,n+1

L,σ , uk−1,n+1
L ). It is clear that (a, b) ∈ [0, 1]2, and that f is non-

decreasing with respect to a. It remains to study f as a function of b. Because of
condition (5.5), the function Π is strictly increasing. We compute

∂f

∂b
= (αij,σ − τL,σ)λ(uk−1,n+1

L,σ )π′j(u
k−1,n+1
L.σ ),

which is positive if αij,σ > τL,σ.
We conclude that the values on the right hand side of (5.4c) also satisfy this

inequality, as both the projection Pij and intergration preserve monotonicity.

corollary 5.1 (Well-posedness of the algorithm). Assume condition (5.5) holds.
Given an initial iterate (Ψ0

i )i=1,2, satisfying Assumption 4.1, and an initial data
u0
T ∈ [0, 1], the nonconforming-in-time scheme (5.4) admits a unique solution ukD

that satisfies, ∀1 ≤ i ≤ I, for all K ∈ Ti, for all n ∈ {1, ...,Mi}:

(5.7) 0 ≤ uk,nK ≤ 1.

Proof. The proof is by induction on k, the base case being given by the initial
condition, and the induction step follows from Lemma 5.1 and an analysis similar to
that carried out in the proof of Proposition 4.2

Remark 5.1. For problems with long time computations, one can split the time
interval into time windows, in which a few iterations of the above OSWR algorithm
are performed by the discontinuous Galerkin method in time, with nonconforming
projection between space-time grids on the interfaces. Time windows are used in
order to reduce the number of iterations of the algorithm as shown in [45] for linear
heterogeneous problems, and in Section 6 for the two-phase flow problem.

5.3. Particular case of conforming time discretizations. In this section,
the time grids are assumed to be conforming, and we set M := M1 = M2, and
M := M1 = M2. Then, using the notation (5.2), the transmission conditions (5.4c)–
(5.4d) reduces to the more usual form: for i = 1, 2, j = 3− i,

−τK,σ(ϕi(u
n+1
K )− ϕi(un+1

K,σ )) + αij,σΠi(u
n+1
K,σ ) =

−τL,σ(ϕj(u
n+1
L )− ϕj(un+1

L,σ )) + αij,σΠj(u
n+1
L,σ ).(5.8)

Definition 5.2. Let D be an admissible discretization of Ω×(0, T ) in the sense of
the Definition 5.1. We define Y(D) the space of the functions uD whose restriction on
Ωi × (0, T ) belongs to X (Di) (see Definition 4.2). We define the solution uD ∈ Y(D)
of the scheme (5.3) by

(5.9) uD(x, t) = unK if (x, t) ∈ K × Jn, K ∈ T , and Jn ∈M,

and for x ∈ σ = K|L for K ∈ T1, L ∈ T2, for t ∈ Jn, the traces

(5.10) uD|Γ(x, t) = unK,σ, and uD|Γrl(x, t) = unL,σ.

From (5.8), we have the following result

Lemma 5.2. Let D be an admissible discretization of Ω × (0, T ) in the sense of
the Definition 5.1. Then, the scheme (5.3) with Robin transmission conditions is
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equivalent to scheme given by (5.3a)–(5.3b) together with the following natural trans-
mission conditions on Γ× (0, T ): ∀σ ∈ FΓ, and σ = K|L, for K ∈ T1, L ∈ T2, for all
n ∈ {0, . . . ,M − 1},

−τK,σ
(
ϕ1(un+1

K )− ϕ1(un+1
K,σ )

)
= τL,σ

(
ϕ2(un+1

L )− ϕ2(un+1
L,σ )

)
,(5.11)

Π1(un+1
K,σ ) = Π2(un+1

L,σ ).(5.12)

Then, the analysis in [22, 31] together with Lemma 5.2 lead to the following result:

corollary 5.2. Assume that Assumptions 2.1 and 4.1 hold. Let (Dm)m be a
sequence of admissible discretizations of Ω× (0, T ); then, for all m ∈ N, there exists a
discrete solution uDm ∈ Y(Dm) to the scheme (5.3). Moreover, if lim

m→∞
size(Dm) = 0,

and if there exists ζ > 0 such that reg(Dm) ≤ ζ, then, ∃u ∈ Lp(Ω× (0, T )), such that
(up to a subsequence)

(5.13) uDm → u ∈ Lp(Ω× (0, T )), ∀p ∈ [1,∞),

where u is a weak solution to the multidomain problem (2.9)–(3.1) in the sense of
Definition 2.1.

6. Numerical results. We now study the numerical behavior of the Optimized
Schwarz waveform relaxation algorithm.

6.1. Example 1: Validation experiment with two rock types. Let us
consider a domain Ω = [0, 1]3 decomposed into two subdomains with two rock types
(see top left image on Figure 6.1). The mobilities are given by

λo,i(u) = u, and λg,i(u) = (1− u), i ∈ {1, 2},

and the capillary pressure curves are given by

π1(u) = 5u2, and π2(u) = 5u2 + 1.

For the initial condition, we suppose that the domain contains some quantity of gas,
situated only within Ω1, i.e.

u0 =

{
0.9 if x < 0.4,

0 otherwise.

For the spatial discretization, we use a uniform rectangular mesh with 20 × 20 × 20
elements. For the time discretization, we use nonconforming time grids, constant in
each subdomain, with δt1 = 10−3, and δt2 = 1

810−2.
The evolution of the saturation at four time steps is shown in Figure 6.1. We

remark that at the beginning of the simulation, approximately until t ≈ 0.02, the
gas cannot penetrate to the domain Ω2, since the capillary pressure is lower than the
threshold value π2(0) = 1, which is known as the entry pressure (see Figure 2.1). The
saturation of the trapped gas in Ω1 as well as the capillary pressure increase until
the capillary pressure reaches the entry pressure. This is physically the phenomenon
of capillary trapping that model (2.1) describes and which is mathematically due to
the degenerate (vanishing) diffusion: indeed, if diffusion was non-vanishing, the gas
saturation would be non-zero in the subdomain Ω2 from the very beginning, and not
only after the barrier brake (in contrast to what can be observed in Figure Figure 6.1).
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Fig. 6.1. Example 1: saturation u(t), for t=0.019, t=0.3,, t=0.6, and t=3

Figure 6.2 shows the evolution of the capillary pressure at four time steps. Fig-
ure 6.3 (top) shows evolution of the saturation, the capillary pressure and the diffusion
function ϕ, along a line orthogonal to the interface Γ. We see that the capillary pres-
sure becomes continuous when the entry pressure is reached, and the domain Ω2 is
infiltrated whereas the discontinuity of the saturation and the function ϕ persists at
the interface between the two rocks.

We now analyze the efficiency in time of the method with nonconforming time
steps. We compute a reference solution as the converged multidomain solution with
conforming fine time grids δtf = 1

410−3, and where the relative residual is taken
smaller than 10−12. We then compare the solution obtained with the nonconforming
time steps, as described above with two solutions computed first with conforming
fine time steps (δt1 = δt2 = 10−3) and then with conforming coarse time steps
((δt1 = δt2 = 1

810−2)). Figure 6.4 (bottom) shows the error in the saturation along
a line orthogoanl to the interface at three different time steps. One can see that the
nonconforming solution as well as the solution with conforming and fine steps are in
close agreement with the reference solution, whereas the solution with coarse time
steps has a larger error. This confirms that nonconforming time grids with respect to
the rock type preserve the accuracy in time of the multidomain solution.

Finally, we study the convergence behavior of the optimized Schwarz waveform
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Fig. 6.2. Example 1: Capillary pressure π(u(t)), for t=0.019, t=0.3,, t=0.6, and t=3

Fig. 6.3. Example 1. From left to right: evolution of the saturation, capillary pressure and
diffusion function along a line orthogonal to the interface.

relaxation (OSWR) algorithm. We use as solver for the nonlinear subdomain problems
a Newton’s method where the tolerance is fixed to 10−8. The tolerance of the OSWR
algorithm is 10−6. The Robin parameters are chosen following the approach described
in Section 3.2. We show in Figure 6.5 (right) the relative residuals comparing the
convergence history with the parameters calculated numerically by minimizing the
convergence factor for the linearized problem and that of with the best parameters
located in the zone giving the smaller errors after the same number of iterations (see
Figure 6.5 left). We can show that the values obtained by this approach may not be
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Fig. 6.4. Example 1. Error in saturation along a line orthogonal to the interface, nonconform-
ing and conforming (coarse and fine) time-steps. Left T = Tf/20, right, T = Tf .

the best but still lead to a fast enough convergence. Moreover, the convergence may
be improved and the parameters can be nearly optimal if one consider time windows,
as shown in the last example.

Fig. 6.5. Example 1: Left: Level curves for the residual error obtained after 10 iterations for
various values of the parameters α1 and α2. The star (in red) marked the parameters obtained with
the minimization process of the convergence factor applied to the linearized problem which is close
to the best one marked by times symbol (in black). Right: The convergence curves.

6.2. Example 2: DNAPL infiltration. In this example, we consider a three-
dimensional DNAPL infiltration problem with two different rock types. The medium
contains a lens with different capillary pressure and relative permeability curves. The
gas and water mobilities are given by

λo,i(u) = u2, and λg,i(u) = 3(1− u)2, i ∈ {1, 2},

and the capillary pressure curves have the form

π1(u) = ln(1− u), and π2(u) = 0.5− ln(1− u).

The capillary pressure curves in that case are more complicate as π1(u) → −∞
π2(u) → +∞ if u → 1. The gas is injected along one side of the domain and a
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Dirichlet condition is imposed on the opposite face, while no-flow boundary conditions
are imposed on the remaining faces.

We use a uniform mesh with 17576 elements (corresponding to 26 elements in each
layer of each direction), and nonconforming time steps with δt1 = 1/2, and δt2 = 1/3
for t ∈ [0, 500]. The geometry and the spatial discretization are shown in Figure 6.6.

Fig. 6.6. Example 2: The geometry and the mesh

Figure 6.7 shows the evolution of the saturation over the whole domain, while
Figure 6.8 shows the saturation on the slice at the middle of the domain Ω in the z-
direction (using the same color scale). In this experiment, the flow is driven not only
by buoyancy, but also by the difference in the capillary pressures. In contrast to the
previous example, when the gas reaches the interface, the flow crosses immediately the
interface through the domain Ω2 and the saturation front snakes along the interface.
The gas accumulates into the lens until it eventually spreads into the surrounding
medium. The lens acts as a capillary trap (see also [32] or [18]): it is much easier
for the gas to enter the lens than to leave it, because of the difference in capillary
pressures.

The Robin parameters are again calculated using the procedure of Section 3.2.
Here, we also compare the optimized Schwarz method with only one optimized param-
eter for both subdomains (one-sided method) and that with two different optimized
parameters (two-sided method). In Figure 6.9 (right), we compare the convergence for
both methods. Clearly the two-sided method improves the convergence speed com-
pared to the one-sided method. The two-sided OSWR method needs only 8 iterations
to reach a residual error of 10−6 compared to the one-sided, which needs 12 iterations.

6.3. Example 3: An example of multidomain solution with time win-
dows for three rock types. Our final example has three rock types as depicted in
Figure 6.10 (left). We use a uniform mesh with 8000 elements, and nonconforming
time steps. The mobilities used in this example are the same as in the first example
and the capillary pressure curves are given by

π1(u) = 3u2, π2(u) = 5u2, and π3(u) = 3u2 + 0.5.

This numerical experiment shows not only the ability of the method to satisfy the
interface conditions between the different rock types, but also the ability of handling
different boundary conditions. Dirichlet boundary conditions are imposed on the
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Fig. 6.7. Example 2: Saturation u(t), for t=100, t=200, t=350, t=480

inflow and outflow boundaries. The inflow boundary, given by Γin = {x = 0} × {z >
0.5} has s = 0.9. On the outflow boundary Γout = {x = 1}, the saturation at
time tn+1 is set equal to that inside the closest cell at time tn (see [2]).

The space domain is split into 7 subdomains that respect to the rock type (see
Figure 6.11). The time interval [0, 2500] is decomposed into 10 equal time windows.
The spatial grids on the interface are conforming but the time steps are different in
the time windows. The OSWR algorithm is employed over one time window at a
time, and only after convergence on the current time window is the next time window
treated by the algorithm. The OSWR method needs 32 iterations overall to converge,
with 5 iterations for the first time window, and then 3 iterations for the remaining
ones. We have observed that the use of time windows leads to a significantly better
estimate of the Robin parameters, and the iteration number is now much closer to
the best possible in the algorithm.

Figure 6.11 shows the saturation in the whole domain at four time steps, Fig-
ure 6.12 shows the saturation at the bottom face of Ω using the same color scale, and
Figure 6.10 (right) shows the velocity streamlines in the whole domain. One can see
that most of the gas flows through the subdomains Ω1 that has the lowest capillary
pressure curve. The gas only enters the other subdomains once the capillary pressure
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Fig. 6.8. Example 2: Saturation u(t) on a slice at the middle of the domain Ω in the z-direction,
for t=100, t=200, t=350, t=480

Fig. 6.9. Example 2: Left: Level curves for the residual error obtained after 8 iterations for
various values of the parameters α1 and α2. The red star shows the optimized parameters. Right:
The convergence curves of the optimized Schwarz method with one-sided optimized Robin conditions
and two-sided optimized Robin conditions.

reaches the entry pressure for the respective rock.
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Fig. 6.10. Example 3: Left: The geometry and the mesh. Right: Velocity streamlines.

Fig. 6.11. Example 3: Saturation u(t), for t=500, t=1000, t=2000 and t=4000

7. Conclusion. This paper combines an Optimized Schwarz Waveform Relax-
ation method with a finite volume scheme for the discretization of two-phase flows in a
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Fig. 6.12. Example 3: Saturation u(t) at the bottom face of Ω, for t=500, t=1000, t=2000 and
t=4000

porous medium made up of different rock types. The model problem we consider only
takes into account the diffusive effects for the saturation, and deals with discontinuous
capillary pressure curves at the interface between the rocks. An existence result for
the subdomain two-phase flow problem with nonlinear Robin boundary condition is
presented.

The OSWR algorithm provides a natural way to treat the discontinuity of the
saturation between rock types. The method allows for different time steps in the
subdomains, so as to adapt to the time scales imposed by the different capillary
pressure curves. A discontinuous Galerkin method in time is used, with projection
between the space–time grids on the interfaces to match the local solutions. The
convergence of the scheme is improved through the use of time windows. Several
numerical results highlight the efficiency of the proposed method, and confirm that
the nonlinear interface conditions, which are enforced in the context of a OSWR-
algorithm, are captured in a robust and accurate way.
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for space-time domain decomposition for the heat equation in mixed formulations, Electron.
Trans. Numer. Anal., 49 (2018), pp. 151–181.

[7] Brahim Amaziane, S Antontsev, Leonid Pankratov, and Andrey Piatnitski, Homoge-
nization of immiscible compressible two-phase flow in porous media: application to gas
migration in a nuclear waste repository, Multiscale Modeling & Simulation, 8 (2010),
pp. 2023–2047.

[8] B Amaziane, A Bourgeat, and H El Amri, Existence of solutions to various rock types odel
model of two-phase flow in porous media, Applicable Analysis, 60 (1996), pp. 121–132.

[9] Brahim Amaziane, Mustapha El Ossmani, and Mladen Jurak, Numerical simulation of gas
migration through engineered and geological barriers for a deep repository for radioactive
waste, Computing and Visualization in Science, 15 (2012), pp. 3–20.

[10] L. Ambrosio and G. Dal Maso, A general chain rule for distributional derivatives, Proc.
Amer. Math. Soc., 108 (1990), pp. 691–702.

[11] Boris Andreianov, Konstantin Brenner, and Clément Cancès, Approximating the vanish-
ing capillarity limit of two-phase flow in multi-dimensional heterogeneous porous medium,
ZAMM Z. Angew. Math. Mech., 94 (2014), pp. 655–667.

[12] Boris Andreianov, Clément Cancès, and Ayman Moussa, A nonlinear time compactness
result and applications to discretization of degenerate parabolic-elliptic PDEs, J. Funct.
Anal., 273 (2017), pp. 3633–3670.

[13] Boris Andreianov and Mohamed Karimou Gazibo, Entropy formulation of degenerate
parabolic equation with zero-flux boundary condition, Zeitschrift für angewandte Mathe-
matik und Physik, 64 (2013), pp. 1471–1491.

[14] K. Aziz and A. Settari, Petroleum reservoir simulation, Applied Science Publishers, 1979.
[15] D. Bennequin, M. J. Gander, and L. Halpern, A homographic best approximation prob-

lem with application to optimized Schwarz waveform relaxation, Math. Comp., 78 (2009),
pp. 185–223.
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