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Angelos Mantzaflaris, Felix Scholz, Ioannis Toulopoulos

Low-rank space-time decoupled
isogeometric analysis for parabolic
problems with varying coefficients

Abstract: In this paper we present a space-time isogeometric analysis scheme for the discretization of
parabolic evolution equations with diffusion coefficients depending on both time and space variables. The
problem is considered in a space-time cylinder in Rd+1, with d = 2, 3 and is discretized using higher-order and
highly-smooth spline spaces. This makes the matrix formation task very challenging from a computational
point of view. We overcome this problem by introducing a low-rank decoupling of the operator into space
and time components. Numerical experiments demonstrate the efficiency of this approach.

Keywords: Isogeometric Analysis, low-rank approximation, parabolic initial-boundary value problems,
B-splines, isogeometric matrix assembly

1 Introduction
In this work we apply an efficient Isogeometric Analysis (IgA) scheme [1, 8] to parabolic initial-boundary
value problems, which are frequently used to describe time evolution phenomena in physics, medicine, and
so on.

The standard approach for these problems is to discretize separately in space and in time. For high
dimensions, there are works which propose tensor methods in order to tackle the, so called, curse of
dimensionality, notably using the tensor-train format for a global space-time approximation [4, 5]. Recently,
it was proposed in [13] to use IgA to discretize a pure heat conduction problem simultaneously in both
space and time. In particular, the time variable was regarded as an extra spatial variable, and the problem
was lifted in one dimension higher. Consequently, the space-time cylinder was parameterized by a NURBS
volume and high-order and highly smooth splines were used to discretize the problem.

One issue in the efficiency of IgA is the increased cost of computations already for 3D problems. When
adding an extra dimension, the cost related to computing the discretized operator increases significantly [15].
Indeed, the dependence of the computational complexity with respect to the dimension is exponential [14].
In the recent work [17] a partial low-rank tensor decomposition was proposed for decoupling the integrals
arising in isogeometric schemes, thereby accelerating their computation.

The present work combines [13] and [17]. In particular, the scheme used in [13] is applied to a general
parabolic problem with varying diffusion coefficient. We revisit the analysis in [13] for the case in question,
and provide the corresponding discretization error estimate in the appropriate norm. Moreover, the fully
varying coefficient requires highly accurate numerical integration in Rd+1, which becomes practically
infeasible, even for a small or moderate number of degrees of freedom. In order to treat this problem
efficiently, we use the low-rank decoupling techniques proposed in [17]. This provides us with an efficient
Kronecker decomposition of the system matrix into space and time components, therefore reducing the
dimension of the problem as well as the overall computational effort.

The IgA space-time scheme in [13] is based on the space-time variational formulation presented in [10, 11].
In these works, the authors proved the uniqueness of the corresponding weak solution. Working in a different
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direction, in [7] a time discontinuous Galerkin space-time IgA scheme has been analyzed for solving simple
parabolic problems (i.e., without varying coefficients).

The rest of the paper is organized as follows. We start by introducing our model problem, deriving
the discrete variational form and the error estimates for spline discretizations in Section 2. In Section 3
we focus on the efficient computation of the matrix expressing the discrete operator and we bound the
computational complexity in terms of the number of degrees of freedom and the polynomial degree of the
discretization. We provide numerical results and computation times in Section 4. We conclude the paper
and provide some future research directions in Section 5.

2 The model problem

2.1 Preliminaries

Let Ω be a bounded Lipschitz domain in Rd, with some integer d ≥ 1. From a practical point of view,
we are interested in the cases d = 1, 2, or 3. Furthermore, α = (α1, . . . , αd) denotes a multi-index of
non-negative integers α1, . . . , αd with degree |α| =

∑d
j=1 αj . For any α, we define the differential operator

∂α
x = ∂α1

x1 . . . ∂αd
xd

, with ∂xj = ∂/∂xj , j = 1, . . . , d. As usual, L2(Ω) denotes the Lebesgue space for which∫
Ω |v(x)|2 dx < ∞, endowed with the norm ∥v∥L2(Ω) = (

∫
Ω |v(x)|2 dx) 1

2 . For an integer ℓ ≥ 0, we define the
standard Sobolev space

Hℓ(Ω) = {v ∈ L2(Ω) : ∂α
x v ∈ L2(Ω), for all |α| ≤ ℓ},

endowed with the norm
∥v∥Hℓ(Ω) =

( ∑
|α|≤ℓ

∥∂α
x v∥2

L2(Ω)
) 1

2 ,

and also, we introduce the subspace H1
0 (Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω}. Let J̄ = [0, T ] be the time interval

for some final time T > 0. For later use, we define the space-time cylinder Q = Ω × (0, T ) and its boundary
parts Σ = ∂Ω × (0, T ), ΣT = Ω × {T} and Σ0 = Ω × {0}, such that ∂Q = Σ ∪ Σ0 ∪ ΣT , see an illustration
in Fig. 1.

According to the definition of ∂α
x , we now define the spatial gradient ∇xv = (∂x1v, . . . , ∂xdv). Let ℓ

and m be positive integers. For functions defined in the space-time cylinder Q, we define the Sobolev spaces

Hℓ,m(Q) = {v∈L2(Q) : ∂α
x v ∈ L2(Q), 0 ≤ |α| ≤ ℓ and ∂i

tv∈L2(Q), i = 1, . . . , m},

where ∂t = ∂/∂t, and, in particular, the subspaces

H1,0
0 (Q) ={v ∈ L2(Q) : ∇xv ∈ [L2(Q)]d, v = 0 on Σ} and

H1,1
0,0̄ (Q) ={v ∈ L2(Q) : ∇xv ∈ [L2(Q)]d, ∂tv ∈ L2(Q), v = 0 on Σ, v = 0 on ΣT },

H1,1
0,0 (Q) ={v ∈ L2(Q) : ∇xv ∈ [L2(Q)]d, ∂tv ∈ L2(Q), v = 0 on Σ, v = 0 on Σ0}.

We equip the above spaces with the norms and seminorms

∥v∥Hℓ,m(Q) =
( ∑

|α|≤ℓ

∥∂α
x v∥2

L2(Q) +
m∑

m0=0
∥∂m0

t v∥2
L2(Q)

) 1
2 (1a)

|v|Hℓ,m(Q) =
( ∑

|α|=ℓ

∥∂α
x v∥2

L2(Q) + ∥∂m
t v∥2

L2(Q)
) 1

2 . (1b)

respectively. In what follows, positive constants c and C appearing in inequalities are generic constants
which do not depend on the mesh-size h. We write a ∼ b meaning that c a ≤ b ≤ C a with generic positive
constants c and C.
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2.2 The model parabolic problem

In Q = Ω × [0, T ], we consider the initial boundary value problem

∂tu − divx(ρ(x, t)∇u) =f in Q and (2)
u(x, t) =0 on Σ, u(·, 0) = u0 on Σ0,

as model problem, where f : Q → R, with f ∈ L2(Q), and u0 : Ω → R, with u0 ∈ L2(Ω) are given functions,
the diffusion coefficient ρmax ≥ ρ(x, t) ≥ ρmin > 0 is a given smooth function, and u : Q → R is the
unknown.

Using the standard procedure and integration by parts with respect to both x and t, we can easily
derive the following space-time variational formulation of (2): find u ∈ H1,0

0 (Q) such that

a(u, v) = l(v), for all v ∈ H1,1
0,0̄ (Q) (3)

with the bilinear form

a(u, v) = −
∫
Q

u(x, t)∂tv(x, t) dx dt +
∫
Q

ρ(x, t) ∇xu(x, t) · ∇xv(x, t) dx dt (4)

and the linear form
l(v) =

∫
Q

f(x, t)v(x, t) dx dt +
∫
Ω

u0(x)v(x, 0) dx, (5)

where note that the last integral in (5) is related to the initial conditions in (2). For simplicity, we only
consider homogeneous Dirichlet boundary conditions on Σ. Also, in the rest of the paper, we will consider
that u0 = 0. However, the analysis presented in the sequel can easily be generalized to other constellations
of boundary conditions. The space-time variational formulation (3) has a unique solution, see, e.g, [10, 11].
In these monographs, besides existence and uniqueness results, one can also find useful a priori estimates
and regularity results.

For our analysis, we make the following convenient assumption.

Assumption 2.1. We assume that the solution u of (3) belongs to V = H1,1
0,0 (Q) ∩ Hℓ,m(Q) with some

ℓ ≥ 2 and m ≥ 1.

2.3 B-spline spaces

In this section, we briefly present the B-spline spaces and the form of the B-spline parameterizations for the
physical space-time patches (called also space-time subdomains). We refer to [1, 3], for a more detailed
presentation.

We start by presenting the B-spline space for the univariate case. Let the integer p denote the B-spline
degree and the integer n1 denote the number of basis functions. Consider a partition Z = {0 = z1 < z2 <

· · · < zM = 1} of Ī = [0, 1] with Īj = [zj , zj+1], j = 1, . . . , M − 1 being the intervals of the partition.
Based on Z, we consider a knot-vector Ξ = {0 = ξ1, ξ2, . . . , ξn1+p+1 = 1} and its associated vector of knot
multiplicities M = {m1, . . . , mM } with m1 = mM = p + 1, i.e.,

ξ1+m1+···+mj−1 = · · · = ξm1+···+mj = zj for j = 1, . . . , M.

We assume that mj ≤ p for all internal knots. The B-spline basis functions are defined by the Cox-de Boor
formula, see, e.g., [1] and [3],

B̂i,p = x − ξi

ξi+p − ξi
B̂i,p−1(x) +

ξi+p+1 − x

ξi+p+1 − ξi+1
B̂i+1,p−1(x), (6)

with B̂i,0(x) =

{
1, if ξi ≤ x ≤ ξi+1,

0, otherwise.
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Now, let us consider the unit cube Q̂ = (0, 1)d+1 ⊂ Rd+1, which we will refer to as the parametric
domain. We extend the univariate B-spline concept to multiple dimensions with the use of tensor products.
Let the integers p and nk denote the given B-spline degree (same for all directions) and the number of
basis functions of the B-spline space that will be constructed in xk-direction with k = 1, . . . , d + 1. We
introduce the (d + 1)−dimensional vector of knots Ξd+1 = (Ξ1, . . . , Ξk, . . . , Ξd+1), k = 1, . . . , d + 1, with
the particular components given by Ξk = {0 = ξk

1 , ξk
2 , . . . , ξk

nk+p+1 = 1}. For all the internal knots, we
assume that mk

j ≤ p, with mk
j to be the associated multiplicities. The basis functions of the multivariate

B-spline space B̂Ξd+1,p are defined by the tensor-product of the corresponding univariate B-spline basis
functions of B̂Ξk,p spaces, that is

B̂Ξd+1,p =
d+1⊗
k=1

B̂Ξk,p = span
{

B̂j(x̂)
}nB

j=1 , (7)

where nB = n1 · · · nd+1 and each B̂j(x̂) has the form

B̂j(x̂) =B̂j1(x̂1) · · · B̂jk (x̂k) · · · B̂jd+1(x̂d+1), with B̂jk (x̂k) ∈ B̂Ξk,p. (8)

In the frame of IgA, the representation of any volumetric domain is defined by a B-spline basis, see (7),
and the associated control points, see [1]. Given the associated control points Cj ∈ Rd+1, the domain Q is
parameterized by the mapping

Φ : Q̂ → Q, x = Φ(x̂) =
nB∑
j=1

CjB̂j(x̂) ∈ Q, (9)

where x̂ = Φ−1(x). cf. [1]. The components Ξk of Ξd+1 form a mesh T
ĥ,Q̂

= {Êm}M
m=1 in Q̂, where Êm

are the elements and ĥ is the mesh size. We construct a mesh Th,Q = {Em}M
m=1 in Q, where the elements

Em are the images of Êm ∈ T
ĥ,Q̂

under Φ. We define the isogeometric discretization space on Q as

VΦ,Ξd+1,p := span
{

B̂j ◦ Φ−1 : B̂j ∈ B̂Ξd+1,p , j = 1, . . . , nB

}
. (10)

To keep notation simple, we denote the above space by Vh, that is, we omit to write the domain parameteri-
zation, the spline degree and knot vectors. Furthermore, we introduce the space

V0h := Vh ∩ H1,1
0,0 = {vh ∈ Vh : vh|Σ∪Σ0 = 0}. (11)

Assumption 2.2. The mesh T
ĥ,Q̂

is uniform, i.e., for every Ê ∈ T
ĥ,Q̂

, there exist a number γ > 0 such
that γ ≤ ĥ/rÊ , where rÊ is the radius of the inscribed circle of Ê.

Remark 1. Since the parameterization Φ, is fixed, under the Assumption 2.2, we have that h ∼ ĥ.

The parameterization Φ, can be considered to be bi-Lipschitz homeomorphisms, [2]. For simplifying the
analysis, we consider the following regularity properties on Φ.

Assumption 2.3. We assume that Φ and Φ−1 are sufficiently smooth (i.e., C1 diffeomorphisms) and that
there exist constants 0 < c < C such that c ≤ | det JΦ| ≤ C, where JΦ is the Jacobian matrix of Φ.

2.4 Discrete variational forms

We denote by n = (n1, · · · , nd, nd+1) = (nx, nt) the normal on Σ. Let vh ∈ V0h and wn
h = vh + θ h∂tvh,

where θ is a positive parameter. We multiply (2) by wh and we integrate over Q; by applying integration by
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Σ
0

Σ
T

Rd

Ω

Σ

t

T

Ξk=1
Ξk=2

Ξk=3

Q
Q

Φ

Space time 
Cylinder Q

Fig. 1: The space type cylinder Q and the IgA B-spline parameterization Φ : Q̂ → Q.

parts we obtain

aQ(u, vh)=
∫
Q

∂t u (vh + θ h∂tvh) + ρ(x, t)
(
∇x u · ∇x vh + θ h∇xu · ∇x∂tvh

)
dx dt

+
∫

∂Q

nx · ρ(x, t)∇xu(vh + θ h∂tvh) ds =
∫
Q

f (vh + θ h∂tvh) dx dt. (12)

Since wh = 0 on Σ, and nx = 0 on Σ0 ∪ ΣT , we can obtain

aQ(u, vh)=
∫
Q

∂t u (vh + θ h∂tvh) + ρ(x, t)
(
∇x u · ∇x vh + θ h∇xu · ∇x∂tvh

)
dx dt

=
∫
Q

f (vh + θ h∂tvh) dx dt. (13)

The space-time IgA method for (2) can be formulated as follows: Find uh ∈ V0h such that

ah(uh, vh) = Lh(vh), ∀vh ∈ V0h (14a)

where

ah(uh, vh) =aQ(uh, vh) and Lh(vh) =
∫
Q

f (vh + θ h∂tvh) dx dt. (14b)

Note that, under the Assumption 2.1 and the derivation of (13), we can conclude that the solution u of (3)
satisfies (14a).

2.4.1 Discretization error analysis

For simplifying the presentation, we derive the analysis for the case where ρ(x, t) is constant, i. e., ρ(x, t) =
ρ > 0. The analysis can be easily extended to the general problem given in (2). Motivated by (14b), we
define the norm on V0h

∥v∥h =
(

∥ρ
1
2 ∇xv∥2

L2(Q) + θ h ∥∂tv∥2
L2(Q) + 1

2∥v∥2
L2(ΣT )

) 1
2
. (15)

Let the Assumption 2.1 and the space V defined there. We define the space V0h,∗ = V + V0h endowed with
the norm

∥v∥h,∗ =
(

∥v∥2
h + (θh)−1∥v∥2

L2(Q)

) 1
2
. (16)
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Lemma 2. The discrete bilinear form ah(·, ·), defined in (14a), is V0h-elliptic, i.e.,

ah(vh, vh) ≥ Ce∥vh∥2
h, for vh ∈ V0h, (17)

where Ce = 1.

Proof. Using Green’s formula
∫
Q

∂tvh vh + vh ∂tvh dx dt =
∫

∂Q

ntv
2
h ds, the fact that nt = 0 on Σ and

vh(x, 0) = 0, we obtain the identity∫
Q

∂tvh vh = 1
2

∫
Q

∂t v2
h dx dt = 1

2

∫
ΣT

v2
h ds. (18)

The definition of ah(·, ·) and identity (18) yield

ah(vh, vh) =
∫
Q

1
2∂tv

2
h + θh(∂tvh)2 + ρ|∇xvh|2 + ρ

θh

2 ∂t|∇xvh|2 dx dt (19)

= 1
2∥vh∥2

L2(ΣT ) + θh∥∂tvh∥2
L2(Q) + ∥ρ

1
2 ∇xvh∥2

L2(Q) + θ h

2

∫
∂Q

ρ |∇xvh|2 nt ds

= 1
2∥vh∥2

L2(ΣT ) + θh∥∂tvh∥2
L2(Q) + ∥ρ

1
2 ∇xvh∥2

L2(Q)

+ θ h

2

(
∥ρ

1
2 ∇xvh∥2

L2(ΣT ) − ∥ρ
1
2 ∇xvh∥2

L2(Σ0)

)
.

Now, since it holds that vh(x, 0) = 0, we also get ∇xvh(x, 0) = 0 for all x ∈ Σ0. Using this in (19), we can
arrive at

ah(vh, vh) =1
2∥vh∥2

L2(ΣT ) + θh∥∂tvh∥2
L2(Q)

+ ∥ρ
1
2 ∇xvh∥2

L2(Q) + θ h

2 ∥ρ
1
2 ∇xvh∥2

L2(ΣT ) ≥ ∥vh∥2
h.

Lemma 3. The discrete bilinear form ah(·, ·), is uniformly bounded on V0h,∗ × V0h, i.e.,∣∣ah(u, vh)
∣∣ ≤ µb ∥u∥h,∗ ∥vh∥h, for u ∈ V0h,∗ and vh ∈ V0h, (20)

where the constant µb > 0 depends on the constants that appear in the inverse inequalities.

Proof. The proof can be given following the same steps as in Lemma 4 in [13].

Lemma 4. Let s ≥ 2 be a positive integer and let a function v ∈ V = Hs(Q) ∩ H1,1
0,0 (Q). Then there exists

a tensor-product quasi-interpolant Πh,p : V → V0h such that

∥u − Πh,pu∥h ≤ Cintp,1hmin(p+1,s)−1 ∥u∥Hs(Q),

∥u − Πh,pu∥h,∗ ≤ Cintp,2hmin(p+1,s)−1 ∥u∥Hs(Q), (21)

where the constants Cintp,i, i = 1, 2 depend on the B-spline parameterization Φ, but not on u and h.

Proof. The proof can be given using the classical inverse and trace inequalities and using the quasi-
interpolation estimates on B-spline spaces presented in [2]. See also Lemma 6 in [13].

Now, we can give the main discretization error estimate in terms of the discrete norm ∥ · ∥h.



Scholz, Mantzaflaris, Toulopoulos, Low-rank space-time decoupled isogeometric analysis 7

Theorem 5. Let u ∈ V = Hs(Q) ∩ H1,1
0,0 (Q), with s ≥ 2 solve (3) and uh solve (14a). Under Assumption

2.2, there exist a c > 0, independent of u and h such that

∥u − uh∥h ≤ chr ∥u∥Hs(Ω), with r = min(p + 1, s) − 1. (22)

Proof. Using the properties of bilinear form ah(·, ·), i.e., Lemma 2 and Lemma 3, as well as the consistency
of u, we obtain

∥uh − Πhu∥2
h ≤ Ce ah(uh − Πh,pu, uh − Πh,pu)

= ah(u − Πh,pu, uh − Πh,pu) ≤ µb∥u − Πhu∥h,∗∥uh − Πhu∥h, (23)

where we immediately get ∥uh − Πhu∥h ≤ µb

Ce
∥u − Πhu∥h,∗. Hence, applying the triangle inequality ∥u −

uh∥h ≤ ∥u − Πhu∥h,∗ + ∥uh − Πhu∥h, and using the interpolation estimates (21), we can derive the desired
estimate (22).

3 Matrix assembly and decoupling
Let us assume that the spatial domain Ω is described as the image of a regular B-spline parameterization

F : (0, 1)d −→ Ω.

We obtain a parameterization Φ : Q̂ −→ Q of the space-time cylinder Q, see (9), by lifting F linearly, i.e.,

Φ(x̂1, . . . , x̂d, t̂) =
(
F (x̂1, . . . , x̂d), t̂ T

)
, (24)

where instead of x̂d+1 we use t̂ to denote the time variable.
In this section, we exploit the tensor product structure of the spline space to vastly improve the

computational complexity of computing the discrete bilinear form ah(·, ·), see (14). For the general case
of varying coefficient ρ, we apply the decoupling technique presented in [17] in order to fully decouple
the assembly. Note, that in the case of a constant diffusion coefficient, i.e., ρ ≡ 1, the decoupling of the
integration in time and in space follows naturally from the form of (2) and (24). In the sequel we present
first the case ρ ≡ 1.

3.1 Fast assembly for constant diffusion coefficients

In this case, we can exploit the tensor product structure of the B-Spline basis and the corresponding
structure of the parameterization (24) directly, in order to separate the integration in space and time. For
assembling the system matrix produced in (14), we need to compute the bilinear form ah(·, ·), on the basis
functions of the discrete space. Using the parameterization (24) we can transform each appearing integral
on the d + 1-dimensional space-time domain Q to the parametric domain Q̂ = (0, 1)d+1. As a consequence
of the B-Spline basis’ tensor–product structure, the resulting (d + 1)-variate integrals split into a product of
a d-variate integral over the spatial parametric domain and a univariate integral over the unit interval.

Let i = (i1, . . . , id, id+1) and j = (j1, . . . , jd, jd+1) be two multi-indices. We consider each of the four
terms of ah(Bi, Bj) separately.

For the first term, the transformation of the integral yields∫
Q

∂tBi Bj dx dt =
∫
Q̂

| det JF |∂t̂B̂iB̂j dx̂ dt̂ (25)

=
∫

(0,1)d

| det JF |B̂i1...idB̂j1...jd dx̂ ·
1∫

0

∂t̂B̂id+1B̂jd+1 dt̂,
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where JF is the Jacobian of the spatial geometric mapping F .
For the second term we arrive at

θh

∫
Q

∂tBi ∂tBj dx dt = θ
h

T

∫
Q̂

| det JF |∂t̂B̂i∂t̂B̂j dx̂ dt̂

= θ
h

T

∫
(0,1)d

| det JF |B̂i1...idB̂j1...jd dx̂ ·
1∫

0

∂t̂B̂id+1∂t̂B̂jd+1 dt̂. (26)

Transforming the third term leads to∫
Q

∇xBi∇xBj dx dt = T

∫
Q̂

| det JF |∇x̂B̂iJ
−1
F J−⊤

F ∇x̂B̂j dx̂ dt̂

= T

∫
(0,1)d

| det JF |∇x̂B̂i1...idJ−1
F J−⊤

F ∇x̂B̂j dx̂ ·
1∫

0

B̂id+1B̂jd+1 dt̂. (27)

Finally, the fourth integral becomes

θh

∫
Q

∇xBi · ∇x∂tBj dx dt = θh

∫
Q̂

| det JF |∇x̂B̂iJ
−1
F J−⊤

F ∇x̂B̂j dx̂ dt̂

= θh

∫
(0,1)d

| det JF |∇x̂B̂i1...idJ−1
F J−⊤

F ∇x̂B̂j1...jd dx̂ ·
1∫

0

B̂id+1∂t̂B̂jd+1 dt̂. (28)

We observe that these representations only consist of entries of the stiffness and mass matrices for space
and time, as well as those of the matrix containing the mixed time derivatives.

The decomposition of the integrals implies that we can write the system matrix (Kij) = (ah(Bj , Bi))
as the sum of Kronecker products

K = X1 ⊗ (Y1 + Y2) + X2 ⊗
(
Y3 + Y ⊤

1
)

, (29)

where Xk are n1 · · · nd × n1 · · · nd-matrices containing the d-variate integrals given in (25)-(28) and Yk are
nd+1 × nd+1-matrices containing the corresponding univariate integrals. This representation (29) is also
called the Kronecker format. We define the Kronecker rank of a matrix to be the number of summands in
the Kronecker format, that is, in our case the Kronecker rank of K is 2.

3.2 Fast assembly for space-time dependent diffusion

Next we consider the case where the diffusion coefficient ρ is a smooth function depending on both x and t.
Now, the terms (27) and (28) no longer decompose directly as in the previous case. In order to decouple
integration in space and time in this case, we use the partial tensor decomposition method presented in
[17] to decompose the parametric diffusion coefficient ρ̂(x̂, t̂) = (ρ ◦ Φ)(x̂, t̂) into d-variate and univariate
functions by projecting into a spline space and computing the singular value decomposition of the coefficient
tensor. This results in an approximation

ρ̂(x̂, t̂) ≈
R∑

r=1
Ur(x̂)Vr(t̂),

where U and V are d-variate and univariate spline functions respectively and R is the smallest rank, such
that a given error tolerance is satisfied.
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This decomposition of ρ̂ leads to a decomposition of the (d + 1)-variate integrals. In particular, the
third term becomes ∫

Q

ρ(x, t)∇xBi∇xBj dx dt ≈ (30a)

T

R∑
r=1

∫
(0,1)d

| det JF |Ur(x̂)∇x̂B̂i1...idJ−1
F J−⊤

F ∇x̂B̂j dx̂

1∫
0

Vr(t̂)B̂id+1B̂jd+1 dt̂

and the fourth term becomes

θh

∫
Q

ρ(x, t)∇xBi · ∇x∂tBj dx dt ≈ (30b)

θh

R∑
r=1

∫
(0,1)d

| det JF |Ur(x̂)∇x̂B̂i1...idJ−1
F J−⊤

F ∇x̂B̂j1...jd dx̂

1∫
0

Vr(t̂)B̂id+1∂t̂B̂jd+1 dt̂.

We arrive at a Kronecker format representation of rank R + 1 of the system matrix:

K ≈ X1 ⊗ (Y1 + Y2) +
R∑

r=1
Ur ⊗ (V r

1 + V r
2 ), (31)

where the matrices X1, Y1, Y2) are defined as in (29) and Ur, V r
1 , V r

2 are the resulting matrices in (30).
If the diffusion coefficient is matrix-valued, let us say ρpq, then the same method can be applied by

decomposing each of the components of the matrix. In this case the rank R in the Kronecker format is the
total rank, i.e. the sum of the ranks of all components.

3.3 Computational complexity

In the following complexity analysis, we assume that the degrees of freedom and polynomial degrees in each
x̂k, k = 1, . . . , d + 1 direction are the same, i.e., n = n1 = . . . = nd+1 and p = p1 = . . . = pd+1.

The complexity of assembling the system matrix is bounded from below by the number of its non-zeros,
which is O(nd+1pd+1). The classical assembly method using element-wise Gauss quadrature rules has
complexity O(nd+1p3(d+1)).

In the proposed method we compute d-variate and univariate integrals by element-wise Gauss quadrature
exploiting the decomposition of the integrals. The complexity of computing each matrix X1, Ur is thus
O(ndp3d) while the complexity of computing the matrices Y1, Y2, V r is clearly dominated by this. Thus,
the complexity of the quadrature step is

O(Rndp3d).

Generating the global matrix K by computing the Kronecker product (31) then costs

O(Rnd+1pd+1).

Depending on the dimension, the overall complexity is either dominated by the d-variate quadrature or by
the sum of Kronecker products. Since usually n ≫ p, for d = 2 the complexity of the sum of Kronecker
products (31) is dominating. For d = 3, the complexity of the quadrature step dominates. For details on the
complexity see [17].

4 Numerical examples
In this section we perform our experiments on a single patch. For a multi-patch domain one can apply
continuous or discontinuous discretization techniques and ultimately treat the problem patch-wise. Hence
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the methods developed in this work can be applied for handling the resulting local problems. Typically,
the global system matrix for a multi-patch discretization has sparse block structure. Each block has either
tensor-product structure similar to (31), or is a very sparse block coming from interface coupling, which can
be done in different ways. For instance, the isogeometric tearing and interconnecting (IETI) method from [9]
can be applied if the multi-patch discretization is continuous. Otherwise a discontinuous Galerkin approach
can be used as is described in [7] for constant coefficient ρ = 1. The method produces a block-bidiagonal
system matrix which can be solved sequentially.

Example 1, Q ⊂ R2+1.
For our first numerical example, the space-time domain Q is the quarter annulus in space prolongated into
the unit interval in time. We consider the function

u(x1, x2, t) = (cos(2π(x − y)) − cos(2π(x + y))) sin(2πt) (32)

to be the exact solution of the problem. The right-hand-side f , the boundary data and the initial data
are computed accordingly. Besides the system matrix K, we also compute the load vector using a partial
low-rank approximation of the right-hand-side as presented in [17]. The parameter θ is set to 1. The method

Fig. 2: The space-time domain for d = 2 and a time slice of the exact solution at t = 0.7. On the left, the spatial
domain is an annulus and the time direction is parallel to the z−axis.

was implemented using the G+Smo C++ library [12, 16]. The assembly was performed on a single 2GHz
processor, using B-spline basis functions of degrees 3 and 4.

For solving the linear system, a parallel GMRES solver from Trilinos [6] is used with tolerance set
to 10−8 and Krylov subspace dimension 200. We used a parallel domain decomposition preconditioner
(AZ_dom_decomp) and a direct solver (incomplete LU) in each processor/sub-problem.

Table 1 shows the error convergence as well as the computation times for assembling the matrix in the
case of a constant diffusion coefficient ρ ≡ 1. We observe that the convergence rates are in agreement with
the theoretical predicted rates in Theorem 5. We also remark, that the assembly times given in last column
are significantly low compared to the size of the system.

Next, we study the behavior of the method when we have a space-time dependent diffusion coefficient.
We consider again the same exact solution given in (32), but the diffusion coefficient is defined as

ρ(x1, x2, t) = (x1 − 4)2(x2 − 4)2(t − 4)2 + (x1 − 4)4(x2 − 4)4(t − 4)4. (33)
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h #DOF error error rate assembly time
0.25 343 8.30949 0.0061s
0.125 1331 5.09944 0.70 0.0052s

p = 3 0.0625 6859 0.492096 3.37 0.0259s
0.03125 42875 0.034556 3.83 0.0926s
0.01562 300763 0.00392612 3.14 0.374241s
0.25 512 7.97706 0.0111s
0.125 1728 5.78954 0.46 0.0613s

p = 4 0.0625 8000 0.2335 4.63 0.4567s
0.03125 46656 0.00601485 5.28 1.9032s
0.01562 314432 0.000286093 4.39 11.2130s

Table 1: 3D experiment on the example space-time domain (see Fig. 2) with a constant diffusion coefficient.

As tolerance for the projection and truncation error in the low-rank approximation we chose ϵ = 10−6 which
results in an approximation of rank 2.

h #DOF error error rate assembly time
0.25 343 8.40222 0.0425s
0.125 1331 5.11743 0.72 0.0250s

p = 3 0.0625 6859 0.492269 3.38 0.1312s
0.03125 42875 0.034559 3.83 0.9555s
0.01562 300763 0.00366286 3.24 6.2758s
0.25 512 8.03895 0.01667s
0.125 1728 5.81114 0.47 0.1474s

p = 4 0.0625 8000 0.233569 4.64 0.2993s
0.03125 46656 0.00601493 5.28 1.9955s
0.01562 314432 0.000293 4.36 16.8282s

Table 2: 3D experiment on the example space-time domain (see Fig. 2) with a space-time dependent diffusion
coefficient (2).

For the cases of p ≥ 5, we only show the computation times of the assembly, since the resulting systems
are not only non-symmetric but also quite large and dense, therefore rather hard to work with. Figure 3
shows the dependence of the computation times on the number of degrees of freedom for the partial tensor
decomposition method as well as for the classical element-wise Gauss quadrature. It can be seen in the
presented computation times that the assembly method using partial low-rank tensor approximation is very
efficient. In particular, it outperforms a classical element-wise Gauss rule approach by far. We refer to [17]
for further experimental comparisons between the classical element-wise Gauss quadrature and the low-rank
partial tensor decomposition method, for the stiffness matrix.

For the cases of p ≥ 5, we only show the computation times of the assembly, since the resulting systems
are not only non-symmetric but also quite large and dense, therefore very hard to solve. Figure 3 shows
the dependence of the computation times on the number of degrees of freedom for the 3D problem. As
it can be seen in the presented computation times, the assembly method using partial low-rank tensor
approximation is very efficient. In particular, it outperforms a classical element-wise Gauss rule approach by
far. We refer to [17] for an experimental comparison between the classical element-wise Gauss quadrature
and the low-rank partial tensor decomposition method, for the stiffness matrix.

In some cases it can be beneficial to avoid evaluating the sum of Kronecker products in (31) by using
the Kronecker format representation directly. Since matrix–vector multiplication can be implemented easily
for a matrix in this format, it can be used for solving the system iteratively. The main advantage is the
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reduction of the needed memory for storing the system matrix which allows us to assemble up to a very
large number of degrees of freedom. The assembly is also very fast, since we only have to compute bivariate
and univariate integrals. Figure 4 shows the computation times for the bivariate and univariate integrals in
the matrices of the right hand side in (31). The maximum number of degrees of freedom that were computed
in this experiment are over 136 million for p = 3.
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Fig. 3: Computation times for assembling the global system matrix on the example domain (Fig. 2) for the space-
time dependent diffusion coefficient (2).

Example 2, Q ⊂ R3+1.
In this example the space-time cylinder Q is the product of a volumetric shell shape (see Fig. 5) in space
and the unit interval in time. The diffusion coefficient is chosen to be

ρ(x1, x2, x3, t) =(x1 − 4)2(x2 − 4)2(x3 − 4)2(t − 4)2+
+(x1 − 4)4(x2 − 4)4(x3 − 4)4(t − 4)4. (34)

We focus on the computation times for matrix assembly. Figure 6 shows the dependence of the assembly
time on the number of degrees of freedom for the ρ(x1, x2, x3, t) given in (34).

We note that in the four-dimensional case the overall complexity is no longer dominated by the sum of
Kronecker products (31) but by the trivariate quadrature. For this reason, the computation of the matrix in
Kronecker format is no longer significantly faster than the computation of the global matrix by performing
the sum of Kronecker products in (31). However, the advantages stemming from the reduction in memory
still apply to the four-dimensional case and we can assemble up to many more degrees of freedom using the
same amount of memory.

Figure 7 shows the computation times for the system matrix in Kronecker format. They are dominated
by the trivariate spatial integrals. For p = 2 we assembled for a maximum number of about 19 million
degrees of freedom. Finally, we observe one more time that the partial tensor decomposition method leads
to a large speed-up of the computation compared to the classical element-wise Gauss quadrature.
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Fig. 4: Computation times for assembling the Kronecker format on the example domain (Fig. 2) for the space-time
dependent diffusion coefficient (2).

Fig. 5: The volumetric shell shape of Example 2.

5 Conclusions
We presented and analyzed a space-time IgA scheme for linear parabolic problems with varying coefficients.
We employed low-rank approximation techniques to speed-up the computation of the discrete operator. In
this way we were able to compute with several millions of degrees of freedom. However, a standing challenge
is the solution of the linear system. Indeed, this system is non-symmetric and with a rapidly increasing
bandwidth with respect to the polynomial degree. The GMRES solver that we used, combined with domain
decomposition and ILU preconditioner performed reasonably good for a moderate number of degrees of
freedom. Another challenging task is the extension of this approach to problems with discontinuous diffusion
coefficients. In this case, the space-time cylinder Q could be described as a multi-patch space-time domain
(cf. [12]) compatible with the discontinuities of the diffusion coefficient. The low-rank approximation would
be applied patch-wise and appropriate discontinuous Galerkin techniques, i.e., numerical fluxes, would be
needed for coupling the local patch-wise problems.
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