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Abstract. With the assessment of the risk to the rights and freedoms of natural
persons the GDPR introduces a novel concept. In a workshop participants were
introduced to the notion of risk, based on the framework of the German data
protection authorities, focusing on personal data breach notifications. This risk
framework was then used by participants to assess case studies on data breach-
es. Taking the perspective of either a controller or a data protection authority,
participants discussed the risks, the information provided and the necessary
steps required by the GDPR after a data breach.
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1 Introduction

Over the last years, data breaches have occurred with increased frequency and more
severe impacts on data subjects [1,2,3,4,5,6,7,8]. Since the General Data Protection
Regulation (GDPR) has become applicable, new notification and communication
requirements in case of a data breach must be fulfilled. As every breach is different,
handling it appropriately may prove difficult especially in terms of consequences and
risk assessment.

In order to determine whether the data protection authority has to be notified of a
data breach and whether this has to be communicated to the data subjects, the control-
ler has to evaluate the risk to the rights and freedoms of natural persons according to
Articles 33 and 34 GDPR. This assessment is also crucial for the implementation of
technical and organisational measures according to the provisions on the responsibil-
ity of controllers, data protection by design and the security of the processing under
Articles 24(1), 25(1) and 32(1) and (2) GDPR as well as for the determination wheth-
er a Data Protection Impact Assessment has to be carried out (Article 35 GDPR) and
whether the prior consultation mechanism of Article 36 should be triggered. The par-
ticular notion of risk in the GDPR is thus essential for the correct interpretation and
implementation of the regulation as a whole.



In this paper, we introduce the notion of risk in the GDPR as well as the obliga-
tions of controllers with regard to data breaches. This will be completed by a sum-
mary of the participants’ discussions of two fictitious case studies during a workshop
at the 2018 IFIP Summer School. Although the provisions on data breaches in Arti-
cles 33 and 34 of the GDPR impose some specific obligations on controllers, other
aspects, such as the risk methodology, have to be determined. This is also true for
determining actions to deal with risks resulting from the incident, e.g. identity theft.

The advantage of an interactive workshop was a more “hands-on” approach. Di-
vided in two groups the participants took the perspectives of a controller or a data
protection authority. The first case study involved a public hospital and the disclosure
of several categories, including special categories of personal data. The task was to
determine whether the submitted breach notification conformed to the requirements of
Article 33 GDPR. The notification form is based on actual forms provided by data
protection authorities.

The second case involved a private sector controller and in this case the data
breach was based on a database mix-up. The second group was asked to determine
whether the incident required communication with the data subjects according to Ar-
ticle 34 GDPR.

2 Assessing the Risks to the Rights and Freedoms of Natural
Persons

The question, whether notification and communications of data breaches are neces-
sary depends on the assessment of the risk to the rights and freedoms of natural per-
sons according to Articles 33 and 34 GDPR. While the GDPR does not further define
this notion of risk, recitals 75 and 76 state that risks of varying likelihood and severity
may lead to damage for individuals.

2.1 The Notion of Risk to the Rights and Freedoms of Natural Persons

The specific notion of risk to the rights and freedoms of natural persons introduced in
the GDPR can thus best be defined as the product of the likelihood and severity of
potential damage for individuals [9]. However, this should not be taken to imply that
this is a mathematically precise formula. Rather the assessment, according to recital
76 must be carried out with reference to the nature, scope, context and purpose of the
processing and should, as prescribed by the principle of accountability according to
Article 5(2) GDPR, be based on verifiable facts.

Recital 75 finds that the damage to individuals, which can be caused by the pro-
cessing of personal data can be physical, material and non-material, for instance caus-
ing bodily harm, financial loss or deprive data subjects of their rights. With reference
to Article 8 Charter of Fundamental Rights (CFR) this becomes even clearer: as every
processing of personal data constitutes an interference with this fundamental right,
any processing operation can potentially cause damage to the rights of individuals
[10]. However, this interference can, of course, be justified under the conditions of

2



Article 52(1) CFR, which contains a clause on justifications for all fundamental rights
contained in the CFR.* For Article 8 CFR this is the case when the interference
caused by the processing of personal data is as minimal as possible, i.e. when the risks
to the rights and freedoms of individuals have been mitigated appropriately [11].
However, there are also other rights that must be considered, such as the right to pri-
vacy under Article 7 CFR, the freedom of speech and assembly according to Articles
11 et seqg. CFR as well as the rights to non-discrimination of Articles 21 and 23 CFR
[12].

2.2 Risk Identification

The assessment must take into account negative consequences of the processing oper-
ation as planned as well as deviations from the processing, such as access by unau-
thorized parties, unauthorized or accidental disclosure, linking or destruction of data,
failure or unavailability of designated procedures, accidental or intentional alteration
of data or the failure to provide information. All of these incidents may be caused by
parties internal or external to the controller. Thus, the assessment must include all
potential negative consequences of a processing operation for the rights and freedoms
of natural persons, their economic, financial and non-material interests, their access to
goods and services, their professional and social reputation, health status and any
other legitimate interests [9].

Furthermore, the sources of these risks must be identified. Under data protection
law, the organization itself is a significant risk source, as it processes the individuals’
personal data. Thus, for instance the marketing department or individual employees
using data without authorizations pose risks for data subjects. However, risks may
also emanate from authorized or unauthorized third parties, such as processors, con-
tractors, manufacturers, hackers or public authorities, especially law enforcement,
pursuing vested interests. Further, technical malfunctions and external factors, such as
force majeure, have to be taken into account [13].

2.3 Risk Assessment

The likelihood and severity of potential damage must be assessed. However, attempts
trying to ascribe a precise numerical value to either of these should be rejected, as
they suggest an objectivity that is not attainable. Rather, the likelihood and severity
should be classified in categories, which give an estimate and follow from a thorough-

Y In order to be justified, the interference must respect the essence of the law, pursue a legiti-
mate aim and be proportionate. On the level of secondary law, this is implemented by Arti-
cle 6 GDPR: In order to protect the fundamental rights of individuals and as every pro-
cessing of personal data interferes at least with Article 8 CFR, the processing of data is only
permissible when it is based on a legal basis (as provided in Article 6(a)—(f) or (2) and (3)),
which must be proportionate. Further, the controller must implement safeguards in order to
ensure a level of security appropriate to the risk for fundamental rights, cf. Article 32(1)
GDPR.



ly argued justification providing the basis of considerations for the assessment. A
classification could use a four-tiered scale, ranging from minor, limited to high and
major [9].

The likelihood describes how likely a certain event, which itself might be damage,
occurs and how likely it is that this may lead to (further) damage. The motivation and
the operational possibilities of an organisation to use data for incompatible purposes
should, inter alia, be taken into consideration as criteria for the assessment of the like-
lihood [9].

The severity of potential damage must, according to recital 76 be determined with
respect to the nature, scope, context and purposes of the processing. The Article 29
Working Party has identified criteria to assess whether a high risk is likely to occur
for a processing operation [14]. These criteria are derived from provisions where the
legislator considered potential damage to be particularly sever, such as where the
processing occurs on a large scale (recital 75), affects vulnerable individuals, such as
children or employees (recital 75), may prevent data subjects from exercising their
rights (recitals 75 and 91), concerns special categories of data (Articles 9 and 10
GDPR) involves automated decision-making and profiling (Article 22 and 35(3)(a)
GDPR),or allows for systematic monitoring (Article 35(3)(c) GDPR).

Once the likelihood and severity of potential damage have been assessed, the risk
to the rights and freedoms of natural persons has to be evaluated and classified ac-
cording to the categories of low, medium or high risk. However, the GDPR does not
contain any provisions concerning a specific methodology for this evaluation.

The risk of the processing operation follows from the highest risk category of all
individual risks. However, in cases where there are many individual risks within a
category, this leads to cumulative effects, which require a higher classification of the
risk [15].

3 Data Breaches

Data Breaches occur on an almost daily basis. Often, such an event confronts the
controller with a multitude of problems. One of the first problems for the controller
might be to determine whether or not an incident related to the data processing is a
data breach at all. In 2017 approximately 20 % of small and medium-sized businesses
in Germany indicated they had had no IT-security incidents at all [16]. However, this
is not a reason to celebrate the high standard in IT-security and data protection in
those companies. It is more likely their detection measures are insufficient and inci-
dents were simply not detected.

If and when a controller becomes aware of a problem, the next question is whether
a security breach or a data breach occurred. A personal data breach is defined in Arti-
cle 4(12) GDPR as “a breach of security leading to the accidental or unlawful destruc-
tion, loss or alteration, unauthorised disclosure of, or access to personal data transmit-
ted, stored or otherwise processed”. While a data breach is often understood as an
unauthorised disclosure of personal data [1,2,3,4,5,6,7,8], data protection law also
classifies loss of integrity and/or availability as a breach. The reference to the three



standing requirements for 1T-security leads to the conclusion that every data breach is
also a security breach, but not every security breach is always a personal data breach
[17]. In case of an incident the controller must investigate if personal data is affected
by the breach in any way. The awareness that personal data was indeed compromised
then triggers a 72 hour deadline for further actions. According to the GDPR, a notifi-
cation of the supervisory authority (Article 33) and possibly the communication of the
breach to the data subject (Article 34) may be necessary. At this point the risks posed
to individuals by the data breach have to be assessed. This differs from the initial
assessment of the risks posed by the processing operation, which is obligatory under
the provisions concerning the responsibility of controllers, data protection by design
and the security of the processing in Articles 24, 25(1) and 32 GDPR. As described
above, the likelihood and severity are the main factors in risk assessment. In case of a
personal data breach the likelihood of the risks relating to a breach is 100% leaving
the severity as the only variable. The potential impact on the rights and freedoms of
data subjects ranges from no risk, to risk up to a high risk.

Article 34 of the GDPR defines three preconditions that must be fulfilled before a
controller has the obligation to communicate the incident to concerned individuals.
Firstly, the controller must become aware of a breach. Secondly, the risk assessment
leads to the conclusion that the breach poses a high risk to the rights and freedoms.
Thirdly, the controller is able to identify the individuals affected by the breach.

There are circumstances when these pre-conditions are difficult to meet and there-
fore data subjects do not receive a message informing them of a breach that may have
negative consequences for them. Some circumstances were already foreseen by the
legislator. If the controller is not sure whether or not a breach occurred the issue may
be investigated further for three days. Therefore, it is crucial that effective detection
methods are being used. As mentioned above a considerable number of controllers
and processors lack the ability to achieve this. However, the ability to detect a breach
is an essential part to ensure the security of processing as demanded in Article 32
GDPR.

It is also possible that the controller responsible for a breach is no longer available,
because the company went bankrupt or the service was terminated. For instance, unin-
tentionally or unlawfully disclosed sensitive personal data originating from phishing
attacks are freely available on the internet [18]. In these cases there is no controller to
become aware of a breach. The legislator did not provide a solution in the GDPR.
However the research project EIDI aims to develop a warning system in order to close
this gap in responsibility [19].

The risk assessment for a certain data breach represents the risk for that precise
moment. However, the external conditions may change. Technological developments
can weaken encryption and the combination of data stemming from different breaches
might reveal sensitive information e.g. linking clear text passwords for specific ac-
counts. A breach classified as not being a risk to data subjects rights at the time of the
incident might become a risk later on.

And lastly, the direct identification of the concerned data subjects may not be pos-
sible. For instance, the provided service may not require contact information or the
individual is no longer using the service. This could mean there is no contact infor-



mation or the available information is outdated. Of course, the incident itself can be
the reason for missing contact information, e.g. when after a malware attack the rele-
vant data is encrypted [20]. Article 34 GDPR, as a backup, requires information via
public communication when no contact information is available. Yet, this requires the
same level of effectiveness as a direct communication. It is doubtful that any public
annunciation meets this high standard.

4 Hands-On: Assessment of Case Studies

After the input statements, participants were divided into two groups to discuss the
two following case studies, identify risks for the rights and freedoms of natural per-
sons and discuss them. These were then summarized by participants of each group
and discussed with all participants.

4.1 Case Studies

Case Study 1: Public Hospital.

A public hospital wants to combat cases of an acute disease, which can cause severe
damage to the nerve system if not diagnosed within 24 hours of the first symptoms.
As some of these symptoms are similar to the flu, the other characteristic symptoms
are often not properly recognized. In order to assist doctors in the diagnosis, the hos-
pital wants to develop an app for its own managed mobile devices used by clinicians,
which recognizes these symptoms and alerts doctors to this potential diagnosis. The
app uses machine learning technology, which, based on patient data, constantly im-
proves the recognition of relevant symptoms.

In order to train the algorithm, the hospital gives the department that carries out the
development of the app full access to all of its 1.5 million patient data records. These
data consist of records of former as well as current patients dating back to the 1980s
and include the address, date of birth, phone number, occupation as well as the pa-
tient’s medical history concerning all treatments at the hospital. When the data are
collected, the hospital informs patients that their data will be processed in order to
facilitate the treatment of their medical conditions at the hospital.

In order to process the patient data, the hospital moves the data, which it encrypts
beforehand, in its own cloud environment. However, an unencrypted backup of the
data is stored on a server with an open port, which leads to all the patient files that are
analysed by the algorithm being available online. This concerns 150,000 of the hospi-
tal’s patient files.

Task for Case Study 1. 23 hours after this incident is detected, the hospital submits a
notification to you [Table 1], the competent data protection authority. Determine
whether the notification conforms to the requirements of Article 33 GDPR, focusing
especially on the assessment of likely consequences of the breach, and covers the
entirety of data breaches. Then consider which actions you would take next.



Table 1. Notification Form Submitted to Data Protection Authority

1. Controller

Contact Data

Data Protection Officer of a Public Hospital in an EU Member State
DPO@public-hospital.health

2. Timeline

When did you discover the breach?

On Tuesday 21/8/2018 at 10:43

When did the breach occur?

On Monday 20/8/2018 at 17:19

This notification is made within 72 hrs of discovery

® Yes
O No

If not, why was there no earlier notification?

3. Description of Data Breach

Kind of data breach

O Device lost/stolen

O Papers lost/stolen/kept in unsafe environment
O Unencrypted email sent

O Mail was lost/opened accidentally

O Hacking/Malware/Phishing

® Accidental disclosure/publication

O Wrong recipient(s)

O Misuse of access rights

O Other, please specify: ---

Please describe the data breach in detail

Backup was uploaded to cloud environment; data was encrypted; port on server was
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open after maintenance work and data accessible online; encryption can be broken due
to security flaw in algorithm

Categories of personal data

® Basic personal identifier, e.g. name, contact details
O Passwords

O Data revealing racial or ethnic origin
O Political opinions

O Religious or philosophical beliefs

O Trade union membership

® Data on sex life or sexual orientation
® Health data

® Genetic or biometric data

O Criminal convictions, offences

O Location data

O Not yet known

O Other, please specify: ---

Number of individuals concerned?

150,000

Number of records affected?

150,000 patient records

Description of likely consequences of the personal data breach:

Loss of confidentiality of patient records, potentially identity theft

The personal data were safeguarded by the following appropriate technical se-
curity measures:

Encryption of personal data

4. Measure taken to address the personal data breach

Description of measures taken to address data breach:

Patient records have been removed from cloud environment, port on server has been
closed




Description of measures proposed to be taken to address data breach:

Encryption with new algorithm

Description of measures taken to mitigate adverse effects of data breach:

Communication of breach to data subjects

Description of measures proposed to be taken to mitigate adverse effects of da-
ta breach:

5. Communication to data subjects

The personal data breach has been communicated to data subjects
® Yes

On Tuesday 21/8/2018 at 18:00: all patients have received information about the breach
to their contact details via email or mail, depending on available information

O No, as

O Appropriate technical and organisational measures have been taken; please
describe: ---

O Follow-up measures ensure that the high risk for the rights and freedoms of
data subjects does no longer exist; please describe: ---

O Communication to data subjects would involve disproportionate effort;
please describe: ---

Discussions on Case Study 1. In the discussion of the first case study, participants
quickly discovered flaws in the envisaged processing operation: they pointed out that
the breach that had been notified to the supervisory authority might, in fact, not be the
first data breach that had occurred during the processing operation. The definition of
personal data breach under Article 4(12) GDPR also encompasses a breach of security
leading to the unauthorised access to stored personal data. As the participants noted,
the hospital, when collecting the data of patients stated that their data would be pro-
cessed in order to facilitate their treatment at the hospital. While this purpose was
rather generic, it could refer to both a contract on medical treatment according to Ar-
ticle 6(1)(b) in conjunction with Article 9(2)(h) or, for medical emergencies, the pro-
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tection of vital interests of data subjects according to Article 6(1)(d) in conjunction
with Article 9(2)(c) GDPR.

However, under the principle of purpose limitation of Article 5(1)(b) GDPR, the
data could not be further processed for purposes that are incompatible with this initial
purpose of treating a medical condition. It could be argued that the use of the data to
train the algorithm was a processing of personal data for the compatible purpose of
medical research under this provision, which would, however, be subject to the test of
Article 6(4) GDPR, which requires that the controller takes into account inter alia the
link between the purposes, the nature of the data, the possible consequences for data
subjects and the existence of appropriate safeguards. As the hospital granted access to
the full patient files, the participants found that with regard to the principle of data
minimisation, which requires that only data necessary to achieve a specific purpose
are processed according to Article 5(1)(c) GDPR, the hospital did not conform to the
legal requirements for further processing. Therefore, the sharing of the patient record
data with a different department of the hospital, which was not tasked with the treat-
ment of the patients was an unauthorised and unlawful processing of personal data
and hence constituted an independent data breach, which was not notified to the su-
pervisory authority, even though there was a risk that patient data would be further
disseminated than necessary. While this first breach was limited to an internal de-
partment of the hospital, it did concern all of the 1.5 million patient data records and
thus occurred on a very large scale. Ultimately, with the subsequent data breach this
specific risk to the rights and freedoms of patients even materialized with regard to
the files of 150,000 patients.

Concerning the notification of the second data breach, the participants of the work-
shop noted that the hospital described neither the processing operation nor the breach
accurately or in much detail. From the perspective of the supervisory authority, partic-
ipants found that it would be helpful to receive a Data Protection Impact Assessment
concerning the relevant processing operation in order to have a more concrete idea of
the systems and data used as well as the controller’s initial assessment of the risks that
the processing operation entails. While this is not foreseen by Article 33 GDPR, the
supervisory authority may request any relevant information from a controller under
Article 58(1)(a) GDPR. However, participants pointed out that in a time-sensitive
situation where the rights of individuals could be in jeopardy, requiring a formal re-
quest only after the submission of the breach notification

Most notably, the controller made the counterfactual statement that the backup
stored in a cloud environment could be decrypted due to a security flaw in the algo-
rithm, whereas the backup that was accessible through a port opened for remote
maintenance was actually not encrypted at all. This extended to the claim that the
personal data affected by the breach were safeguarded by encryption. While this was
the case for the live data, the hospital stored its backup without any encryption, which
seriously undermines the protection.

Participants further found the risk analysis of the controller to be lacking. By re-
course to the framework for risk assessment provided in the first part of the workshop,
they could easily identify risks beyond those noted by the controller, which encom-
passed only the loss of confidentiality of patient records and the potential for identity
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theft. In this regard, it could be seen that the controller was very much focused on an
information security perspective. As the concept of breach notification originated in
this field, this is not surprising. However, it is a common pitfall to equate an infor-
mation security breach with a personal data breach. Instead it must be seen from the
perspective of data protection law, which, unlike information security is not con-
cerned with the protection of the controller, but rather states under Article 1 GDPR
that it serves to protect the rights and freedoms of natural persons and especially data
subjects. Therefore, the risks to the rights and freedoms of individuals, which must be
assessed for a personal data breach, differ from those of information security.

Applying these principles to the case at hand, participants pointed out that beside
the contact information, the files also included the medical records and thus a pa-
tient’s medical history, which themselves constitute health data and are this covered
by Article 9 GDPR as a special category of personal data. With regard to the patient’s
medical history, risk sources were not limited to criminal third parties engaging in
identity theft. The health data could potentially be of interest to the data subject’s
employers, pharmaceutical companies, insurance companies as wells as banks or
credit scoring agencies. From the identification of risk sources alone, several other
risks to the rights of individuals could be deduced, such as an employer terminating
the contracts of severely or chronically ill employees, while pharmaceutical compa-
nies could be interested in contacting individuals in order to market medicinal prod-
ucts. Furthermore, insurance companies could individualize the cost of insurances,
such as life or health insurance and thus increase prices. Similarly, a credit scoring
agency or bank could downgrade an individual’s score where they are aware of heavy
costs incurred by illness or decreased life expectancy.

Participants also criticized that due to the poor risk assessment carried out by the
controller, the potential measures taken to address these risks were insufficient. Espe-
cially with regard to the communication of the data breach, the workshop participants
were sceptical whether it would be possible for the hospital to reach all of the affected
individuals, due to the fact that the patient’s files dated back to the 1980s and the
contact information of former patients may have since changed.

In order to improve the handling of personal data by the hospital, the participants
argued that the hospital should process only the necessary information from the pa-
tient records and ensure proper pseudonymisation of these data. While pseudony-
mised data is still personal data in the sense of Article 4(2) GDPR, as an individual
can still be identified with reference to the assignment function, pseudonymisation is
a technical and organisational measure which helps to reduce the risks to the rights of
individuals. Participants found that proper pseudonymisation should ensure that the
individuals cannot be identified by the department carrying out the relevant research,
i.e. the assignment function should remain in the department which initially collected
the data, or, in order to provide an additional layer of security, be stored by a third
party, which in turn has no access to the pseudonymised data. This would also serve
to reduce the risk of a data breach, as it would be hard to identify individuals, if the
data collected were reduced appropriately and perhaps randomized in order to hamper
attempts to identify individuals by drawing inferences.
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Case Study 2: Online Shop.

The online shop “Fancy Foods” offers its European customer a wide variety of del-
icacies. To get to know its 3.5 million customers better and attract new customers.
Fancy Foods’ management launched the application my favourite poison for mobile
devices where people can share and rate their favourite recipes.

In order to be able to share their own recipes a user first has to answer five ques-
tions about personal eating habits and then consent to the Terms and Conditions (in-
cluding privacy policy) of the app. In the next step the user can swipe to the left to
like a picture and to the right to dislike a dish. Afterwards the user gains access to the
liked recipes’ list of ingredients and may add these to a personal cookbook or delete
the recipe. In both cases, the user needs to select from a variety of reasons why the
dish was chosen or erased, e.g. categories like allergies, religious diet limitations, love
for sugar and sweets or childhood memories, before access to new pictures is granted.
To purchase ingredients for a certain recipe online the app user may just enter an
email address, a credit card number and shipping address or log into the online ac-
count.

In 2017, a leading health insurance company (HIC) started a project together with
Fancy Foods to counter the effects of an unhealthy diet. Thus, Fancy Foods created a
separate database accessible for HIC containing pseudonymised costumer profiles.
Aside from a user-1D (instead of login credentials) the database contains the whole
user profile including address, credit card number and the reasons for selection and
rejection of all recipes. After the subsequent update (1st August 2018) every regis-
tered member of the Fancy Foods online shop automatically receives dishes chosen
according to their individual health needs in their personal cookbook.

Task for Case Study 2. Due to a wrong setting in the database the ID is not perma-
nently linked to the rest of a data set. After the next database access (18th August
2018) the mix-up was detected and the insurance company immediately informed
“Fancy Foods”. Fancy Foods’ IT department fixed the problem this morning and re-
established the link between ID and data set.

Assume the position of the controller and decide whether the mix up requires
communication with the data subjects. Use the attached form for documentation.

Discussions on Case Study 2. The second case study is based on a different breach
type. Instead of unwanted disclosure of personal data, here the integrity of the data is
compromised. This approach was specifically chosen to raise the participants’ aware-
ness for varying incidents. The task for group Il combined the practical application of
Articles 33 as well as 34 GDPR and the risk assessment introduced at the beginning
of the workshop.

The participants had no problem with the identification of the integrity breach as
this was already hinted at in the task. Article 34(2) GDPR states which information
must be included in the communication of a breach to the data subjects. It refers to
Article 33(3)(b) to (d) GDPR. The group used all provided information to describe the
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breach in as much detail as possible.> The counter measure re-establishment of the
correct link between user ID and database was recognized as well. The distinction of
awareness and occurrence was not debated. Yet, even with precise numbers some
discussion was necessary. The affected individuals and records were at first set with
3.5 million, but then corrected to unknown. Here a few group members correctly ob-
jected to the figure of 3.5 million, because the database consists of the app-profiles
and not the online shop costumers. The case did not state any user or download hum-
bers concerning the app. Also the affected categories, in particular the special catego-
ries according to Article 9(1) GDPR, like data on health and religion, were correctly
identified.

Aside from these special categories, the risk assessment required that aggravating
factors given in the case description were discovered first, e.g. missing or insufficient
IT-security measures and the unlawful processing. This was partly directed to the
basic principles of data processing referred to in Article 5(1) GDPR. Several of these
were violated by the processing. The first five questions about data subjects’ personal
eating habits represent an unlawful processing, because the users consent was given
after these data were processed. Data minimisation in the app could be increased: It is
questionable why the user always needs to justify the decision to store or delete a
recipe. The getting-to-know-you purpose may as well be accomplished with less per-
sonal data.

Participants further found a violation of the purpose limitation principle poses the
project with the health insurance company: The participants indicated the purpose
change and the missing consent for the disclosure of data from the app and the online
shop, but did not raise questions concerning the risk of disclosing the complete user
profile to the insurance company. Due to the groups’ lively exchange of arguments
the aspects of the profiling could not be discussed any further. The unlawful pro-
cessing would have been the second data breach in this case study. The joint control-
lers neither asked the users for consent nor did “Fancy Food” limit the access to the
stored user data and user profiles. The available database consists of almost the same
personal data as the user profiles. HIC therefore processes personal data not necessary
for the purpose of countering the effects of an unhealthy diet. Contact information,
credit card numbers and addresses are not covered by this purpose. However these
categories enable the company to link their own costumer database to app users. This
could lead to higher insurance fees for those who are branded as unhealthy eaters,
because their risk to suffer from diet-related diseases may be considered higher. Poli-
cy holders with a similar lifestyle that do not use the app would not need to pay the
higher fees.

The risk assessment in this case study was quite challenging for the group. Dis-
crimination based on health or religious data processed was discussed only in the
context of the processing within the app. However, further negative consequences
related to the processing of the insurance company were not as easily recognized.

2 The provided notification form differed in two aspects from the first one [see Table 1].

Number three only referred to the basic IT-security incidents and did not mention specific
examples and number five included further communication channels.
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Furthermore, the database mix up poses not only a risk to data protection but could
even be fatal to “Fancy Food” costumers with food allergies: For three weeks regis-
tered online shop members automatically received recipes chosen in according to their
health requirements. As the selected dishes were based on another person’s data and
thus may have contained ingredients they could have caused an anaphylactic shock to
the recipients who did not check the recipe.

A further risk of identity fraud can be identified with regard to the low level of se-
curity measures in the food ordering process. As no authentication procedure is men-
tioned, an attacker may use any email address, credit card and shipping address to
order from the online store.

5 Conclusion

As can be seen from the introduction of the framework for the assessment of the risk
to the rights and freedoms of natural persons, the GDPR introduces a new concept,
which has been adopted from information security. However, it is important to stress
that the concept has been adopted from its former context and has been fully adapted
to the requirements of data protection law. This concerns most importantly the object
of protection, which has shifted from the organisation using information technology
to the protection of individuals subject to the processing of data. Like all data protec-
tion law, this concept thus serves to protect these individuals’ rights and interests.

From the practical exercise carried out by way of participants using the risk
framework of the GDPR to assess data breaches in two case studies several lessons
can be learned:

The risk assessment in case of a data breach is crucial. Firstly, the initial risk as-
sessment which has to be carried out to conform to the responsibility of the controller
and ensure the security of the processing under Articles 24 and 32 GDPR is important
in order to determine measures which prevent a data breach from happening. Second-
ly, the measures to be taken in cases where a data breach has occurred are dependent
on a comprehensive assessment of the risks emanating from the specific data breach
in question.

Furthermore, the information contained in a notification to the supervisory authori-
ty is very limited and should be supplemented by the initial risk assessment carried
out by the controller and include a description of the processing operation or, in cases
of a high risk processing operation, the Data Protection Impact Assessment.

The notification process itself depends not only on a correct risk assessment but al-
so the right timing, detection methods and were necessary the communication chan-
nel. While Articles 33 and 34 GDPR provide some clues for controllers as to if, when,
and how to react in case of a data breach there are many instances in which standard
procedures may not be applicable. The case study illustrated how controllers can fail
to consider data protection risks arising from inside their own organisation. In these
cases, the controller will be the single point of failure.

On the other hand, legislators need to reconsider their focus on the controller in
terms of breach notification procedures. An unwilling or unknown controller leads to
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a dead end in the notification process and leaves data subjects unprotected. Future
work should thus develop ways to address this very practical issue for data subjects.
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