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Solutions of Rough Differential Equations (RDE) may be defined as
paths whose increments are close to an approximation of the associ-
ated flow. They are constructed through a discrete scheme using a
non-linear sewing lemma. In this article, we show that such solutions
also solve a fixed point problem by exhibiting a suitable functional.
Convergence then follows from consistency and stability, two notions
that are adapted to our framework. In addition, we show that unique-
ness and convergence of discrete approximations is a generic property,
meaning that it holds excepted for a set of vector fields and starting
points which is of Baire first category. At last, we show that Brownian
flows are almost surely unique solutions to RDE associated to Lipschitz
flows. The later property yields almost sure convergence of Milstein
schemes.
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1. Introduction

Rough Differential Equations (RDE) are natural extensions of Ordinary Differen-
tial Equations (ODE) to equations driven by rough signals [14,[15,30,3T]. More
precisely, RDE are equations of type

Yrs = a+ J flyrs) dx,, te[s,T], (1)

where X is a p-rough path lying above a continuous path x of finite p-variation living
in a Banach space U. The order |p| determines the tensor space in which x lives
in and the iterated integrals of x to use. The minimal regularity of the vector field
f also depends on p. The solution y is itself of finite p-variation living in a finite
or infinite Banach space V. One of the main feature of the theory of rough paths
is the continuity of the It6 map x — y. When z is differentiable, () is understood
as the ODE y; = a + Sé flys)zsds. As for ODE, we recover Cauchy-Peano and
Cauchy-Lipschitz (or Picard -Lindel6f) type results, where existence follows from
Schauder fixed point theorem or from Picard fixed point theorem under stronger
regularity conditions on the vector field f. The later case implies uniqueness of
solutions as well as extra properties.

Existence of solutions to () were first proved by T. Lyons using a fixed point
theorem [3I]. In [1I0], A.M. Davie proposed an alternative approach based on
discrete approximations so that solutions are constructed as limit of numerical
schemes based on Taylor developments. P. Friz and N. Victoir [14,[16] have pro-
posed another approximation based on sub-Riemannian geodesics, yielding again
the convergence of numerical schemes. More recently, I. Bailleul have developed a
framework in which the central tools are flows associated to (1) and their approx-
imations [IH3]. By flows, we mean the family of solutions a € V — y; s(a) when
the later satisfies ¥ 0 s, = Y1, for any » < s < t. The approximation of the
flow proposed by I. Bailleul, A. M. Davie and P. Friz-N. Victoir are all different,
although giving rise to the same flow.

In [56], we have proposed an “agnostic” framework for dealing directly with flows
without referring to a particular approximation. Only a broad condition is given on
the approximations of the flows, called almost flows, to obtain a non-linear sewing
lemma, a natural extension of the additive and multiplicative sewing lemmas |13,
31]. When the underlying space V is finite dimensional, a measurable flow may
exist even when several solutions to (Il) are known to exist [6]. When the flow is
Lipschitz, it is uniquely associated to any almost flow in the same quotient class
called a galazy, a notion which reflects the “closeness” between the two objects.
In [5], we have studied the properties of stable almost flows, a condition ensuring



that compositions of the almost flows over small times remains Lipschitz, uniformly
in the choice of the composition. The limiting flow is thus Lipschitz. We have also
studied the relationship between stable almost flows and solutions to (II), which
are unique in this case.

The goal of this article is threefold:

e We extend the notion of almost flow. We also continue our study of D-solutions,
that are paths z solutions to (1) satisfying

|2t — ¢rs(25)| < Ct — s|0, Vs <t with 0 > 1, (2)

for an almost flow ¢. This notion of solution was introduced by A. M. Davie
in [I0]. Here, we focus on continuity and approximations of D-solutions when
¢ is a stable almost flow. Besides, we construct a functional ® such that any
D-solution solves the fixed point problem z = ®(z). From this, we develop in
our context the classical notions of consistency and stability [8,26] which we
relate to convergence.

More precisely, we construct a functional ® such that any D-solution solves the
fixed point problem z = ®(z). At the difference with the classical setting for
fixed point, ® is defined only on D-solutions.

For a partition 7w, we also define a functional ®™ such that any solutions to
2" = ®7(2™) are discrete D-solutions, that is 2™ solves (2)) for times s,¢ in
the partitions. Such discrete D-solutions are constructed explicitly through the
numerical scheme 27 = ¢y, 5, (2 ) when m = {t;};_,.

By consistency, we mean that any D-solution solves z = ®7(z) + €™ for a per-
turbative term €™ that converges to 0 when the mesh of the partition converges
to 0. By stability, we means that roughly (Id — ®™) is invertible with an inverse
uniformly bounded with respect to m. Seen as a principle [§], the Lax equiv-
alence theorem [26] is valid in many situations, including ours. It provides a
simple way to assert convergence through the study of consistency and stability.
We then show that the notion of stable almost flow, introduced in [5], leads to
the stability of ®™. The various estimates obtained in this part are the keys to
fulfill our second objective.

e We prove generic properties associated to RDEs. When solved in an infinite
dimensional space, solutions to ODE are not necessarily unique [12], nor the
Euler scheme converges. Nevertheless, following some results due to W. Orlicz
[34] and developed later by several authors, the set of vector fields and starting
point points for which non-uniqueness/non-convergence of the Euler scheme hold
are of Baire first category. The key point is that discrete approximations are
uniformly approximated by discrete approximations in which vector fields is



Lipschitz continuous. We develop a similar approach for solutions to Young
(when the driving path is of p-variation with p < 2) and rough (when the driving
path is a rough path of finite p-variation with 2 < p < 3). Such results exploit
properties developed in the first part of this article regarding stable almost flows.

e We apply these results to Brownian flows to pursue the study of [10] by mixing
them with considerations from H. Kunita [23]. In particular, we show that
for any vector field, the solution to the It6 SDE X; = a + Sg o(Xs)dB;s for

o€ C@éﬂ, v > 0, is also the unique D-solution to the corresponding RDE and

is then associated to a Lipschitz flow. The notable points are that ¢ is assumed
to be less regular than for proving uniqueness through a Banach fixed point
theorem; and that properties of stable almost flows are not used here. Besides,

A.M. Davie proved that for almost any choice of a Brownian rough paths, with

suitable conditions on the underlying space, there exists a vector field for which

several D-solutions exist. To summarize, there exist Lipschitz flows which are

not related to stable almost flows. This question was left open in [5].

Outline. In Section 2, we introduce objects and notations that we use through
all the article. In Section [8] we define D-solutions, and show that they are so-
lutions to a fixed point problem involving suitable functionals whose consistency,
stability and convergence is studied. Generic properties are studied in Section [l
In Section [B, we study Brownian flows and show that it is fitted for our frame-
works. We end with an appendix with general considerations on unbounded flows,
boundedness of solutions as well as uniqueness of D-solutions.

2. Definitions and notations

We introduce some notations and global hypotheses (in force throughout the whole
article) which follows (partly) the ones of [516].

Notation 1 (Simplex). For C' an interval of R, we set C% := {(s,t) € C? | s < t}
and C% :={(r,s,t) e C®|r < s < t}.

Notation 2. We use

e Two non-decreasing functions § and w from Ry to R, with §(0) = @w(0) = 0.
We write indifferently 6; or §(t), t > 0, whenever it is convenient.

e A time horizon T > 0 and T := [0, T].

e A map w: T2 — R, (a control) which is super-additive, (w, s + ws; < w;; for
any (r,s,t) € T3) and continuous close to its diagonal and such that wss = 0
for all s e T.



Global Hypothesis 1 (Controls over growth and remainder). For some s € (0, 1),
2w(z/2) < »w(x) for any x = 0.

Remark 1. Since » < 1, w(x)/x converges to 0 as x converges to 0.

Global Hypothesis 2 (Time horizon). The time horizon 7" satisfies

x + 25T < 1. (3)

Let V be a Banach space with the norm || and i be the identity map from V to V.

Notation 3 (Modulus of continuity, Lipschitz and Hélder norm). The modulus of
continuity of a function f:V — V is

osc(f,0):= sup |f(a)— f(b)| for any § > 0.

Its a-Holder semi-norm (0 < v < 1) and its Lipschitz semi-norm are defined as

1l = sup LD =IOV g 7y, s =T

arb @ — b azb  |a—D

when these quantities are finite. Moreover, if f is bounded, we denote ||| =

sup,| f(a)l-

We consider several families x of objects indiced by T% (almost flows, control, ...).
When these objects are functions from V to V, we write the pair (r,t) € T% in
reverse order, that is x;,, as the composition of functions is usually written from
right to left. Other objects are written with indices in order, that is x;...

Definition 1 (Functions of class 6©). A function x from T% to €(V,V) is said to
be of class © if there exists a constant C' > 0 such that

osc(Xt.s, Lw(wrs)) < Cop(1 + L)w(wyy), V(r,s,t) e T3, VL = 0. (4)
The smallest constant C' such that () holds is denoted by |x|le-
Definition 2 (Semi-norm on functions of class 6). We define
O6(V,V):={x: T2 - B(V,V) ]| x is of class 6},
which is a vector space with a semi-norm |-|e.

Ezample 1. Let x;, be Lipschitz with |x;,|lLip < K for any (r,t) € T2. Then
X € 6(V,V) with ||x|e = K/dr.



Ezxample 2. Let z : T — U be a-Holder continuous and f : V. — L(U,V) be
v-Hélder continuous with 6 := a(1 +v) > 1. Let w(z) := 2% and w,; =t — s. For
a€Vand (s,t) € T2, set xis(a) := f(a)zs;, where x5, := 2, — x5. Then

Xes(@) = Xes(O)] < £l - [2llala = b7 (t = 5)%, (s, ) € T, (5)

With 67 := | f|l, - |27, it follows from (F) that x is of class © with |x[e <
Y/ =y)

Notation 4. Let F[J] be the class of families ¢:= {¢t78}(87t)€T2+ of functions from V
to V which satisty

Grs = i+ bps With ¢ € O(V,V) and [ < 1, (6)
H(gt,sHoo < 6 g, V(s t) € T2, (7)

The set F := | J; F[d], union over all the functions ¢ as in Global Hypothesis [II
(which is stable under addition), is equipped with the distance

doo(@,¥) := sup supl|eys(a) — vys(a)l. (8)

(s,t)eT% aeV

Remark 2. In Appendix [A.1l we justify that assuming that $ is bounded unlike
in [6] can be done without losing generality.

Definition 3 (Galaxy). Let ¢, ¢ € F. We say that ¢ and v are in the same galazy
if there exists K > 0 such that

H‘bt,s - 7vbt,SHOO < Kw(“JS,t)v V(S, t) € Ti (9)

Definition 4 (Almost flow). We fix M > 0. Let d[0, M| be the set of ¢ € F|J]
such that

1001 srllo < Mww(w,y), V(r,s,t) e TS (10)
with D(bt,s,r = (bt,s o (bs,r - (bt,r- (11)
We write o :=  J; 5, 4[d, M]. An element of o is called an almost flow.

Remark 3. Combining Examples [I] and [2 it is easily seen that this definition
generalizes the one of [6].

Definition 5 (Flow). A flow is a family ¢ : T3 x V — V which satisfies ¢, 5 .(a) =
0 for any a € V and any (r,s,t) € T?.



Remark 4. For i = 1,2,3, let us define M; be the maps from T% x V to V. The
operator 0 transforms maps in MM, to maps in NM3. It is a non-linear generalization
of the sewing operator introduced by M. Gubinelli in [I7]. We use it as a shorthand.
Yet it has also the following meaning. For a family of invertible maps o in 9t;, we
set Do s = a0 a;l, (s,t) € Ti so that 0a € 9M,. Conversely, for an invertible flow

s )

€Y, we set oy € Py, t € T so that da = 9. Hence, invertible flows belong both
to the range of 0 : M, — M, and the kernel of d : M3 — M. When 0¢ is “close”
to 0 for an almost flow ¢, a non-linear sewing map projects ¢ to a flow 1, which
thus satisfies 0¢) = 0.

Notation 5. The elements of a partition 7 = {¢;}!_, of T are written either as
the points ¢; or as the close intervals [¢;,¢;,1] of successive points.

For a family {y;},.r, we write y; := 1, when no ambiguity arises. We use the same
convention for functions over T2 or T?.

For a family { fs,t}(s’t)er]ri , we write either Z?;Ol fiiy1 or Z[M]Eﬂ fun instead of

Z;:Ol Jtit,., when there is no ambiguity.

Definition 6 (Solution in the sense of Davie, or D-solution). Let n > 1. For
an almost flow ¢ € o, a partition 7 = {tx},_, of T and K > 0, we denote by
P9, a, K] the set of V-valued families {y;, },_, , such that yo = a and

lyj — ¢5i(yi)l < Kw(wij), VO<i<j<n (12)
We also set P[0, a] :=JgsoPrl0,a, K].
Similarly, we denote by P[¢, a] the set of paths y € 6(T,V) with yy = a and
19 — b5 (ys)| < Kw(wsy), V(s,t) € T3, (13)

for some constant K > 0.

The elements of P, [¢,a] and P[¢,a] are called solutions in the sense of Davie,
which we shorten by D-solutions.

Definition 7 (Numerical scheme). Given a partition m = {t;}_, of T, the nu-
merical scheme of an almost flow ¢ € o is the sequence {y, },_, , constructed
iteratively by

Yo = a and ytk+1 = ¢tk+1,tk(ytk)7 k= 07 e, = 1.

We now define the notion of convergence of partitions.



Definition 8 (Mesh and convergence). For a partition 7 = {¢;};_, of T, we define
its mesh by Mesh7 := maxi =0,...,n— 1{t;;; — ¢;}. This define an order on
partitions: o < 7 if Mesho < Mesh7. A family {a,}, with values in a metric
space (V,d) is said to converge to a € V whenever for any € > 0 there exists a
partition 7 such that for any o < 7, d(a,,a) < e.

Remark 5. Inclusion defines another partial order on partitions [32]. We do not
use it, except as some tool in some proofs.

3. Stability results on D-solutions

3.1. Space of D-solutions

We start by giving some precisions on the discrete and continuous spaces of D-
solutions.

Lemma 1 (The spaces P, [¢, a] are not empty). For any almost flow ¢ € d[6, M],
for any partition m of T and any a € V, the numerical scheme y™ associated to ¢
with yJ = a belongs to Pr|¢, a, L] with
2(6r + M
| (o7 + M)

1207 (14)

Moreover, if 1) is in the same galazy as ¢, then P [V, a] = P[0, al.
The proof of this result is a variant of the one of the Davie lemma given in [5,[6].

Proof. We set U;; := |y; — ¢i(y;)| for i < j. Following [6L[10], we proceed by
induction on j — 4. First, we remark that U;; = U, ;41 = 0. Second, for ¢ < j < k
with ¢ < k,

Yk — ¢kz(yz)
= Uk — O (Yj) + Or(Yj) — Or,(D4i(i)) + Or(D5.i(Yi) — Pi(yi)
=y — On(y) + 45 — Gia(i) + B (Uy) — P (Baui)
+ On,j(05.0(yi)) — dilyi)- (15)
Our induction hypothesis is that U; ; < Lw(w; ;) when [j — i| < m for some level
m, where L is defined in (I4]). This is true for m =0, 1.

Assume that the induction hypothesis is true whenever j—i < m for a level m > 1.
We fix ¢ < k such that |k —i| < m+ 1. We are going to show that U, ;, < Lw(w; ).



If w;r, =0, it follows by super-additivity of the control w that w; 1 = wr_1 % = 0.
This implies according to induction hypothesis that U;,_; = Ui—_1 = 0. Then,
using (I0)) with (i, 7, k) = (i,k — 1, k) and (), we get

U@k < 5T<1 + L)w(wz,k) + Mw(w@k). (16)
It follows that U, = 0, therefore U, , < Lw(w; ) holds.

If wip > 0, let us define j* := inf {j e{it+1,...,k} such that w; ; > %wlk} It
follows of our definition of j* and from the super-additivity of w that w; ; < %whk
and Wy j*—1 < %wm.

We consider two cases : either j* < k or j* = k. For the first case, using the fact
that ¢ is an almost flow, @) for (r,s,t) = (i,5* k) and the equality (I5) when
J=7%
Uz‘,k < Ui,j* + Uj*Jg + 0ScC <€gk,j*7 Um’*) + Mw(wi,k) (17)
< Ui,j* + Uj*7k + C(ST(l + L)w(wi7k) + Mw(wi,k). (18)
Then, we control U, j+ in (I7) using () with (¢, 7, k) = (¢, 5% — 1, j*),
Ul}k < Uivj*_l+Uj*,k+5T(1+L)(w(wi7j*)+w(wi7k))+Mw(w,~7j*)+Mw(wi,k). (19)

We now applying the induction hypothesis to U; j+_1, U= in ([I9)), and we use
Global Hypothesis [l to get

Uir < kLw(w; ) + 207(1 + L)w(w; i) + 2Mw(w; k). (20)
Thus, with L given by (I4), Ui < Lw(w;)-
In the second case, when j* = k, we use (I5]) with j =k — 1 and () to get
Uik < U1+ 06p(1 + L)yw(w; i) + Mw(w; k). (21)
Thus, applying the induction hypothesis in ([2I)) to U, j_1,

L
Ui < S5 (wis) + 01(1 + L)m(win) + Moo (wi). (22)

Eq. 22) implies (20). It follows from the first case that U; < Lw(w; ) with the
same constant L. This concludes the induction.

Therefore, the numerical scheme associated to ¢ belongs to P,[¢,a, L]. That
Pr| b, a] = Pr[1, a] is immediate from (). O

The next result is a direct consequence of the continuous time Davie lemma [3],
Lemma 10].



Lemma 2 (Uniform control on D-solutions). Consider ¢ € d[o, M]. Assume
that for some A > 0, y € P|o,a,A]l. Then y € P|o,a, L] with L given by (I4).

Therefore, Pla, ¢] = Js<p Pla, ¢, A

Notation 6 (Projection and interpolation). Let m and o be two partitions of T
with ¢ < 7. Any path y in P,[¢,a] or in P[¢,a] is naturally projected onto
{yn.}i_g In Pr[p,a]. Conversely, any element y € Pr[¢,a] is extended through
a linear interpolation as an element of 6([0,7],V). Again, we still denote this
element by y.

Using the above convention on projection and extension, we endow P, [¢, a] with
the uniform norm |-|o. The proofs of the next lemmas are then immediate.

Lemma 3 (Convergence). Let K > 0. Let {y™}  be a sequence of paths in
Prlo,a, K] and y € B([0,T],V) such that y™ converges in || to y. Then
y € P¢,a,K].

Lemma 4 (Convergence II). Let us consider K, M > 0. For each n € N, let us
consider ¢" € d[§, M|, a" € V" and y™ € P[a™, ¢", K|. Let ¢p € A[§, M] and a € V.
Assume that for some path y € 6(T, V),

doo (9", ¢) + |a" —a| + [|y" — yllo 7 0.

Then y € P|¢, a, K].

3.2. From discrete to continuous functionals on D-solutions

In this section, we construct functionals on P;[¢, a] and thus on P[¢, a] using a
limit argument. These functionals are to be seen as integrals that are defined only
on D-solutions, unlike Young or rough integrals.

Proposition 1. Let ¢ € [, M| and 7 be a partition of T. Recall that 5 is defined
by (@). Let us set fori,je 2,

.....

k=i
For y e P.[¢,a, K],
D7 (y) — $]z<yz)| < Aw(w;y) for any (i,7) € 75 (23)
with A = 2(5T<11+ K)+ M) (24)
—

10



Remark 6. We saw in Lemma [I] that the numerical scheme y™ associated to ¢
with y§ = a belongs to P, |¢, a, L] with L given by (I4]). Therefore, from the very
construction of y™: y7 = a + ®F ;(y7).

Proof. From the very definition of &7,
(I)Z](y) + (I);T,k(y) = (I)Zk(y) for ('L.aja k) € 7T3_, (25)
meaning that ®7 is additive on the partition 7.
For any (r,s,t) € T3 and a €V,
D¢t,s,r(a) = ¢t,s(¢s,r(a)) - ¢t,s(a) = gbs,r(a') + ¢t,s(a + ¢s,r(a)) - ¢t,r(a')-

Thus, for (i,7,k) € 72,

Pr(Yi) + 05i(Wi) — Ori(Yi) = g (Ys) = O (Wi + 650(4i)) + Grgaly).  (26)
Note that y; — y; — ggjz(yl) = y; — ¢;:(y;). Since ¢ € d[5, M| and y € P,[¢, a, K],
@), @), @) yield

k3 (03) + 610(1) = i) < @(wi)orldllo(1+ K) + Mow(wi)
< (0r(1+ K) + M)w(wik), (27)

because H<$H® < 1. Combining (25) with (7)) implies that V7 := |07, (y) — 5]2(y1)|
satisfies
Vi < V5 + Vi + (0r(1+ K) + M)w(w; ).

Hence, (23) stems from the Davie lemma [5, Lemma 9. O

.....

frs(m) = sup P Whatin) (28)

[ti it 1]E7rm [S,t] wti,ti+1
Remark 7. With Remark [ y5+(7) — 0 when Mesh 7 — 0.

Let us consider a partition 7 = {t;};", of T. Using a linear interpolation, ®7,(y)
is naturally extended from 72 to Tj. Therefore, we extend to T% the family "
as functionals on P[¢, a] or on P,|¢, a] with 7 < o.

11



Corollary 1 (Consistency). Assuming Hypothesis[2 and ¢ € |6, M|, there ezists
O Pp,a] — B([0,T],V) such that for any partition © of T, any y € P[¢,a, K|
and any K = 0,

[D,0(y) — Gus (ys)] < Aw(wsy), ¥(s,t) € T2, (29)
[Ds4(y) — PT, ()] < Aptsy(m)wsy, V(s,t) €T, (30)
and (IDnS(y) + (IDS,t(y) = (I)nt(y) Jor (r,s,t) € Ti, (31)

with A given by ([24). Condition ([B0) means that ®™ is consistent.

Remark 8. This result does not claim that P[¢,a] # . When V is finite dimen-
sional, the Ascoli-Arzela theorem and thus Lemma [3] apply: the equi-continuity
and boundedness of {y™}_ with y™ € P;[¢,a,L] is a direct consequence of ([7)
and (I2). When V is infinite dimensional, we discuss this point in Section @l

Proof. Let o and m be two partitions such that 7 < o. For (s,t) € 72 and
y € Plo,a, L] € Py|o,a, L] = Pr[¢,a, L] (using the identification of Notation [6),

|(I)Z,t(y) - (I);r,t<y)| = Z Z (gv’,u’(yu’) - (gv,u(yu)

[uvler | [uv/ v ]ean]u,v]

= 2 ((I)g:;[u,v] (y) - ng,u(yu))

[u,v]em

< Z A (wyp) < Aps ¢ (T)ws ETR 0
[u,v]em
for A given by ([24). From this, it is easily deduced that {®7,(y)}, is a Cauchy
sequence et for any (s,t) € T2 with respect to the nest of nested sequence of
partitions. We set ®,;(y) := limyeshro0 PT,(y). For any partition = , (30) is
satisfied and so is (29) by taking 7 = {0, s,¢,T'}. We then set ®;(y) := Po+(y). The
Chasles relation (31]) is satisfied because @™ satisfies the discrete Chasles relation
([25). Combining (B1]) and ([29), P .(y) is uniquely defined thanks to the Additive
Sewing Lemma (see e.g. [I7,31] or [13, Theorem 1, p. 25| or [14, Lemma 4.2
p. 51]). O

Proposition 2. We assume Hypothesis [4 and ¢ an almost flow in . A path
y e B(T,V) satisfies yr = Por(y), t € T, if and only if y € P|¢, a].

Proof. If y € P[¢,a], both {ys+ ==y — Ys}(spery and {cbs,t}s,te?ri are additive

functionals satisfying |z, — $t78(25)| < Cw(wsy) for (s,t) € w2, From the Additive

12



Sewing Lemma (see e.g. [I7,31] or [13] Theorem 1, p. 25] or [14, Lemma 4.2 p. 51]),
they are equal. Conversely, if y = ®(y), then with 29), |ys: — ¢s.:(v)| < Aw(ws,)
meaning that y € P|[¢, a, A]. O]

3.3. Stability and convergence of discrete approximations

We recover the general principle that consistency and stability yield convergence,
as well as existence and uniqueness. For this, we need a stronger hypothesis on 7.
We will show in Section [B.4] that this hypothesis is satisfied in presence of stable
almost flows, as defined in [5].

Hypothesis 1 (Stability). Let ¢ € {6, M]. Let ® and {®"} _be the associated
functionals given in Corollary [I] and Proposition [Il. Assume that for each partition
7w of T, ™ is Lipschitz continuous on P.[¢, a, L] with a constant ¢ < 1 which is
uniform in 7.

Thanks to the Lipschitz inverse function theorem, Hypothesis[Ilimplies that Id—®™
is invertible with a bounded inverse which is uniform in 7. This is stability. We
use in Corollary [8] below such a property on perturbations.

We now give the rate of convergence of numerical scheme. Applied to YDE and
RDE (see [5,6]), we recover the already found rates of convergence:

e In [10], @w(z) = 277 for a vector field in B” and x of finite p-variation,
2<p<3and 1+~ > p, see Remarks 1 and 3. Our estimate is a upper
bound for the right-hand side of (9), namely a rate of v/p — 1.

e In [I5] Theorem 10.3.3], a high order expansion of order n for a rough path of
finite p-variation, 2 < p < 3, is given with w(z) = 2" *V/? for a vector field
of class 67, v > pand n = || = |p]. The rate of convergence is (n+1)/p—1.

e In [28, Sect. 5, p.1789], for YDE (1 < p < 2) with a vector field of class 67,
1+~ > p, the rate of convergence is 2/p — 1 with w(z) = 27,

Proposition 3 (Rate of convergence of approximations). Assume Hypothesis [l
on stability. For each partition w of T, let y™ be the numerical scheme associated
to ¢ with respect to ™ (see Definition [7).

Then, for any y € P|o,a, L],

A
ly™ =yl < 1—_£M0,T(7T)WO,T7 (32)
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where p is defined in [28) and A defined by (24) with K = L. Besides, {y"}_ is a
Cauchy sequence with respect to ||| as Meshm — 0 with

2A
197 = 4" lee < 7 max{por(m), por(0)jwor (33)

for any two partitions o and ™ of T. In consequence, P[p,a] = {y} with y =

lim, y™.

Proof. From Proposition 2, Definition [ and Remark [l y € P[¢, a, L] and y™ €
P, a, L] are respectively fixed point solutions to

Yst = Psy(y), V(s,1) € Ti and yg, = (I);r,t(yﬂ)a V(s,t) € 7T<2H

where @ is given by Corollary[ll For (s,t) € 72, as P[¢, A, L] € P,[¢, A, L] (recall
Notation [)),

Yar — Yst = PT,(y") — @T,(y) + €5, with €F, := T (y) — Py (y).

Hence, from Hypothesis [I]

e s — Ystl < LY" —ylloo + €X 4.

With (B0) in Corollary [l and since yf = yo,

™ = yloo < Y™ = y]oo + Apto,r(m)wo 1.

As the uniform Lipschitz constant of ®™ satisfies ¢ < 1 from Hypothesis [ this
proves (32).

If z,y € P[¢p, a, K], then for any partition 7 of T, ||y — z|ec < |y —4"[loo + |2 — ¥ [|s05
so that y = z. This proves uniqueness since p r(7) defined by (28)) decreases to 0
with the mesh of 7.

To prove (33)), we consider first two nested partitions 7 and ¢ < m. We proceed
as above with y replaced by y?. When ¢ and 7 are arbitrary partitions, then
there exists a partition 7 such that 7 < ¢ and 7 < . The triangle inequality
yields ([B3). That P[¢, a] is contains only the limit of {y™}  follows from Lemma 3]
since y™ € Pr|¢, a, L] from Lemma [Il O

3.4. Stable almost flows and continuity

We give now a sufficient condition to ensure Hypothesis Il The notion of stable
almost flow was introduced in [5].

14



Notation 8 (Ratio bound). For |-|. being either [-|o, or |-|Lip, we define for
6 T2 — B(V,V),

|| * D ENGIRS

g
(rt)eT2 (wr,t) (r,s,t)ET3. @ (wrt)
r#t r#t

Definition 9 (Stable almost flow). A stable almost flow is an almost flow ¢ €
d[d, M| with |¢rs — i|Lip < 07 which satisfies

[00]Lipse < +0, (34)
as well as the 4-points control
|Pr,s(a) = D5 (D) — drs(c) + drs(d)]
< <5t7s(|a —b| v |c— d|) X (|a —c|v|b— d|) + (1 +dp)a—b—c+d|, (35)
where for any a > 0,
Grs(a(wrs)) < 02 (@)@ (wre), V(rys,t) € TS,

for ¢® > 0 that depends on « and wy . Let us denote by Ssf the subset of o of
stable almost flows.

Proposition 4. Let ¢ € SA be a stable almost flow. Then the corresponding
functional ®™ given by Corollary [l satisfies

sup |07;(y) — ®7;(2)] < lrly — 2]«

(3t )67‘(1

L[99 lLip-w + (1 +07)(2 + b7) + $O(K)

with bp := op 1= w(wo,r)
for any y, z € Pr|p,a, K|. In particular, b P 0.
Proof. Consider y, z € P.|¢,a, K]. Let us set
Vii=97(y) — ¢5i(ys) — 7 ;(2) + dji(2i). (36)

As ¢;; =1+ ggj,i, we rewrite (36) as

Vij =7 (y) — @7 ;(2) + ¢5:(vi) — ¢5.(2i) + yi — 2.

15



Using (25) in the proof of Proposition [I]

Vi +Vik=Vir = 05i(yi) — 05.i(21) + Y5 — 25+ 0r,5(Y5) — Pr,(25) — Pri(Yi) + dri(2:)
= 0;.i(yi) — j.i(2) +yj — 25 + 00k ;i (Ys) — 0 j.4(2:)
+ O (Ys) — Orj(D5i(Yi)) — Drj(25) + P (@ji(2i)).

Since ¢ is stable almost flow, the 4-points control (B5) on ¢ yields

\Vij + Vik — Vigl

< 5k,j(|yj — &ii(i)| v |z — dia(z)]) x (ly; — 2] v 1050(wi) — d54(2)))
+ 2+ 00)|y; — 25 — 650 (yi) + 05.i(20)| + 0D Lipswyi — 2i|w(wik)
< Blly — 2| ww(wi)

for (4,4, k) € 71, where
B :=|[0¢|Lipw + (1 +57)(2 + 07) + (1 v 67)9®(K). (37)

Moreover, V;; = Vi ;41 = 0. From the Davie lemma (Lemma 9 in [5]) with U; ; :=
|‘/;'7j|7 2B
Vil < 7=y = 2lwwlwiy), V(i j) e n3.

Hence,

™ ™ " B
1975 (y) = &7, () < 9silluiplly — 2l + 7= lly = 2lcw(win)

2B
< (sr+ 2 wtoun) 1y 2l

This proves the result. O

Corollary 2. Let ¢ € S8d be a stable almost flow. Then for T small enough,
Hypothesis[Q is satisfied and thus [B3]) holds true.

3.5. Continuity results for stable almost flows

The next proposition is a discrete version of |5, Proposition 10| on the distance
between two numerical schemes, one associated to a stable almost flow. The proof
is close to the one of Proposition Bl The next result is the key to prove generic
conditions.
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Notation 9 (Distance on almost flows). For ¢, € o[, M], we define using (@),

@®) and (1),
ot (¢, 1) := max{dw (&, ¥), | — Vo, [0¢ — Y[}

Proposition 5. Let ¢ € S n d[§, M| be a stable almost flow and 1) € A[5, M] be
an almost flow.

Consider a partition m = {t;};_, of T. Let y™ and 2™ be the numerical schemes
assoctated to ¢ and 1) with yj = a and z§ =b.

Then there exists a time T small enough and constants C' and C" that depend only
on L given by (I, ¢®(L), §, ¢ and ||¢|Lipw such that

7 — ¢5i(y7) — 27 + ¥5a(20)| < Cda(d,¥)w(wiy), V(i,7) € n7,
ly™ = 2"[|oo < Cda(b, ) + C'|la —b].

Proof. The next proposition is a discrete version of [, Proposition 10]. Set

Uik :==9y; — Ori(y]) — 27 + Yra(2]).
Fori=0,...,n, U;; = U;;4+1 = 0 from the definition of y™ and 2.

Set ;= d;; — Vi and ay j; = ¢k ;i — Vr;i- Assume that for any (i, k) € 72,

loj,i(2])| < evmw(win),
osc(auj, |25 — ¢5i(2)]) < drea(l + L)w(wix) and |oy(2]7)] < es.

i

With ([I5) and since y™ € P, [¢, a, L] and 2™ € P [, b, L], the 4-points control (3H)
on ¢ yields
Uikl < Uizl + (L+00)|Uji| + [0156(27) = igie(27)]
+ @ (wik) (¢®(L)(1 +0r)|y" — 270 + $®(L) bz (2) — s

+ orex(1 + L)w(wik) + 00| Lip=w|y™ — 27| w0)
< Uil + (1 4 00)|Uji| + (N + N'|y" = 27| o0) o (wi i)

where

N = (er + 0r(1 + L)eg + ¢®(L)es) < (1+0rLY + ¢®)du(o, ¢)
and N := (¢®(L)(1 + 5T) + ‘|D¢|‘Lip+w)-

17



The Davie Lemma [5, Lemma 9] implies that

Uikl < NDw(wi) + N'D|y™ — 2™ |ww(wir) (i, k) € 72 (38)
2+ or

ith D := .
W 1—%(1 +5T>2_5T

Thus,
ly™ — 2" < NDw(wor) + N'D|y™ — 2" |ww(wo,r) + (1 + 07)|a — b].

Assuming that 7" is small enough so that N'Dw(wr) < 1,

ND 1+ 0p
T—2"w < — 0. 39
Hy ® HOO 1— N’DW(WO,T) + 1— N/DW(WQ,T) |a | ( )
Injecting (B9) into (38]) leads to the result. O

Notation 10 (Perturbations). Let € be the family of elements € € ©(V,V) such
that for some parameter 7 > 0,

lelo < n and lefore < 7. (40)

We denote by €|l the minimal value of 7 for which (#0) holds. An element of €
is called a perturbation [0].

Notation 11 (Perturbed numerical schemes). Given an almost flow ¢ € d[6, M], a

perturbation € € €, a starting point a € V and a partition 7 = {t;};_, the perturbed

numerical scheme associated (¢, €) is 2], = Opy1.6(2f) + €rr1,6(2]) With 2§ = a. A
. . 71
perturbed numerical scheme solves 27; = ®7 (™) + E; ; with E; j = >~ €;11,4(2]).

In the context of numerical analysis, a perturbation e corresponds for example to
round-off errors while the choice of an almost flow correspond to truncation error.

Corollary 3 (Stability of perturbed numerical schemes). Let ¢ be a stable almost
flow and € € E. Then there exists a constant K depending on w, wor, M and §
such that for any partition © of T,

ly™ = 2"leo < Klle]e, (41)

where y™ is the numerical scheme associated to ¢ and 27 is the perturbed numerical
scheme associated to (¢, €).

Proof. From [0], 1y s:= ¢y s + €5 is an almost flow, yet not necessarily a stable one,
that belongs to d[6(1 + ), M + (2 + dr)n]. Moreover,

dy (¥, ¢) < |l e max{(2 + 07), w(wo,r)}-
Inequality (41]) stems from Proposition O
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4. Generic properties of flows

4.1. The generic property

Related to differential equations, a generic property is a property which holds for
“almost all” (in the sense of Baire) vector fields and starting points. A precise
description relies on the notion of residual set. The study of generic properties to
differential equations have started with W. Orlicz [34]. Many results are exposed
in [33].

Definition 10 (Residual set). A set N in a complete metric space J is residual
if its M\N is of Baire first category.

Definition 11 (Generic property). A property is said to be generic if it is true
on a residual set.

We now state our main result, which is an adaptation of the ones in [I1,25/33] to
our setting. It relies on the following lemma.

Lemma 5 (A. Lasota & J.A. Yorke, |33, Lemma 1.2]). Let M be a complete
metric space with a dense subset N. Assume that there exists © : M — R,

such that ©(x) = 0 for any x € N and © is continuous at any x € N. Then
{x e |O(x) =0} is residual in J.

Hypothesis 2. We consider a complete metric space (Q,d) with a dense sub-
space R. There exists a continuous mapping from (Q,d) to ¢[f] € (A[d, M], dy)
(dy is defined in Notation [d) which transforms f € @ into ¢[f] € [, M] and such
that ¢[f] € Sdd[d, M] for any f € R.

Theorem 1 (Generic property of existence, uniqueness and convergence). Under
Hypothesis [2, existence, uniqueness of D-solution and convergence of numerical
schemes are generic properties. More precisely, let N be the subset of Ml =V x Q
such that the numerical schemes y™ € B(T,V) associated to ¢|f] with y§ = a
converges uniformly with respect to w to some y € (T, V). Then N is a residual
set in Vx Q andy € P[o[f],a]. In addition, the subset V. x R of M such that

P[o|f], a] contains only one point is a residual set.
Proof. Let us define for a € V and f € @Q,

@((CL, f)) = llrglrillp Hyﬂ[.ﬁ CL] _yg[fv CL]HO@,

Mesh W,Mesh o—0
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where y”[ f, a] is the numerical scheme associated to ¢[f] with y™[f, a]o = a. With
Proposition 2, ©((a, f)) = 0 for any (a, f) € V x R.

Let {(ax, fr)}r>o be a sequence of elements of Jl converging to (a, f) € V. x R. By
Hypothesis 2, ¢[fi] € [, M| while ¢[f] € Ssd[d, M].

By the triangle inequality,

[y ks ax] = v Lk awllloo < |y"Lfes an] = 4" L, alloo + |y"LF a] = v7 [ o]l
+ |y L, an] =971, al |-

Using Corollary Pl and Proposition [

Hyw[f/m a’k‘] - ya[fkv ak‘] Hoo
< 2C(da(oLfi], oLf]) + la — ax]) + C"max{por(7), pror(0)},

for a constant C' which depends on f but which is uniform in 7, o, and a constant C’
which is uniform on 7, o. Thus, for any € > 0, one may choose kq large enough such
that for any k > ko 2C(du (o[ fi], #[f]) + |a — ax|) < € as well as some 7 such that
when max{Mesh 7, Mesh o} < n, C' max{uor(7), pror(c)} < e. Therefore, for any
k = ko, O((ax, fr)) < 2€ and limy O((ax, fr)) = 0. It follows that {O((a, f)) =0 |
(a, f) € V x Q}, which contains V x R, is residual in V x Q.

For the uniqueness, we replace © by

O((a, f)) = sup [y = z]e.
Y,2€2[¢[f],a]

Again by Proposition B, ©((a, f)) = 0 for (a, f) € V x R. The proof is similar to
the above one. O

4.2. Application to RDE

We consider the case of RDE y; = a + Sé f(ys) dxs, the result being similar for
YDE. The driving rough path lies above a path living in a Banach space U, while
the solution y lives in another Banach space V.

let us fix 2 < p < 3. We consider a p-rough path x:= (1,x", x®) with respect to
the control w with values in R ® U@ U®?2, [31], Definition 3.1.3]. This means that
x satisfies X, s ® Xs; = X5 for any r < s <t <7 and

el x|
HXHP:: sSup 17/]2 + w27/p < +0.

(s,t)e']l’i ws,t s,t
s#t
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Definition 12 (Lipschitz vector fields). For any v > 0, a vector field f : V —
L(U,V) is said to be a Lip(y)-vector field (which we write f € Lip(y)) if it is of

class C@E’J with

[£ly =" >, ID*flleo + ID*fllypay < +e0,

where | f] :=sup,_,|f(x) — f(y)|/|x — y|* is the A-Hlder norm for 0 < A < 1

Fix R> 0 and v > p— 1. We define

U(R,y) == {f eLip() || fl, < R}
We use ||, as a norm on U(R, 7).
For f € U(R,~), the Davie approximation is the family
bes|fix](a) =a+ f(a)xglt) + f(Q)(a)fo for a e V and (s,t) € Ti (42)

with f®(a) = Df(a) - f(a). When 1+~ > p, ¢[f,x] is an almost flow [6]. When
v > p, then it is a stable almost flow [5]. A regularisation argument implies that

when 1 < < 3, then U(R, 3) is dense into U(R, ).

Lemma 6. Assume v > 2. Let f, € U(R,~) which converges to f € U(R,7).
Then dg (| fn, x], dlf,x]) converges to 0.

Proof. A classical computation shows that when v > 1,

31, [f](@) = (fla+ f@)x + fP(@)x?) — fla+ fla)xD))xL
= (fa+ fla)x) + fP(a)x?) — f(a)))x?)

t[uvm+rﬂ@ﬁm—wmm»ﬂ@ﬁ;®éﬂ (43)

0

—~

<
w0

Thus, for a constant M that depends only on | f|, and ||x|,,

01,5+ [f1(a)] < Mw(wy) (44)
with
w(x) = 2P and M < | f]2 max{|x[ "7, |x|2"}. (45)

For v > 2, we easily deduce from ([#2)) and (@3] that ¢[f,,x] converges to ¢[f,x]
with respect to dy, up to changing 7 into 7' < .

The result follows from straightforward computations. O
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Combining the above results with Theorem [I] leads to the following result. The
second points is obtained by applying a theorem of Kuratowski and Ulam [24] (See
also Theorem 4.2 in [IT]).

Corollary 4. FExistence, uniqueness and convergence of the numerical scheme
related to the RDE y = a + § f(ys) dx, is generic with respect to (a, f) € V x
U(R,v) when vy = 2. In addition, if V is separable, then there exists a residual set
R in U(R,7) such that for an f € R, there exists a residual set V[f] such that

existence, uniqueness and convergence of the numerical scheme holds for a € V[ f].

5. Flows of diffeomorphisms through Brownian
flows

Let (A, X, P) be a probability space. In the following we note without necessarily
specifying it, by a some element of A. Moreover, for an integer k, L*(A) denotes
the space of random variables K such that the quantity || K| » = E(K*)Y* is finite.
In this section, the state space of the driving Brownian motion is U = R?, while
the state space of the solutions is V. = R™ for some d,m > 1.

Hypothesis 3. Let 0 : R™ — L(R% R™) be a continuous function in o € C@éﬂ
for ~ € (0, 1].

Let B be a d-dimensional Brownian motion on (A, X, P). We consider the family
of Ito6 SDE

¢
Xi(a) =a+ f 0(Xs(a))dBs for t = 0, a e R™. (46)
0

Under Hypothesis Bl (even with y = 0), there exists a unique strong solution to (4@).

Notation 12. An enhanced (Itd) Brownian motion [14) Sect. 3.2] is a rough
paths B of order 2 decomposed as B,;, =1+ B, ; + Bf?t) with

t
Bg’,Qt) = f Br,s & st, V(T, t) S Ti

T

We assume that (A, 3, P) carries B.

The Davie approzimation is naturally defined as

d1.s[0,a](a) := a + 0(a) By y(a) + Do(a) - o(a)BY)(a) for ac A, (47)
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In [6], we saw that ¢[o, @] is an almost flow when o € €."7. When o € €., ¢ is
a stable almost flow. This latter case grants uniqueness of D-solutions as well as
the existence of a Lipschitz flow.

Here, we consider a deterministic function o € C@éﬂ\%ﬁ. Actually, for any «,
Theorem 4.8 in [I0] shows that for almost every o € A, there exists a vector
field o] such that infinitely many D-solutions exist. For such a choice, ¢[o(a), o]
cannot be a stable almost flow. Therefore, we cannot expect that ¢[o, ] is a stable
almost flow for any pair (o, o). Our main result states the existence of a Lipschitz
flow, but does not prove that ¢[o, a] is a stable almost flow.

A series of well-known results of H. Kunita state that a — X;(a,a) defines a
flow of diffeomorphisms for almost every a € A (see below). Our main theorem
states that under Hypothesis [3 there exists a Lipschitz flow associated to ¢ even
when ¢ is not a stable almost flow. Here, we consider only It6 integrals as with
the Stratonovich, similar results require more regularity.

Our main result below is closely connected to Proposition 4.3 in [I0]. We denote
by @7 the space of locally (1 + ()-Hélder continuous functions.

loc

Theorem 2. Assume Hypothesis[3, and let X be the unique solution to the SDE ({40]).
Set Yy 5(a) := X, 0 X, (a) for any a € V.= R™ and any (s,t) € T2. Then ¢ is
almost surely a flow of C@ﬁ;ﬁ-diﬁeomorphisms, 0 < B < 7, in the same galazy
as the almost flow ¢|o,-| defined by A1), and X (a) is the unique D-solution in
P[¢lo, ], a].

As the flow associated to the RDE is Lipschitz, some convergence results in [5]
provides us a rate of convergence of discrete approximations, which is weaker as
the one shown in Section [3] when stable almost flows are used. Here, the discrete
approximation constructed from the Davie almost flow is the now classical Milstein
scheme [20),21].

The pathwise rate of convergence of Ito-Taylor approximations, including the Mil-
stein schemes, have been studied in [I8,[19,21,[36]. For o € 63, the almost sure
rate of convergence is 1 — € for any € > 0. Here, we consider o € €' with v < 1.
When o € C@gﬂ, the Davie approximation is a stable almost flow and we obtain
a rate of convergence of (2 + «)/p — 1 for any p > 2, hence of order v/2 — €. For
o € B2, we obtain a rate of convergence not as good as the one of P. Kloeden
and A. Neuenkirch [I9]. Yet the main point of this section is to study the rate
of convergence for an almost flow not necessarily stable, under weak regularity
conditions.

Corollary 5. Assume Hypothesis [3, then the numerical scheme X7 associated
to the Davie approximation ¢ given by (A1) with the initial condition a € R™
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converges almost surely to X, the unique solution to the SDE (@8] with the rate of
convergence O(r) := (Mesh )27, for all € > 0 such that € < 1.

Proof of Corollary[d. From Theorem [l there exists a flow ¢ of regularity %11;6
(0 < 8 <) in the galaxy of ¢ with w(x) = 2@NE=¢) for all % > ¢ > 0. Thus,
according to [6, Theorem 4.3], X™ converges almost surely to X with a rate of

convergence O(r) = 72~ for all 2 > ¢ > 0 and any initial condition a e R™. O

We will give two proofs of Theorem 2], one being based on a regularization argument
and the second one based on the Kolmogorov-Chentsov continuity theorem.

Notation 13. Let Qy be the ball of radius N > 0 of R™ and centered on 0. We
denote Gr v :=6°([0,T] x Qn,R™) equipped with the norm

|2 gpy = sup sup|zi(a)|, Ve Crny. (48)
tE[O,T] QEQN

Theorem 3 ( [23, Theorem 3.1 p.218|). If o is of class €, with v € (0,1) and
k =1 then the solution map (t,a) — X;(a) is continuous a.s. and for allt € [0,T]
X;(+) is a € B-diffeomorphism a.s. with 0 < B < ~. Moreover, for all t = 0,
aeR™,

t
DXi(a) =1d +J Do (Xs(a))DX,(a) dBs. (49)
0
First proof of Theorem[@. Let o, € €, (R™) with v > 0 such that Han—aH%gﬂ —

0asn— . |o,], < p:=|o|, and o, € G.
Denote by X™ the solution map to X/'(a) = a + Sé o"(X"(a)) dBs.

Since 7,, € B2, X™(a) is also a solution to the RDE X['(a) = a + Sé on (X2 (a))dBg
with @(z) := 2@?*7/P_ (See among others [9,29] for the It6 case and [4,[15,27] for
the Stratonovich case to which a It6-Stratonovich correction term may be applied).
As solutions to RDE are also D-solutions, X™"(a) is associated to ¢} (a) :=a +

() By + Doy(a) - 0, (a)BY).

We know from [22] Theorems 2.3 and 2.5| that {X"} converges in probability
to X with respect to the topology generated by ||, , for any N > 0.

Besides, set M[*(a):= X}'(a) —a = Sé on(X?(a)) dBs. Recall that Qy :={|a] < N}.
A direct application of the Burkholder-Davis-Gundy inequality on M]*(a) shows
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that for any p > 2, there exists a constant C' depending only on u, p and T' such
that

E( sup |Mtn(')|€p(QN)> <, Vn.

te[0,T']

Similarly, with the Grownall lemma and the Burkholder-Davis-Gundy, one gets
that for a constant C’ depending only on u, p and T" such that

E( Sup |DMZT(’)|]EP(QN)) < (', Vn.

te[0,T]

With the Sobolev embedding theorem [7, Theorem IX.16], for any integer N, when
p > m (m being the dimension of the space), there exists a constant K depending
only on N and p such that

1M (@) ljaj<n < K (1M () lleein) + 1DMC)er@n))-

Hence, for any p > m and any N > 0,

supE(HM”H%TW) < to0.

neN

This proves that M™ is uniformly integrable. Therefore, {X"} _; converges also
in L? to X with respect to |-||l¢, . Therefore, there exists a subsequence {n},
such that {X"*}, _, converges almost surely to X along a subsequence with respect

t0 |-z, -

Thanks to (44))-(3), each ¢" belong to d[d, M] for a random function § and
a random constant M which depend only on |B|, and |¢|,. With Lemma [I],
X" (a) € P, a, L] for a random constant L which is uniform in £ > 0 and in a.

Lemma [ implies that X (a) € P[a, ¢, L]. Therefore, X (a) is a D-solution associ-
ated to ¢.

Since X is a flow of @' -diffeomorphisms for any 0 < 8 < v, we set 1 ,(a) :=
X, o X;7*(a) which defines a flow of €'*#-diffeomorphisms.

Since X € P[¢, a, L] where L does not depends on a,

sup | Xi(a) — ¢rs[0, J(a)] < Lw(wsy), V(s,t) € T?.

acRN

Therefore,

sup [¢hy.5(a) — drs[0, J(Xs(a))] < Leo(wsy), V(s 1) € T2

acRN
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This proves that ¢ and 1 belong to the same galaxy.

Thanks to (49), we see that a — 1, s(a) — a is locally Lipschitz for each (s, t) with
a uniform control which decreases to 0 as T" decreases to 0. Hence v is locally a
flow of class © (see Example [1l). Proposition B in Appendix shows that X («) is
the unique D-solution associated to ¢[o, a] for almost all « € A. O

In the following we propose another proof of Theorem 2] which is essentially based
on the classical proof of the Kolmogorov-Chentsov criterion |35, Theorem 1.8] and
its adaptation for the rough paths |14, Theorem 3.1].

Let us denote, for any a € R™ and any (s,t) € T%

\I/s,t(a) = Xs,t(a) - U(Xs(a))Bs,t - DO(XS(Q)) ’ U(Xs(a))Bg?zv (50)
where X (a) is the It6 solution defined by (46).
Lemma 7 ( [I0, Lemma 4.1]). If 0 € €, with v € (0,1), then for any k > 0,

t— s|k£2+TVZ

E (|9,.(a)]*) < C| , YaeR™ V(s t)eT?,

where C' is constant that depends only on k, HO’H%;+—V and T and VU is defined
by (B0).

Proposition 6. We assume o € €, with y e (0,1). Let k be the smallest integer
such that k > %. Then, there exists a positive random constant K € LF(A) such

that for all (s,t) € T2 and all a € R™,
|Tsea)] < Kt — s, (51)

with 6 :=1— 32 + 1 > 1. It follows that the Ité solution X (a) defined by (D) is a
D-solution associated to the Davie almost flow defined by (AT]).

Proof. We fix the integer k and the real 6 as in the statement of the theorem. It is
well known that a constant Cj, depending only on k exists such that E(|B,[*) <

Cylt — s|F/? and E(|B£,22|k) < Cilt — s|* for any (s,t) € T?.

For an integer n > 0, we set D,,:= {g—f, k=0,..., 2"} the dyadic partition of [0, T.
We define

(2) |

K, = sup|V; yro-n(a)|, Ly := sup|By;iro—n| and M, := sup|Bt7t+T2,n
teD,, teDn

teDy,

It follows from Lemma [7 that for any k& > 0,
E(KY) < Y E(Typran(a)f) < 02727557, (52)

teDy,
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In a same way,

E(LF) < Oy 27"%27) and E(MF) < ¢p27 kD, (53)

For s < tin |,y Dn, let m be an integer such that 27 (m+D < |t —s| < 27™. There
is an integer N and a partition s = 70 <73 < -+ < Tn_1 < 7y = t of [s,t] with
the following properties

e for each ¢ = 0,...,N — 1, there n > m + 1, such that 7, 7,1 are two
consecutive points in D,,,

e at most two consecutive points that have the same length.

Setting Wy, pw(a) =T, w(a) — (Vy(a) + ¥y m(a)) for 0 < u<v <w < T, we have

(Pu
N— N—
Z i, Tz+1 Z Ti,Tit1, t (54)

We start by bounding the first right hand side of the above equation

SN e (@] Vg
< i=0 Ti, Tz+1 2 K 2n9 K 55
|t — $|9 Z 2] ( )

2(m+1)0
n=m+1

where Ky :=23] _ K,;2" is a random constant in L*(A). Indeed,

| Kol <2 D[ Kallp2 ™ <20 Y 27 e a0,

n=0 n=0
The above series is convergent because 2+—7 — % —0= % > 0.
To bound the second right hand side, we note that

V(@) = S8 Bow + SE By + SEBY), (56)

with
S~ 5(X,) — 0(X,) — Do(X,)(X, — X,),
)= Do(X,) [ (0(X.) = 7(X,) dB..

Do (Xy)o(X,) — Do (Xu)o(Xu).

We bound the moments of this three terms. For any k& > 0,

H,_/Y
E(IS50l") < IDoSE( X, — Xu[*) < [DoffCiolf o —ul*=, (57)
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where C] > 0 is a constant that depends only on k and ~. Similarly,

E(|SEIF) < |Do |20 o5 v — ul*, (58)
and E(SE)) < [IDol2 1ol + IDalt o500 Cofo —ulh, (59)
where Cy, C3 = 0 are constants depending only on k and ~. It follows from (56
N-1 N-1
Z \I]Ti,THl,t(a) < Sup|Bﬂ'+1,t| Z <S’(r11n+1| + |ST,2)T,+1|) + Sllp|B(2 | Z |S’(r?n+1
i=0 ¢ i=0
(60)
Yet, we have
N-1
Sup|BTi,t < Z |BT¢7T¢+1| < 2 2 Ly,. (61)
v =0 n=m+1

Using Chen’s relation

N-1 2
suplB ZIBT,MHsupIBwAZ|Bm+1| <2 ) Mn+<2 > Ln>

=0 n=m-+1 n=m+1
(62)
Thus, combining (€0), (€1) and (62),

N-—1

Z \Iln,n+1t <4 Z 2 1) + S 2)

=0 n=m-+1 n=m-+1

2
+(2 D] Mn+<2 > Ln> ( > 5,33)),
n=zm+1 n=zm+1 n=m+1

where S\ := supteDn| +T2 .| for L € {1,2,3}. We show with (57), (58) and (59,
in a same way as for Kn, that for £ € {1, 2},

E ([s,g@]’“) <2 ("3 ) and E ([Sﬁfﬂ’“) <o), (63)

where Cy, Cs5 are constants that depend on |04+, &k, v and T'.
b

We recall that 0 :=1 — 2 + 5, then 6 > 1 and there exists a constant 6, €
(%_E>§(9+___)) Wehave

)Zi\;_ol ‘;[]Tiﬂ'i+lyt<a) < K 64

|t — g0 = 2 ( )
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where

Kyimd 3 L2 3 (0 + 5{2) 2o

n=0 n=0

2
+[2)] M2+ (2 > Ln2"91> (Z S;?’)z"(@—“)) . (65)

n=0 n=0 n=0

The constant K} is random variable in L*(A). Indeed, using (53)), (63) and our
choice of k, 61, 0, we check that the right hand side of (65]) contains only converging
series in LF(A).

Setting K := Ky + K} and using (54)), (B3), (64]), we obtain that for all s < ¢ in
Ut Dy 1W54(a)| < K|t — s|%, with K € L*(A). By continuity of (s,t) — ¥, ,(a)
the above estimation is true for all (s,¢) € T2. This concludes the proof. O

Second proof of Theorem[2. According to Proposition B, when o € C@; 7 with v e
(0,1), the It6 solution X(a) is a D-solution associated to Davie almost flow ¢.
More precisely, X € P[¢, a, K], with a random constant K that does not depend
on a. Then we conclude as in the first proof of Theorem [21 O

A. Boundedness of solutions

A.1l. Almost flows with linear or almost growth

In [6], almost flows are not necessarily bounded. In this appendix, we consider
almost flows for which () and (0] are replaced by

|60.5(a) — a] = |Grs] < 85N (a), (66)
06150 (a)] < N(a)w(ws,) (67)

for a v-Hoélder function N : V — R, such that inf, N(a) > 0.

For any 7 of T and any (s,t) € T%, we write ¢}, 1= ¢y, 0 -+ 0 ¢y, 5, Where [t;, ;]
is the biggest interval of such kind contained in [s,¢].

Theorem 4 ( [6, Theorem 1]). There ezists a time horizon T and constant L > 1
depending only on |N||Lip, 6, w and w such that

|¢17fr,s(a) - ¢t,s(a)| < LN(a)w(ws,t)a V(S, t) € T%—

uniformly in the partition ™ of T.
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Now, let us fix T" as in Theorem [l R > 0 and set Q(R) :={a € V | |a| < R}.

Let us consider a path y € €(T, V) such that |y.s — ¢rs(ys)| < Kw(ws;) for any
(s,t) € T2 and yo = a for some a € Q(R). With (66)-(G7),

ye(a)| < la| + 67N (a) + Kw(woy)-
With Ng:= sup|q<r N(a),

HyHoo <R+ 5TNR + Kw(woj). (68)

Combining the above inequality with Theorem [ leads to the following uniform
control.

Corollary 6. If the sequence of paths {t — ¢fy(a)}, converges to a path y €
@(T,V), which is a D-solution, then |y(a)|, < R’ with R’ := R+ 6rNg +
KNRW(MO7T).

Combining Corollary [6l with (68) and Proposition 10 in [5], we obtain a truncation
argument. Thus, as we consider starting points in a bounded set, we assume that
stable almost flows are bounded without loss of generality.

Corollary 7 (Truncation argument). Let ¢ be an almost flow satisfying (66])-(67)
and ¢ be a stable almost flow. We assume that ¢ = v on Q(R') with R defined
above. Let us consider a D-solution y for ¢ with yo = a, a € Q(R) with a constant
K = LNpg. Theny is a D-solution for 1 and is unique.

A.2. Boundedness of solutions

We now give some general results about uniform boundedness of the solutions. For
this, we add a hypothesis on the structure of the almost flows.

Hypothesis 4. Let A : R, — R, be a continuous, non-decreasing function such
that

@ (x)

A(z)

A(0) = 0 and liIT(l) O(z) = 0 with O(x) :=

Typically, we use A(x) = 2'/? for some p > 1. This hypothesis is satisfies when
considering YDE and RDE.

For y € 6([0,T],V), we define

ol = sup Wbl
(s,t)eT2 A(ws,r)
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Notation 14. Let F,(d) be the elements of &[] satisfying for some constants C
and Ry, ¢rs =1+ Py,

O(R) := sup |¢rs(a)|x < CAR, VR = Ry, (69)

la|<R
Proposition 7. Let ¢ € Fp[0]. Let y € P[¢,a, K]|. When CyA(wor) < 1/2,
Hy”oo < 2’&’ + 2Kw(w07T) + QCAR0A07T. (70)

In addition,
lyla < Camax{|[y]e, Ro} + KO(wo,r)- (71)

Proof. With (I3)) and (69),

e — ys| < Kw(wsy) + Cp max{Ro, [y]o}A(ws ).
In particular,

[ylleo < lal + Kw(wor) + Ca(Ro + [ylleo) Alwor)-

For CyA(wor) < 1/2, this leads to (0). Since

‘yt —Ys — ¢t,s<ys>| < Kw<ws,t>7
we obtain (7). O

A.3. Uniqueness of D-solutions associated to flows of class ©

In our setting, we have not assumed that a flow is continuous. If a flow is locally
of class O, then the associated D-solution is unique. We adapt the proof of [10],
Proposition 4.3| in our setting.

Proposition 8 (Uniqueness of D-solutions associated to flows of class 0). Let ¢
be a flow locally of class © and y be a D-solution in P|¢,a, K|. Then y = ¢1o(a)
for any t € T and is then unique.

Proof. As y lives in a bounded set, we assume without loss of generality that ¢ is
globally of class © as we use only local controls on the modulus of continuity of

¢t,s-
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Let m = {t;};_, be a partition of [0,¢], ¢ < T'. Let us set yg:=1y, and vy = ¢r4, (yi)-
This way, v,, = y; while vy = ¢r0(a). Usmg a telescoping series,

n—1 n—1
Up — Vo = Z(%H - 'Uk) = 2 ¢t,tk+1(yk+1) - ¢t,tk+1 o ¢tk+1,tk (yk)
k=0 k=0

Set di := Y41 — Gty it (Uk)|- As y € Plo,a, K|, dp < Kw(wipi1). As ¢y, is of

class 0,
n—1

[0, = w0l < D (d + Or]0lo(1 + K)o (wrype,))
k=0
so that

1= 61.(@)] = [t = 0l < (K +Blol1 + K) 6T)Z O v

since w(x)/x converges to 0 as = decreases to 0. O
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