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ON THE DERIVATION OF GUARANTEED AND p-ROBUST A
POSTERIORI ERROR ESTIMATES FOR THE HELMHOLTZ
EQUATION*

T. CHAUMONT-FRELET"2, A. ERN34 AND M. VOHRALIK*3

ABSTRACT. We propose a novel a posteriori error estimator for conforming finite element
discretizations of two- and three-dimensional Helmholtz problems. The estimator is based
on an equilibrated flux that is computed through the solve of patchwise mixed finite
element problems. We show that the estimator is reliable up to a prefactor that tends
to one with mesh refinement or with polynomial degree increase. We also derive a fully
computable upper bound on the prefactor for several common settings of domains and
boundary conditions. This leads to a guaranteed estimate without any assumption on the
mesh size or the polynomial degree, though the obtained guaranteed bound may lead to
large error overestimation. We next demonstrate that the estimator is locally efficient,
robust in all regimes with respect to the polynomial degree, and asymptotically robust
with respect to the wavenumber. Finally we present numerical experiments that illustrate
our analysis and indicate that our theoretical results are sharp.

KEY WORDS. A posteriori error estimates; Finite element methods; Helmholtz problems;
High order methods

1. INTRODUCTION

In this work, we are concerned with the following Helmholtz equation: find u : Q@ — C
such that
—k*u—Au = f inQ,
(1.1) u = 0 onlp,
Vun —itku = g on 4.

Here Q C R%, d = 2 or 3, is a Lipschitz domain with polygonal or polyhedral boundary
0f) that is partitioned into two disjoint relatively open sets I'p and 'y, . denotes the unit
vector normal to 0f) pointing outward €2, f: 2 — C and g : 'y — C are prescribed data,
and the real number k € (0, +00) is the wavenumber.

Problem ([1.1)) can accurately model the propagation of time-harmonic acoustic or po-
larized electromagnetic waves. It is also insightful for more elaborate wave propagation
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F1GURE 1. Examples of domains 2 and boundaries I'p and 'z

models employed, for instance, in elasticity and electromagnetics, with industrial applica-
tions in acoustics, radar, and medical or subsurface imaging, see, e.g. [16, 19, 23], 140, 53]
and the references therein.

The above setting can represent the scattering problem by a sound-soft obstacle D, see
Figure[l] (a) and (b). Then I'n = dD represents the boundary of the obstacle, T'y = 9
where ) is some “computational box” that includes and surrounds D, and = Qg \ D.
An important scenario is the case of a non-trapping obstacle D in which both D and £
are star-shaped with respect to a common center, see Figure , (a); for a trapping obstacle,
see Figure [I] (b), such a condition is not satisfied. In cavity problems, see Figure [1] (c),
I'p represents the basis of a cavity and I', is typically planar. The obstacle-free case with
I'p = () represents the propagation of a wave in free space. Finally, the so-called interior
problem where I'y = () is well-posed provided that k% is not an eigenvalue of the Laplace
operator in €.

Numerical discretizations, often based on the finite element method, are nowadays vastly
used to find approximate solutions to (1.1). Here, a finite-dimensional space V}, is con-
structed which typically consists of piecewise polynomials of degree p > 1 defined over a
computational mesh 7j, of {2 with a maximal cell size h. In this case, (%)_1 is a mea-
sure of the number of degrees of freedom per wavelength. Another important quantity,
following [28], 43], is the approximation factorﬂ

Opa =k  sup inf w,
serz@\ o} eV [[Bllog
where uj solves an adjoint problem to (1.1) with data f = ¢ and g = 0 (see Section
for more details). The real number o}, describes the ability of the discrete space V},
to approximate (adjoint) solutions to ([1.1)). This quantity combines a measure of the
approximation capacity of V} in the H'-seminorm with the stability of the associated
adjoint problem. Incidentally we notice that oy, is bounded uniformly with respect to h

LOur definition is slightly different from [43] as we include the wavenumber k in oy,,. This way, the
quantity oy, is adimensional, and invariant under rescaling.
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and p, as can be seen by taking v, = 0 in the above definition. For the case of scattering
by a smooth non-trapping obstacle, the following upper bound is available:

(12) o1 < C(0, T0)C(r) (%h £ khg (%)) ,

where the constants C' (ﬁ,fD) and C(k), respectively, only depend on the shape of the
computational domain 2 (but not on its diameter hg) and on the mesh shape-regularity

parameter x, see [43, Proposition 5.3]. We speak of unresolved regime when % > 1,
and of resolved regime when % < 1. We also speak of asymptotic regime when oy, < 1

and preasymptotic regime otherwise. We point out that the condition oy, < 1 typically
translates into stronger requirements on h and p than the resolved regime.

The sesquilinear form b(+, ) associated with the boundary value problem is typically
not coercive, as it contains a negative L*(Q2) contribution, and thus does not lead to an
energy norm. The finite element solution (when it exists), is almost meaningless in the
unresolved regime, where even the best approximation of the solution wu of in the
discrete space V}, is inaccurate. In the resolved regime, this best approximation already
starts to accurately represent u, but the finite element solution u; € V}, is not necessarily
quasi-optimal and is typically still inaccurate. This phenomena is known in the literature
as the “pollution effect”. It is only in the asymptotic regime that the quasi-optimality
of the finite element solution is ensured, cf. [43] and the references therein. The typical
dependence encourages the use of finite elements with high polynomial degree p to
solve problems with high wavenumber &, and this is a usual practice, cf. [2, [6] 14 20} 43, 53]
and the references therein.

The design of suitable a posteriori estimators is of paramount importance both for control
of the error between uw and wu;, and for the efficiency of algorithms adaptively refining h
and/or p [24, B5]. Pioneering works on a posteriori error estimation for the Helmholtz
equation are reported in [4, [5]. The authors focus on first-order discretizations (p = 1)
of one-dimensional problems and prove that in the asymptotic regime, the residual [55]
and the Zienkiewicz—Zhu [56] estimators are reliable (yielding an error upper bound) and
efficient (yielding an error lower bound). Numerous refinements of these results, including
goal-oriented estimation and hp adaptivity, can be found in [22, 35 45|, 48], [51), [52], see also
the references therein.

More recently, residual estimators for high-order finite element as well as discontinuous
Galerkin discretizations of two- and three-dimensional problems have been studied in [28],
49], where an upper bound is obtained even in the preasymptotic regime, taking the form
(when the data f and g are piecewise polynomial)

(1.3a) (Kl = unlSq + v = wnl} )2 < Cupn, Cup = C() + fo(00a),

where 7 is the a posteriori error estimator which is fully computable from u; and the
data. The constant C(k) is not computable, but only depends on the shape-regularity
parameter x of the mesh T, and lim; 0 0p(t) = 0. One sees that in the asymptotic regime
where 01, < 1, the prefactor Cy, in simplifies into an (unknown) constant that only
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depends on the mesh shape-regularity parameter. Moreover, the authors in [28, [49] prove
that as long as there are sufficiently many degrees of freedom per wavelength (essentially
in the resolved regime where % <1),

. khy,
(13b) N < Clow’wK(szU_uhHg,wK + |U_Uh|in)27 CIOW,wK = C(K’T}wp) (1 + ) K) ’

khe 1 :
where the factor (1 + =—%) naturally appears for T'n = 0, n = (3 xcr, %)%, Ti is the

patch of elements around the mesh element K with shape-regularity s, and the corre-
sponding subdomain wg, and the constant C(k7,, p) deteriorates as the polynomial degree
p increases. We also refer the reader to [?], where the convergence of an adaptive discon-
tinuous Galerkin method based on a residual estimator and Dorfler marking is studied.

Another approach to a posteriori error estimation is based on a construction of an
equilibrated fluz, cf. [25, B7, [46]. In this case, an unknown-constant-free upper bound
is obtained for elliptic problems. Moreover, it has been recently shown [7, 29, ?] that
such a strategy provides a p-robust estimator which means that the lower bound does
not depend on the polynomial degree p. The recent work [20] proposes to use this type
of estimators for discontinuous Galerkin discretizations of the Helmhotz problem. The
authors consider a simpler configuration of with I'p = @) and d = 2 and evaluate
the error in the H'(Q)-seminorm |u — up|; o only. While the proposed estimator is p-
robust, both reliability and efficiency only hold up to the uncomputable scaled error terms
k|lu—unloq and k2|ju—uslor,. These terms asymptotically vanish, but their actual size
is unknown.

In the present work, we follow some of the main arguments developed in [28] but we
employ equilibrated flux estimators instead of residual estimators. We establish our results
in the energy norm

2
(1.4) llw = unlly 0 = *llu = unllgq + kllu — unllgr, +lu—unlio
and prove the global upper bound

(1.5a) e — uh|||1,k,Q < Cupn), Cup = V2 + 01(0ba),

where 7 is a fully computable equilibrated flux estimator and 6;(t) := /2t + 2t2. The
factor v/2 can be further decreased to the optimal value of 1 modulo additional techni-
cal developments that we detail in Theorem below. Thus, asymptotically, is
unknown-constant-free, in improvement of and additionally the entire energy norm
(including the scaled L?(Q2) and L?*(T's) terms) is controlled in contrast to [20]. Though
the asymptotic nature of the approximability factor oy, is known, cf. , Opa cannot
be computed or estimated from , so that the bound is not guaranteed in gen-
eral. We succeed in removing this remaining deficiency and find a fully computable upper
bound on oy, in several configurations of interest, see Theorem below. Remarkably,
the bound then becomes guaranteed, and this in any regime (unresolved, resolved,
asymptotic), though the upper bound may largely overestimate the error.
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The second main property of our estimators is the local efficiency

1
khy, \? = khy
(15b) N < Clow,wK’”u — U,hH‘Lk’wa Clow,wK = C(ﬂTK) (1 + ( pK) -+ ) K) )

for every mesh element K, where the term ()% appears for I'y # (). Importantly, in
contrast to (L.3D]), the constant C(k7,) in (1.5b) is independent of the polynomial degree
p (only depends on the local shape-regularity parameter xr, ), and, in contrast to [20],
the scaled L?(2) and L*(T's) terms are included. Since Cy, is also independent of p, we
conclude that our a posteriori error estimator is p-robust in all regimes. Moreover the
estimator is robust with respect to the wavenumber £ in the asymptotic regime where
Oha < 1 (and 2’“7’; <1).

Our manuscript is organized as follows. In Section [2 we precise the functional and
discrete settings and state our main results. We perform a general analysis of the relation-
ships between the energy error and dual norms of the residual in Section (3| and we
employ these results in the context of flux equilibration in Section[d In Section[5], we prove
our fully computable upper bounds on the factor oy,,. We present numerical experiments
that illustrate our findings in Section [6] and draw our conclusions in Section [7} Finally, in
Appendix [A] we establish an intermediate result related to boundary and volume data.

2. SETTING AND MAIN RESULTS

This section details the setting and presents our main results.

2.1. Variational formulation. We recast problem (|I.1)) into a weak form that consists
in finding u € Hp_(€2) such that

(2.1) b(u,v) = (f,v) + (g, v)r, Vv € Hy (),
where

(2.2) b(u,v) == —k*(u,v) — ik(u,v)r, + (Vu, Vv)
and

HL () ={veH'(Q)|v=0o0onTp}.

Above and hereafter, for m € N and an open set O, H™(Q) denotes the Sobolev space
of order m. We also employ the notations ||-||,.0 and ||, e for the norm and semi-norm
on H™(O). Also, (-, -)o denotes the L?*(O) inner-product, and we drop the subscript when
O = Q. We refer to [I], I8 BI] for the definition and essential properties of the Sobolev
spaces. In the following, we assume that the operator B : Hy (€2) — (Hp_(€2))" associated
with the sesquilinear form b is a bounded isomorphism. This assumption holds for all & > 0
if |T'a] > 0, and it allows for |T's] = 0 provided that k? is not an eigenvalue of the Laplace
operator in 2. We equip H%D (Q) with the energy norm

2
(2.3) ol = EI0ll60 + Ellvlgr, + e Vo€ Hp (Q).
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Remark that this choice leads to the sharp continuity estimate

(2.4) (@, 0) < I8l llvllee Vo0 € HI(Q),

which is of particular interest in the context of goal-oriented error estimation [22, 45| [4§].

2.2. Discrete solution. Consider a mesh 7}, of (2 that consists of triangular or tetrahedral
elements K such that KeT, K = Q and such that for two distinct elements Ky € Tj, the
intersection K, N K_ is either empty, a single vertex, a full edge, or a full face of K, and
K_. We further require 7j, to be compatible with the partition T'p UT, of 99, i.e., that
each boundary mesh face F C 99 is either included in I'p or in I'y. For every element
K € Ty, we also define its diameter hx and its inscribed ball radius pg by
hg = sup |z —y|, px:=sup{r>0|3dzec K; B(x,r) C K}.
z,ycK
We assume that the mesh is shape-regular in the sense that every K € 7T, satisfies
PK
>k >0
hi
for a fixed constant . These hypotheses are standard [I8] and not restrictive in particular
in the sense that they do not preclude strong grading of the mesh. We will also sometimes
use the notation h := maxger, hx. If T C Tp is a subset of cells K, we write k7 =

R ‘=

MiNgeT K-
For an integer p > 1, consider the space P,(K) of polynomials on K of degree at most
p, the broken space

Po(Tn) == {v € L*(Q)| vk € Pp(K); VK € Tr},

and define the approximation space

(2.5) Vi = Py(Th) N HE ().
The discrete version of (2.1)) seeks for u; € Vj, such that
(2.6) blup, vn) = (f,vn) + (g;vn)ry, Vo € Vi

In what follows we assume that there is at least one solution to (2.6). Uniqueness is not
required for the present analysis to hold, i.e., u, € V}, can be any solution to (2.6]).

2.3. Approximation properties of adjoint solutions. The approximation properties
of the space V}, from ([2.5) play a central role in the forthcoming analysis. Specifically,
following [28] [43], we consider the real number oy,, defined in the introduction, i.e.

wy —v
(2.7) Oba :=k  sup inf M
$eL2()\{0} nEVh

bl

where u), denotes the unique (adjoint) solution in Hp_(€2) such that
(2.8) b(w,uf) = (w,¢) VYw e Hp ().

In strong form, we have —k? 5 — Aug = ¢ in Q, ug =0 on I'p, and Vugn +ikuj =0 on
['s. The real number oy, is independent of the data f and g but implicitly depends on (2,
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I'p, k, and V}. It combines the ability of the discrete space V}, to approximate the solution
uy, with the stability of the adjoint problem ({2.8). Indeed, we have

(29) kv;lLI€11f/h |U; — Uh|LQ < O-baHCbHO,Q Vo € LQ(Q)

The dependence of oy, on €2, I'p, k, and V}, (or less precisely but more concretely on the
discretization parameters h and p) is not known in general. As previously stated, o, is
bounded uniformly with respect to h and p (take v, = 0 in (2.7))). However, sharper bounds
on oy, are expected to hold by taking other approximating functions v, € V},, leading to
upper bounds on oy, that depend on h and p. For instance, for the case of scattering by
a smooth non-trapping obstacle [43], see also [13] [14], the upper bound is available.
More generally, as long as the domain €2 features an elliptic regularity shift for the Laplace
operator (see e.g. [32]), one can state, cf. Section [5| below, that

~ =~ kh\*®
(210) Oba < C(Q,PD,k,/i) <—)
p
for some ¢ = 5(@, fD) > 0. Here and above, () := (1/hq)S2 and Ip = (1/hq)l'p denote
scaled versions of {2 and I'p which are independent of the size of the computational domain
Q2. We provide a computable upper bound on oy, in some settings of interest in Theorem [2.7]

below.
In addition to ([2.7]), we also introduce

ur —v
(2.11) Gba = k2  sup inf M,
wer2man o} h€Ve [ ¥]lo,ra

where @} is the (adjoint) solution in H{ () such that
(2.12) b(w,u)) = (w,¥)r, Yw e H (Q).

In strong form, we have —k*uj, — AU}, = 0 in Q, @), = 0 on I'p, and Vu}-n + iki}, = ¢
on I'y. The quantity oy, is similar to oy, since it measures the best-approximation error
and the stability of the adjoint problem (12.12)) which features a boundary right-hand side
instead of a volume right-hand side as in (2.8)). As in the case of volume data, oy, is
bounded uniformly with respect to h and p (take v, = 0 in (2.11])) and if the domain
features an elliptic regularity shift, we have

(2.13) Fha < C(Q, Tp, k, K) <k—h) ,
p

where € = 5(@, fD) > 0. In addition, under a reasonable assumption that is satisfied in all
the configurations depicted in Figure [I, we prove in Appendix [A] the estimate

N P LRN\:  kh 1 1
. < . — — _ _
(2.14) Tpa < C(2,I'p)Cyi(k) (( » ) + . ) + (C(Q’FD)khQ (1 + khg) + 2) Oba,
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where Cyi(k) is a quasi-interpolation constant that only depends on the shape-regularity
parameter £ [34, [42]. In particular, in the high-wavenumber regime when khg — oo, we

have )
kh\ 2
5ba§2aba+o(<_) ) .
p

2.4. Equilibrated flux reconstruction. For each vertex a in the set of vertices V), of
the mesh 7}, set

(2153) da = waﬂi(f) + ¢akzuh - Vwa'vuhy
and

| —%aT}(9) = Yaikuy  on Owg NTa,
(2.15b) ba = { 0 on dwg \ T'a.

Here uy, is a finite element solution to (2.6 and 1, is the “hat function” associated with
the vertex a: the unique function in P;(7,) N H'(Q) such that 14(a) = 1 and ¥, (a’) = 0
for all @’ € V, \ {a}. Moreover, the elementwise/facewise L? projectors 7} and 7} are

respectively defined for any integer ¢ > 0, any v € L?(Q), and any w € L?(T'y) by
(2.16a) m;(v)|x € Po(K), (mh(v)|k, @)x = (v|k,@)x Vo € Py(K), VK € Ty,
(216b) %Z(@UNF S Pq(F)a <%Z(w)‘Fa ¢)F = (UlFa ¢>F v¢ € Pq(F)a VF € Fhv FC F_Aa

where Fj, is the set of mesh faces.

For an integer ¢ > 0, let P,(K) be the set of vector-valued functions that have all
components in P,(K). We introduce the space RT ,(K) := xP,(K)+ P,(K) from [44] 47]
and define

Py(T) = {ve L(w)|v|x € PyK); VK € T},
RT,(T) = {ve L*w)|v|x € RT,(K); VK € T}
for any subset of mesh elements 7 C 7, with the corresponding open subdomain w. In
particular, for each vertex a € V,, we denote by 7, the patch of all elements K € Ty,
having a as a vertex and by w, the corresponding open subdomain.

Following [7, 25, 29], we consider the following inexpensive and fully parallel post-
processing procedure:

Definition 2.1 (Equilibrated flux reconstruction). For every vertex a € Vy, let

(2.17) oy = argmin |75 + Y Vunlow
T9ERT 11 (Ta)NH(div,wa)
‘TH=dq in wa
Thn=bg on I'q
where Iy := 0w \I'p if a € b and Owg otherwise. The equilibrated fluz reconstruction is
computed by summing up the patchwise contributions (after zero extension) as

(2.18) on =Y of € RT,(Ty) N H(div,Q).

acVy
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Since dg € Ppy1(Ta) and bg € Py (F) for each face F' C Ow,, we see that the mini-
mization set in (2.17)) is non-empty when

(2.19) (da, 1w, = (ba, Do,  Va ¢Tp.
Since 1), € V;, when a ¢ I'p, we have from (2.6)) in combination with (2.16)
(waﬂi(f>7 1)wa - (f7 1/}&) — b(uha wa) - (g, 7vba)l"A — b(uha wa) - (%ﬁﬁ(g), 1)FA'
As a result, the compatibility condition (2.19) follows from the definition (2.2)) of b(-, -) and
(wa'ﬁi(f% 1)wa = — kz(uha wa)wa - Z‘k’(uha wa)awaﬂFA + (V'LLh, V¢a)wa - (dja%z(g)a 1)FA
= (Vwa'vuh - k2¢auh> 1)wa + (baa 1)8wa'
Then the uniqueness of the minimizer in (2.17)) follows from standard convexity arguments.

Remark 2.2 (Equilibrated flux). In practice, the local fluzes o§ are obtained by invoking
the Euler—Lagrange conditions of the constrained minimization problem (2.17)). This leads
to the problem of finding the unique pair (o, rt) € RTp1(Ta) N H(div,wa) X Py 1(Ta)
such that of-n = bg on L'y and

(Uﬁa Uh)wa - (Tfm V'Uh)wa = —(wavuh, vh)wa Vv, € RTp+1<7:z) N HFA(divuwa)a
(V-oi,th)wa = (da,Vn)w, Yo, € Py (Ta),

where Hr, (div,wg) tmposes zero normal fluz through T and where Pgﬂ(’];) is composed
of the functions v, € Ppi1(Ta) such that (vy,1),, = 0 if a & Tp whereas Pgﬂ(’ﬁl) =
Ppi1(Ta) otherwise.

2.5. Data oscillation. For each element K € 7T;,, we define

h he\?,
220 oserlf) = N = Do+ e () g = @ e,

with )
3 1 hk
2 e Ngpa— (142 ) (2

C"cr,K K7FA47T ( + 7T> <pK> )

where Nk r, is the number of faces of K that belong to I'y, and the remaining part of Ci;
comes from the standard trace inequality for one face of K, cf. [I7, Section 4.2]. Owing to
this definition of osck (f, g) and to the Poincaré inequality (recall that K is convex)

h
lollose < = [vli
™

as well as to the trace inequality

h 2
|v]lo,0xnors < Cirx (71() [v]1.x¢,
we have

221 (lf = m(Dloxllvllorx + g = T(lloornrsllvlloorars < oscx(f,g)lvlk,
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for any function v € H'(K) with zero mean value on K. If T = {K} is a collection of
several elements K, we set

N

OSCT(f,Q) = (Z OSCK(fvg)2> )

KeT
and we omit the subscript when 7 = 7},.

2.6. Main results. Let u be the weak solution to (2.1) and let uj, be any conforming
finite element approximation solving ([2.6). Let the equilibrated flux reconstruction o, be
prescribed by Definition and define the local and global error estimators as

(2.22) Nk = |lon + Vupllox, n:= (Z ni)

KeTy

Recall finally the approximability factors oy, and oy, defined respectively by (2.7)) and (2.11]).
Our main result on the error upper bound is the following.

1

Theorem 2.3 (Upper bounds). The following global upper bound holds true:

(2.23) llw = unllly .o < Cup (n+0sc(f,9))
where

(224) Oup = mln(\/§ + él (Uba), 1 + ég(aba, 51[,3))
and

(2.25) 0 <61(t) = (éﬂ/iHZ)J“(%“/in) +12 -2

< 04(t) == V2t + 212,

together with

2
(2.26) - + t2> +#2+ 12 -1

< By = Vt+ 212 4 2.
Note that the bounds 0 < 6;(t) < 6;(t ) and 0 < 05(t,1) < 05(t, 1) 1n and ([2.26]),
2.23)

respectively, are straightforward, so that the only estimate to prove is (2.23)). This result
is established in Propositions [3.4] 3.6, and [4.1]

Remark 2.4 (Upper bounds in the asymptotic regime). When oy, — 0 and oy, — 0, the
presence of Oy in (2.24]) implies that Cy, — 1. This indeed happens in most configurations
of practical interest when z% — 0 at fizred k, see (2.10) and (2.13)) or (2.14). Thus, the

a posteriori error estimate (2.23)) is asymptotically constant-free. Unfortunately the ap-
prozimation factors oy, and oy, cannot be computed explicitly. To circumvent this issue,
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we establish a computable estimate on oy, in Theorem below, to be used in conjunc-
tion with 0, in ([2.24). This will make the bound guaranteed but, unfortunately, the
computable bound on oy, s in general too rough and leads to a large error overestimation.
This is in particular reflected by the fact that this computable bound does not tend to zero
as % — 0 at fized k in some cases.

Our main result on the error lower bound is as follows.

Theorem 2.5 (Lower bounds). The following local lower bounds also hold true:

(227) Nk < ClOW,meu - Uh|H1,k,wK + C<RTK) 0SCT (f7 g) VK €Ty

with )
khy,. \2 kh,
Clowwy = C(kTy) (1_1_ ( pK) + pK> ’

where C(k1, ) only depends on the shape-regularity parameter k.. of the mesh in the patch
T of elements sharing a vertex with K and where hy,,. is the diameter of the corresponding
subdomain w .

In addition, the following global lower bound holds true:

(2'28) n S C’10W|||u - uh|||1,k,(2 + C("{) OSC(f, g)v

where 1
kh\2?2 kh
Clow = C(K) (1 + (—) + —) :
b b

and C(k) only depends on the shape regqularity-parameter r of the mesh.

Remark 2.6 (p-robustness, k-robustness). Since the approzimation factor oy, defined
mn is bounded independently of the mesh size h and polynomial degree p (taking v, = 0
mn ), the same holds for Cy,. Moreover, trivially, %h < khq. Then, and ei-
ther (2.27) or (2.28|) establish the equivalence of the error and the estimator independently
of the mesh size h and polynomial degree p, leading in particular to polynomial-degree ro-
bustness in all regimes. More precisely, for any wavenumber k, there exists a constant C,
independent of h and p, such that the effectivity index Cyuyn/||u — upl|, ;o is bounded by
C for any h and p; here C can depend on k and hg. Moreover, robustness with respect to
the wavenumber k is achieved in the asymptotic regime where opn, < 1 (and % < 1), so
that Cyyp and Clowwy 07 Clow are bounded independently of k, h, and p: when o,y <1 (and
%h < 1), there ezists a constant C, independent of k, h, and p, such that the effectivity
index Cupn/||u — unll, . is bounded by C for any k, h, and p; here C is of order 1 for
shape-reqular meshes.

The local lower bound ([2.27)) is established in Proposition [4.5l Though ([2.28) is easily
obtained from ([2.27) by summation over the mesh cells, we provide an estimate with a
sharper constant in Proposition [4.6]
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Crucially, for several configurations of interest, the upper bound of Theorem can be
turned into a guaranteed estimate in any regime starting from the unresolved one (on any
mesh 7, and for any polynomial degree p) through the following computable upper bounds
on the approximability factor oy,.

Theorem 2.7 (Computable bounds on oy,).

Case 1a) (Scattering by a non-trapping obstacle). Assume that Q = Qg \ D, T'x = 98,
and T'p = 0D, where Qy, D C R? are two open, bounded, connected sets such that D is a
proper subset of Qg and assume that the subset

(229)  Orpyr, ={xo €RY| (£ —=xy) - n <OV €lp, (T —x)) N >0V €n}
is nonempty (recall that n points outward S2). Let

(2.30) Coan(LTp) = inf  Cuan(Q, I'p, o),
zo€0r,, 1y
with
PR 1 _ 2
Cstab (2, I'p, @) 1= . {sup |z — xo| + sup (2(3: —xp)n + (@ = z0) x m| >} .
Q

IS xel'p (CL‘ — wo)-n

Then, we have
1
2

(231)  op < (((d 1)+ Cstab(ﬁ,f’D)khg> + <(d 1)+ Can (O fD)khQ)2>

Case 1b) (Wave propagatlon in free space). Assume that Q is convexr and T'p = (), so
that Oryr, = ). Let C’stab(ﬂ FD) be defined as above. Then, we have

~ =~ kh
(232) Oba S Ci(li> (d + Cstab(Q, FD)khQ) p—B,
where Ci(k) is any approximation constant satisfying
h
(2.33) vfllrel\f/h v —vpl10 < Ci(k )pﬁ|v|2,g Vo € Hp (Q) N H?*(9Q),

and such that it only depends on the mesh reqularity parameter k; typically B =0 or f =1

in (252) and @33)

Case 2a) (Interior problem). Assume that Tx = (. Then

>\.
2.34 2 <k A S
(2:34) Tba = PEEA N — &2

where \; is the j-th eigenvalue of the Laplace operator in § with Dirichlet boundary con-
ditions.
Case 2b) (Convex interior problem). Assume that T'a = 0 and that Q is convex. Then

(2.35) oo < Ci(K) (1 L ) h

minjey [A; — k2| ) pf’

where Ci(k) is any approximation constant satisfying (2.33)).
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Remark 2.8 (Bounds of Theorem[2.7). In contrast to the a priori bound (2.10)) which gives
Opa — 0 when z% — 0 with fixed k, our computable upper bounds on oy, of Theorem do

not share this property in cases 1a) and 2a). Further work is needed to close this gap, and
we leave it here as an open question.

The proof of Theorem is carried out in Section |, The estimates (2.34) and ({2.35))

follow from standard properties of spectral decomposition and we only sketch the proof
at the beginning of Section [fj The more involved upper bounds (2.31) and (2.32) are
respectively established in Sections [5.2] and [5.3]

Finally, the constant Cg.p, (€2, I'p) can be easily bounded when I'y has a simple geometry
(which is usually the case in scattering applications):

Remark 2.9 (Constant Cyan(Q,I'p)). In the Case 1a) (resp. 1b) above, if Qy (resp. )
is a circle or a ball centered at xy, then Cyap(Q,I'p) < % If Qo (resp. ) is a square

centered at xq, then C’Stab(ﬁ,fD) < 3*\/‘/;. Finally, if Qq (resp. Q) is a cube centered at

2
2, then Cuan(Q, Tp) < 255

Similarly, several expressions for the constant Cj(k) can be found in the literature [3], 10l

30, [39], leading to (2.33) with 5 = 0:
Remark 2.10 (Constant Ci(k)). A more precise definition than (2.33)) is

B —
Ci(k) := v sup inf [o=vnha
h vEHE ()NH2(2)\{0} vh€Vh ‘U|2,Q

The value of Ci(k) can then be estimated by considering any interpolation operator. For
any v € HE (Q) N H*(Q2), we can define its Py nodal interpolant Tp,(v) € Vi, by

(Zn(v))(a) = v(a) Va € V.
Then we have (with = 0)

|U — Ih(’l)) 1,0

)

Ci(k) < sup
veHL (Q)NH?()\{0} hlv[2.0

where Ci(k) only depends on k. In particular, following Theorem 1.1 of [3], we have
Ci(k) = 3/k if d = 2 and Ci(k) = 8/k if d = 3. Furthermore, sharper estimates are
available for the specific case of triangles when d = 2, and we refer the reader to [10, [36] 39].
In particular, for a mesh formed by isosceles right-angled triangles, we will employ the
estimate Ci(k) < 0.493/v/2 from [39)].

Remark 2.11 (Eigenvalues). Apart from very simple domain geometries, analytic expres-
sions of the eigenvalues \; appearing in (2.34) and (2.35)) are not available. However,
guaranteed a posteriori error estimators can be employed to reliably estimate their value,

and thus ov,, see [8, O B8] and the references therein. We also refer the reader to [11],
where related arguments are employed in the context of least-squares discretizations.
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Remark 2.12 (Data oscillation). Actually, a slightly sharper upper bound than ,
with data oscillation integrated to the local error estimators, follows from below.
Also, upon modifying the treatment of the data f and g as in [27, 29], one could replace
in osci(f,q) in the projections 7 and 7 by 77" and T2 and gain an additional
order for data oscillation in the upper bound . This is, however, not possible in the
lower bounds and . We do not present these extensions here for the clarity of
exposition.

3. RELATION BETWEEN THE ERROR AND THE DUAL NORM OF THE RESIDUAL

The aim of this section is to obtain lower and upper bounds on the error between u and
up, by dual residual norms. We define the residual R(uyp) € (H%D(Q))I stemming from the
weak formulation (2.1) by

(3.1) (R(up),v) = b(u — up,v) = (f,v) + (g,v)r, — blup,v) Yv € H%D(Q).

We further introduce the residual norm

R
(32) IR o= sup LRLLUI
veHE ()\{0} [v]1.0
Note that in virtue of (2.6)), we have
(33) <R(uh),vh> =0 Y, € V.

3.1. Global upper bounds. We start by an upper bound on the L?()-norm using the
approximation factor oy, defined in (2.7)). The proof follows the lines of Lemma 4.7 of [2§]
and employs the usual Aubin—Nitsche duality argument.

Lemma 3.1 (L*(Q)-norm upper bound by the dual norm of the residual). We have
(3.4) Fllu = unllo.o < owal[R(un)l[-1.0-

Proof. We introduce ¢ as the unique element of H}\ () such that b(w, &) = (w,u — uy) for
all w € Hi (). Selecting the test function w = u — uy, and using (3.1)) and (3.3), we see
that

kllu = unllg.o = k(R(un), €) = k(R(un), & — &) < k| R(un)l| 106 — &0
for all &, € V},. Hence, using (2.7)) and its consequence (2.9) and recalling the definition of

&, we have
kllu = unllg o < IR (un)l-10 <’f€ir€1§ € — €h|m> < Obal[R(un) [ -1.0llu — unllog,
h h

and (3.4) follows. O O

We now record a useful quadratic inequality.
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Lemma 3.2 (Quadratic inequality). Assume that x > 0 satisfies
az? < ¢+ bz,

for some constants a,b,c > 0. Then we have

<b—|—\/b2+
aa:_2 1 ac.

With the help of Lemmas and we obtain an upper bound on the H'(2) semi-

norm.

Lemma 3.3 (H'(Q) semi-norm upper bound by the dual norm of the residual). We have

1 1
(3.5) lu — uplr0 < (5 + 1 + (Uba)Q) | R (un)||-1.0-

Proof. Using the definition (2.2)) of b, (3.1), and Lemma (3.1, we have
lu — Uhﬁg = Reb(u — up, u — up) + k*|lu — Uh”(?),ﬂ
<R (un) | -1alu = wnlio + (0a) R 0

and ({3.5) follows from Lemmawith a=1,b=|R(upn)|-10,and c = (Jba)QHR(uh)HQ_LQ.
] O

We are now ready to establish global upper bounds in the energy norm. Our first
estimate is explicit in terms of oy,,.

Proposition 3.4 (First upper bound by the dual norm of the residual). We have
e = unlll g0 < (V2 + G (00 IR (un)l|-1,0,

with 0, defined in ([2.25).

Proof. Employing the definitions and , we have

kllu—upll§r, = —Imb(u — up, u — up) < [|R(un)||-10lu — unl10,

and using Lemma [3.3] it follows that
9 1 1 ) 9
Fllu = unllor, < | 541/ 7+ (002)* | [R(un)l|Z1 0.
Hence, from ([2.3) and (3.4)—(3.5), we infer that
2
9 9 1 1 ) 1 1 ) 9
=l < (ol + (5445 o) + (54 T+ 2] | IRGIIE .

and the claim follows from the definition of 51. O O



16 A POSTERIORI ERROR ESTIMATES FOR THE HELMHOLTZ EQUATION

Proposition [3.4] is not completely satisfactory, since the asymptotic value for vanishing
o1a Of the prefactor is v/2. We now provide a sharper analysis that shows that the asymp-
totic constant can be brought to the optimal value of 1. Recall the definition (2.11)) of
Opa-

Lemma 3.5 (L*(I's)-norm upper bound by the dual norm of the residual). We have
(3.6) Bl = unllory < GualR(un) 10

Proof. We use again a duality argument. We define x as the unique element of H%D(Q)
such that b(w,x) = (w,u — uy)r, for all w € HE (Q). Selecting the test function w =
u — uyp, employing the definition of the residual (3.1), and taking advantage of Galerkin’s

orthogonality (3.3]), we have
kllw = unl§ ry = kb(u —un, x) = k(R (un), X = xn) < kR (up)|-1alx — xal10

for all x, € V3. Then, recalling the above definition of y and the definition (2.11)) of oya,
we obtain (3.6) by taking the infinimum over all x;, € V. O O

Our second estimate is explicit in terms of the two constants oy, and oy,:

Proposition 3.6 (Second upper bound by the dual norm of the residual). We have
e — wnll g < (14 02(0ba, ) R(un) | -1.0,

where By is defined in .
Proof. The proof combines , , and . 0 O
3.2. Local lower bounds. Define the local Sobolev space H!(wg) as

H (1) = { {ve Hi(wa) | [, v=0} when a ¢ E,
{v € H'(wq) | v =0 on the part of I'p where 94 # 0} when a € I'p.

We will now employ a localized dual norm of the residual from (3.1) that is defined for
each a € V), by

(37) RO e = sup  Rn).Yat)

velwa\(0)  [V1wa

9

recalling that 1), is the hat function associated with the vertex a € V.
We record that there exists a (Poincaré or Poincaré-Friedrichs) constant Cpp, that
depends only on the local shape-regularity parameter s, := minge7, Kx such that

(3.8) 1Vll0we < CprFahalv]iwe Vo € H, (wa),

where hg = SUp, e, |T — y| is the diameter of the patch subdomain w,. When wq is

convex and a ¢ I'p, we have Cpp o, = 1/, and we refer the reader to [54] and the references
therein for a discussion on the value of the constant Cpp 4 in the case of non-convex patches
or patches around a Dirichlet boundary vertex. As observed in [7], 29], Leibniz’s rule in
conjunction with shows that

(39) |¢av‘1,wa S Ccont,PF,a|U|1,wa Vo € Hj (wa>’
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where the constant Ceont pr.a = 1 + Cpr.a|Va
employ the trace inequality

1,00,wa It Only depends on x7,. We will also

(310) ||U||0,8waﬂFA S Ctr,ahg|v|1,wa Yo € Hi(wa)y

where the constant C}, , again only depends on x7,. Finally, we introduce for each vertex
a €V, the local norm

2
IVl e = E2 VNG e + FN01 psarirs + [0 P0 € H (wa).

For all vertices a € V,, if v € H%D(Q) with suppv C wg, there exists a discrete function
Q5 (v) € Vi, with supp(Qf,(v)) C wa such that

khg, khy \ 2 :
(3.11) |HU - Qgp(v)‘“m,wa < Cyia (1 + 7 * (?) ) [vha:

where the constant Cg; o only depends on x7,. We can use a quasi-interpolation operator
@5, to achieve . The construction of such an operator is presented in Theorem 3.3
of [42] in two space dimensions. For three space dimensions, the corresponding operator is
constructed in [34].

Lemma 3.7 (Local lower bounds of the error by the dual norm of the residual). For all
vertices a € Vy, we have

IR(un)ll-1.a < Cv,alle = unlly o

where Cp, g := min(Cip hat,as Clb.gia) and

N

C? C3
X tr,a PF,a 2
C(lb,hat,a = C'Cont,PF,a 1+ 02 kha + 02 (kha) )
cont,PF,a cont,PF.,a
1

kha kha \ 2\’
Clb,qi,a = cont,PF,vai,a (1 + — + ( ) ) )
p j%

Proof. Let v € H!(wg). From (2.4) and (3.1]), we observe that
(3.12) [(R(un), Yav)| = [bu = up, av)| < [lu = unll; 4, 1av]
Then, using (3.8)), (3.9), and (3.10]), we have

|||¢av|||ik,wa = k2||¢av||(2),wa + k||¢av||(2),awamFA + Wavﬁ,wa

< K [[0ll6 o + ENVIIG pwarirs + [Wavli,

S (C%F,ak2hi + Ctzr,akha + Oczont,PF,a) |U|%,wa
2

lwa*

1,k,wq "

2
= Clb,hat,a v



18 A POSTERIORI ERROR ESTIMATES FOR THE HELMHOLTZ EQUATION

On the other hand, since Qf,(¥qv) € Vi, with supp(Qf,,(¥av)) C wa, using Galerkin’s

orthogonality in and with , we have
(R (). bat)] < M= unll o [[ar — Qa0
1

kha — (kha\?\’
sam0+7ﬂ(p))|mﬂwm@%mm

1
kha  [kha\7\®
< Ceont,PF,aCyia (1 + 7 + (7) > llw — Uh|||1,k,wa|v|1,wa

= Cigiallu = unlly ool wa:

The expected result follows by combining the two bounds together with the definition ([3.7))
of the localized dual norm. O O

4. BOUNDS ON THE DUAL NORM OF THE RESIDUAL BY EQUILIBRATED FLUXES

In the previous section, we derived upper and lower bounds for the finite element error
based on dual norms of the residual. These dual norms are not directly computable, as
they are defined using a supremum over infinite-dimensional spaces. In this section, we use
the technique of equilibrated flux construction to achieve guaranteed computable upper
and lower bounds of these dual norms.

4.1. Global upper bound. Recall the definitions (2.20)) of the data oscillation, (2.22)
of the error estimator 7, (3.1) and (3.2) of the residual and its dual norm, and finally
Definition of the equilibrated flux o},

Proposition 4.1 (Upper bound on the dual norm of the residual). The following holds
true:

(4.1) [R(un)l[-1,0 < (Z (i + oscr (f, 9))2> :

KeTy

Proof. We first observe that since the hat functions form a partition of unity, we have

Z Ya(x) =1 Vz € Q.

acVy,

The summation over all vertices a € V), in (2.18)) together with the divergence and normal
trace constraints in (2.17)) lead to

V.o, =7h(f)+ Kk u,inQ, o,n=—(7(g9)+ikuy) on Ts.
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Then, if v € H%D(Q) we have
b(up,v) = —k*(up,v) — ik(up,
= (mp(f),v) + (7
= (m,(f),v) + (7}
= (m,(f),v) + (7
It follows that
(R(un),v) = (f = m,(f),v) + (9 = T (9)s v)ry + (m,(f)sv) + (77,(9), v)r, — blun, v)
= (f = m,(f)v) + (9 = 7 (9); v)ry — (On + Vup, V).

Since the restriction of 7} (v) to each mesh face F' C I'y belongs to P,(F'), and v — 7} (v)
has zero mean-value on each mesh cell K, we have

[(f =7 (f) vk + (9 — 73,(9), v)oxror, |
=|(f = m,(f);v = ())& + (9 — Th(9), v — 7, (v))oxrrs |
< If = mh(Dlloxllv = mh@)llo.xc + lg = Th(g)llooxrrsllv = 74 () llo.oxrs
< osci(f, 9l K,
where we used . The Cauchy—Schwarz inequality now implies . 0J U
At this point, the upper bound of Theorem follows from Propositions ,

and by setting C,, := min <\/§ + él(aba), 1+ ég(O’ba, 5ba)> and bounding (4.1)) further
by t

)FA + (Vuh, VU)

( ) U>FA <7T ( )+k2uh7 ) ( ( )+2kuh7 ) (Vuhavv)
( ) U>FA (V Ohn,V ) (ah'n U)FA (Vuh,Vv)

(g)’ U)FA + (Uh + VUh» VU)

e triangle inequality.

4.2. Local lower bound. We first introduce a residual with projected source terms
(4.2) (Ri(un),v) := (7h (f),v) + (77 (9),v)r, — b(un,v) Vo € HY (),

where the original right-hand sides f and g have been respectively replaced by their ele-

mentwise and facewise L? projections. We employ the same notation for the dual norms

of Ry (up) as for those of R(up).
Lemma 4.2 (Data oscillations). We have
IRa(un)ll-1.a < IR(un)ll-1a + Clrr,) 0507, (f,9)  Va €V,

where the constant C(k7,) only depends on the shape-reqularity paremeter of the elements
in the patch Tq.

Proof. Fix a vertex a € V. For all v € H(w,), we have
(Ri(un), Yav) = (R(un), Yav) = (f = m,(f), Yav) — (9 — 7,(9), Yav)r,
Consequently, we infer that
[(Rn(un), Yav)]
< [(Run), Yav)| + [[f = 74 (f)lowallVavllows + 19 = Th(9)lo,0warrs [ Vav]loowanrs
< [(R(un), Yav)| + [If = 7, (Nllowa [Vll0wa + 119 = T (9)llo.0wanra 1V]0.6warrs
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and we conclude using a similar estimate as in (2.21)) patchwise. O O

In the next lemma, we observe following [7, Theorem 7], [29, Remark 3.15|, or [?,
Corollary 3.6] that the dual norms of the residual can be characterized using “continu-
ous versions” of the minimization problems defining the equilibrated fluxes of. Recall
that ['q = Ow, \ I'p if @ € Tp and 'y = dw, otherwise.

Lemma 4.3 (Dual characterization). We have

(4.3) Rl -1 = _,_min [T + vV,
V 17%=dg In wq
T4 n=bg on 'y

where bg and dg are defined in (2.15)).
Proof. We introduce r, as the unique element of H}(wg,) such that
(Vra, VU),, = (Riu(up), Yqv) Yo € H} (w,).

Let v € H}(wg). The definitions (2.15) and (4.2) together with the identity V(¢qv) =
Ve Vv + vV, show that

<Rh(uh)7¢av> = (daa U)wa - (baa U)@waﬂFA - (¢avuha Vv)way

and therefore

(VTa, Vv)wa - (daa U)wa - (baa U)awaﬁFA - (¢avuh7 Vv)wa Vv € Hj(wa)'

Thus, 0% := — (Vre + ¥ Vuy,) € H(div,w,) satisfies V-o® = d, and 6% n = b, on Iy,
as well as
(6% 0)y, — (ra, V-v),, = —(¥aVup,v),, Yve Hr,(div,w,),
(Vo 0),, = (da,v), Vo € HN(wg),

so that o is the unique minimizer in the right-hand side of (4.3)). Then, the conclusion
follows since we have ||Rp(up)|l-1.a = |Taliwe = [|0* + Yo Vunlowe, - O O

The following key estimate directly follows from [7, Theorem 7] in two space dimensions
and [?, Corollaries 3.3 and 3.8] in three space dimensions.

Lemma 4.4 (Stability of discrete minimization). For every vertex a € Vy,, we have

loh + YaVunllows < Csta . min 7% + 9 Vuglow,,
T2cH (div,wq)
V7%=dg in wq
T7%n=bg on I'g

where Cy.q only depends on kKr,.

The following proposition gathers intermediate results established throughout Sections
and {4 and proves the local lower bound ([2.27)) of Theorem [2.5] Denote here by Vi the set
of vertices of the mesh cell K € 7},.
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Proposition 4.5 (Local lower bound). We have

Nk < ClOW,wKH’u o uh|||1,k,wK + C(HTK) OSCTy (f7 g) VK € 77”

where

Clow,wK = (d + 1) max Cst,aclb,a-
Vi

ac

Proof. Combining Lemmas [3.7] [£.2] [£.3] and [4.4] we infer that
(4.4) o + YaVunllows < Cst.aCimallu — uh|||1,k,wa + Cst,aC(K7,) 08T, (£, 9)-

Since

ik < Y llof + Ya Vigow,

a€Vgk

and as each K € T, has (d + 1) vertices and the neighboring elements have a similar
diameter, the assertion follows. 0 O

Finally, the following estimate is obtained by summation of the local lower bounds (4.4
established in the proof of Proposition and proves the global lower bound (2.28)) of
Theorem [2.5

Proposition 4.6 (Global lower bound). We have

1 < Crowllu —unllly g o + C (%) 0sc(f, 9),

where

Olow = (d + 1) max Cst’aolbﬂ.

acVy

Remark 4.7 (Computable lower bound). Lemma shows that Cy, g < Cibhat,a, Where

the constant Cip nat.a 15 fully computable. Since we can compute an upper bound for Cy q,
see [29, Lemma 3.23], we are able to provide a fully computable lower bound for the error.

5. PREASYMPTOTIC ERROR ESTIMATES

In this section, we establish the results stated in Theorem 2.7 We only detail the proof
for Cases la) and 1b), as the other cases (related to the interior problem) easily follow
from standard properties of spectral decomposition and the regularity shift

1Pl2.0 < |Ad]lo,0,

for all ¢ € H}(Q) with A¢ € L*(2), which is valid when Q a convex polytope, see [32]
for instance. The aim of this section is thus to prove the bounds (2.31) and (2.32)) of
Theorem 2.7
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5.1. A stability estimate in L?*(Q). Under the assumptions of Case 1a) or 1b), the
cornerstone of the analysis is a stability estimate that we establish hereafter. Similar
upper bounds are available in [33 41] for the setting considered here, and we refer the
reader to [12, 13, 50] for more complex geometries. However, these estimates are not as
sharp as possible and/or the constant C’Stab(@, fD, xo) is not computable, since they have
been derived having a priori error estimation (or simply, stability analysis) in mind. We
provide here sharper, fully-computable estimates.

Lemma 5.1 (L?(Q) stability estimate). Let Q = Qy\ D, Ta = 08, and I'y = 0D, where
0o, D C R? are two open, bounded, and connected sets such that D is a proper subset of
Q. Assume that the subset Orp r, defined in is nonempty. For all ¢ € L*(Q), let
the (adjoint) solution uj € Hy_(Q) solve [2.8), i.e., b(w,u}) = (w, d) for all w € HL (Q).

Then, we have

(5.1) Fllugloe < (4= 1) + Cuan (@, Tn)kho ) 9]l

with C’Smb(ﬁ,fD) is defined in ([2.30)).
Proof. Let ®y € Or, r,, i.e., we have
(x—xp)n <O0Vxelp (x—xo)n>0Vrely,.

Let us set y(x) :=  — o, Y, ==y — (yn)n, V. uj = Vuj — (Vugn)n. In strong form,
the (adjoint) solution u} is such that

—kuf — Auf = ¢ inQ,
uy = 0 onlp,
Vu;"n, + zku; = 0 onl,.

The key idea of the proof is to multiply the first equation by the test function w := y~Vu_;5
(here * denotes the complex conjugate) and employ integration by parts techniques. Let us
point out that since €2 is a polytopal domain and I'p and 'y are well separated, we have
uy € H %JFE(Q) for some £ > 0, and therefore uj, and w are sufficiently smooth to allow the
operations performed hereafter (see in particular Section 3.3 of [33]).

First, applying Green’s formula, we have

2Re {—kQ/Qu; (qu_;)} = —kz/ﬂy-V]u;P = dk* ||yl o — K /aQ lusPy-n,

where we used the fact that V-y = d. Recalling Rellich’s identity

2Re {/ V(y-Vu_;)-Vu;} = —(d—2)|ujlig +/a Vi Pyn,
@ Q
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which can be obtained by integration by parts (see [33, proof of Proposition 3.3] for in-
stance), we have

2Re{—/Augy-Vu_;}
Q

:2Re/vu;-V(y-Vu_;) —2Re/ (Vugn)y-Vuj
Q Q

=—(d—=2)ulio+ /aQ |Vuj|*y-n —2Re /BQ (Vum) y-Vug,

It follows that
2Re/ gby‘Vu_; = 2Re/ (—k2u; — Au;) y‘Vu_;
Q Q
= dk?||luy |50 — (d = 2)uglig
—k2/ g *y-n + / Vujy-n — 2Re/ (Vuymn)y-Vug,
o9 o0 o0
We now simplify the boundary term as

B = (VusPyn — 2Re/ (Vuyn)y-Vu,
o0 G

:/ |V7u;|2y-n—/ |Vu;-n|2y~n—2Re/ (Vuyn)y, V. uj

20 o0 o0

:/ |V.,.u;|2y-n—/ |Vu;~n\2y~n—/ |z'ku;|2y~n—i-2Re{/ iku;yT~V,.u_;}
T'a I'p s I

2/ V) Pyn — kQ/ |uj|*y-n + 2Re {/ iku;yT-VTu_;},
Ta Ta Ta

where we used the facts that V,uj = 0 on I'p, Vuj-n = —ikuj on I'y, and yn < 0 on
I'p. We now have

2Re / oy VI > dk?|Jusoq + / IVt Py — (d — 2[5
Q 1N

- 2k2/ g *y-n + 2 Re/ ikuly, -V uj,
T'a Ia
that we can rewrite as

Wil + [ VoupPyn

Ia

< 2Re/ gby-Vu_;—i- (d — 2)\u;§|fﬂ + 2k2/
0

IDN

|u;]2y-n + 2Reik {/1“ u;yT-VTu_;}
A

< 2Re(d, y-Vus) + (d — 2)[us 2o + 202 / i Pym + 2k / 1Vl .

Ca 1N
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At this point, since y-n > 0 on 'y, we use the inequality
k{3 [V 3 | = 26|V 7y
ly x n| )
=21k u V. us|v/yn
(i) ) (91 v5m)

_ plyxnp
<pl

g |” + [V gy n,
and infer that
0203 R < 2ol V) + 02D+ [ (2 Y
A
< 2M(zo)|[0llo,aluf| 0 + (d = 2)|ugli o + K p(wo) lugll r,
< Mzo)?[|8ll5.0 + (d = Dwg|? o + K (o) [uf |15 r,s

where, recalling that y = x — xy, we have set

o~ 2) x ).

Aaw) = supla @il plan) = sup (2@ o 1520

xef) xel'p
Moreover, we have
lugli @ = Reb(ug, ug) + K [lugllg o < llologllugllon + A lugltq
and

klugller, = —Imb(u), uf) < [|6]lo.cllu}lloq-
It follows that

Fugllee < Mao)* 161150 + ((d = 1) + kp(o))|8llo.cllwf llo.o-
Lemma with a = k%, b = (d — 1) 4+ ku(xo)|[¢llo,0, and ¢ = A(x0)?[|#]|§ o shows that

k:2||uf¢||07g < (d—1)+ ku(xo) n \/((d -1+ ku(wo))2 +k2A(20)2 | 190

2 2

< ((d=1) + k (Mao) + p(20))) [9l0,0-
Then follows since Cyap (€, Ip) = infyoeor, r, (1/ha)(AMxo) + p(20))- O O

5.2. A bound on oy, for scattering by a non-trapping obstacle (Case 1la)). We
prove the bound (2.31)) from Theorem Observe first that

wy —v wy
(5.2) Opa =k  sup inf M <k 5 1.0

serzonfoy eV ol T serz@ngor 190

Then, we consider an arbitrary ¢ € L*(Q) and the associated solution uj € Hp_(9Q).
Selecting the test function v = uj in (2.8) and considering the real part of the equality, we
see that

ugliao = Re(o,up) + K [lug|lo .



A POSTERIORI ERROR ESTIMATES FOR THE HELMHOLTZ EQUATION 25
Hence, employing (j5.1]), we have

k? €
Fluigha < 5ol10la+ gk lllin + Flul

< (FO+ (1= 1+ Can@To.abha) ) 1613

for all e > 0 with

k? ~ o~ 2
F(E) = 2_5 + 2_]{:2 ((d - 1) + Cstab(Q7 I'p, mo)kh9> :
Then, considering the equation F’(g) = 0, we see that the minimum of F' is achieved for
k2
Ex =

(d—1)+ Cstab(ﬁa fD, xo)khg’
and

F<€*) = <(d - 1) + Cstab<§7 fD, wo)k’hg) .
We thus obtain that

~ ~ ~ o~ 2
R Jusf2 < {((d = 1) + Coan(@ T, o)k ) + ((d = 1) + Cuaan (. T, @0k } 16112 0.

for all ¢ € L*(€2), and ([2.31]) follows from ([5.2)).

5.3. A bound on oy, for wave propagation in free space (Case 1b)). We prove
here the estimate (2.32)) of Theorem 2.7, We thus consider the case where I'p = ) and Q
is convex. In this case (see [13]), uj € H*(2). Using (2.33), we observe that

[uy — vnlia [ujl2.0

< kCi(li)ﬁ sup

5.3 Oba=Fk sup  inf '
(5.3) PP peL2(Q)\{0} ||¢|’0,Q

serz@n oy v [[@log

We can view uj as the unique solution to
(Vo, Vuy) —ik(v, uj)r, = (v,f) Yo € H%D(Q),
with f = ¢ + k*u}. Then, Theorem 3.2 of [I5] states that uj € H*(Q) with

|uglae < [[fllog-
Then, (5.1]) shows that

|u;|2,ﬂ S (d + Cstab(ﬁa fD>khﬂ) H(b”(),ﬂa
and ([2.32)) follows from (/5.3]).

6. NUMERICAL EXPERIMENTS
We present here two numerical experiments illustrating Theorems [2.3] 2.5 and 2.7]
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h=+2x2/3 h=+2x1/2 h=+2x2/5
FIGURE 2. Cartesian meshes for the plane wave problem of Section [6.1

6.1. Plane wave in free space. We consider problem (I.1)) in the square Q = (—1,1)?
with I'p = () and Ty = 9Q. We fix the angle v := 7/3, set d := (cosv,sinv), and define
the plane wave &,(x) := e*@® x € Q. We remark that £, is a homogeneous solution. The
problem is thus to find u such that

(6.1) —k*u—Au = 0 inQ,

) Vun —iku = ¢ on 01,
where g = V&,-n — ik&, on 0€). The unique solution is the plane wave u = &,.

We consider different values of the wavenumber k. In each case, we discretize problem
(6.1) with meshes based on Cartesian grids (see Figure [2) with different sizes h. The mesh
sizes are selected so that the condition % < 1 always holds true. For all meshes and
wavenumbers, we compute the relative estimators (the factor 100 allows one to read the
relative errors as percentages)

’r] ~
TR Eest = Cy Eestu
|||u’”1kﬂ ’

where, following (2.25]) of Theorem [2.3| and ([2.32)) of Theorem (here d =2, § =0)

Eest := 100

(6.22) Cup *= (% + i+ (Cba)Q) + (% + }L + (Cba)2> + (Cba)27

(6.2b) Cha := G (2 + Cspankhq) kh
with /5
3+V2 0.493
hao =2V2, cyap = ———, ¢ i= ——,
Q tab 2\/§ \/§
see Remarks and . Eest is the relative percentage form of the guaranteed version of

the upper bound (2.23)), where C\;, is bounded from above by ¢, = V2 +él(cba); Eo is the
relative percentage form of the constant-free equilibrated error estimator n given by ([2.22)),

without the prefactor Cy, or ¢,p. According to our theoretical results, 1) Eeoy and Eey are
p-robust; 2) Eey gives a guaranteed upper bound; and 3) ¢, as defined in (6.2b]) tends to
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0, but unfortunately only as h — 0 and not as p — oco. Furthermore, as the analytical
solution is known, we also introduce the relative percentage errors

llu — unllly 40

(i

U — 1mplu
100, I m @l

FEer, := 100 -

Y

where the best approximation 7, (u) € V}, to u is numerically computed by solving
K2 (mn(u), vp) + k(mn(w), vp)r, + (V(mn(u)), Vop) = k*(u, vp) + k(u, vn)r, + (Vu, Vo)

for all vy, € V},. The behavior of Fin, Fha, Fest, and E’est for polynomial degrees p = 1,
2, and 4 is respectively presented in Figures [3| [4, and [5] In addition, Tables [T} 2} and
present the effectivity indices Fegi/ Efern and Fegt/ Efem of the prefactor-free and guaranteed

relative estimators Foy and Feg, respectively.

At fixed wavenumber k, the prefactor-free estimator E is reliable and efficient for the
error Ef.,, up to a constant independent of the mesh size h and polynomial degree p, so
that the values of E. follow those of Eg., up to effectivity indices independent of h and
p. For instance for the wavenumber k = 207, where the results cover the unresolved and
resolved regimes, see above, the effectivity indices of F,y range between 0.11 and 1.00.
Also, for fixed wavenumber k and mesh size h, the effectivity index actually improves and
approaches the optimal value of one for higher values of p: for instance for £ = 107 and
h = 2\/5/128, the effectivity indices respectively read 0.20, 0.93, and 1.00 for p = 1, 2,
and 4. Unfortunately, Fq can severely underestimate Ef.,. The overestimation becomes
more pronounced as the wavenumber k gets higher, which can be seen in Figures and
Tables see in particular Table [2, where the effectivity index for p = 2 and k = 607
drops to 0.07 on a rather refined mesh with h = 21/2/256, falling into the resolved regime
with % ~ 0.17. This can happen in the preasymptotic regime oy, > 1, since the above
reliability and efficiency of Fe, though robust with respect to h and p, is not robust with
respect to k. In accordance with the theory, though, the effectivity index Feg;/Ffom indeed
approaches the optimal value of one in the asymptotic regime.

The relative estimator Eg indeed gives a guaranteed upper bound on the finite element
error E., in all situations. Its effectivity index can unfortunately reach very high values.
Although it decreases rather swiftly with mesh refinement for P; elements, see Table
we were not able to design the upper bound on oy, to be sharp for p > 1: we only
employ it with # = 0 which means that ¢y, does not decrease with increasing polynomial
degree p (cf. the asymptotic behavior of oy, with respect to both h and p in where
e = 1 can be taken here). Consequently, the effectivity indices of Fey are relatively poor
for higher-order elements in Tables 2] and [3, and, moreover, only improve with decreasing
the mesh size h but not with increasing the polynomial degree p. We also see from Table
when k£ = 7 that asymptotically, the effectivity index of the guaranteed estimator Feg is
close to v/2 ~ 1.41, which is in agreement with . Recall that theoretically, this is
remedied by the use of the constant 1 + ég(aba, Oha) IN . In practice, however, we do
not have a computable estimate on oy,.
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k=m k=A4m k=107 k = 20w

h Eest Eest Eest Eest Eest Eest Eest Eest
2v/2/8 0.78 7.3810.36 45.55|0.28 219.62|0.16 502.52
2v/2/16 094 4.80|0.27 17.18|0.36 137.48|0.21 314.17
2v/2/32 1.01 3.01]0.31 10.07{0.30 57.24|0.35 265.17
2v/2/64 1.02 2.05]0.52 848|0.19 18.42|0.29 112.57
2v/2/128 [1.03 1.64|0.77 6.65 | 0.20 9.8410.19 36.61
24/2/256 | 1.03 1.51]0.94 4.430.36 8.8910.12 11.60
2v/2/512 | 1.03 1.47|1.01 2.810.61 7.7910.19 9.27
21/2/1024 | 1.03 1.46 | 1.02 1.96 | 0.85 5.76 | 0.36 8.81
21/2/2048 | 1.03 1.46 | 1.03 1.61[0.97  3.70|0.61 7.76

TABLE 1. Effectivity indices of the asymptotical and guaranteed error esti-

mators in the plane wave test case of Section with P; elements

k =107 k = 207 k = 407w k =607

h Eest Eest Eest Eest Eest Eest Eest Eest
2\/5/32 0.19 46.58 [ 0.22 213.82|0.46 1753.21 | 0.12 1014.61
2v/2/64 0.55 66.32 0.11 54.52|0.22 42474 10.15 658.57
2\/5/128 0.93 56.130.32 75.82|0.10 91.05 ] 0.17  359.92
2v/2/256 | 1.00 30.36 | 0.79 94.49 | 0.17 79.18 | 0.07 70.88
2¢/2/512 | 1.00 15.57[0.98 58.91|0.55 129.81|0.19 102.77
2\/5/1024 1.00 8.12|1.00 30.30{0.93 111.08 |0.61 162.98

TABLE 2. Effectivity indices of the asymptotical and guaranteed error esti-

mators in the plane wave test case of Section with P, elements

k=107 k=207 k=407 k=607
h Eest Eest Eest Eest Eest Eest Eest Eest
2v/2/32 1095 227.91|0.24 224.79|0.10 376.03|0.30 2548.49
2v/2/64 |0.99 119.14 | 0.92 438.82|0.12 234.70 | 0.11  451.99
2v/2/128 [ 1.00  60.35|0.99 236.00 | 0.83 787.63|0.23  486.20
24/2/256 | 1.00  30.54 | 1.00 119.27 | 0.99 469.50 | 0.94 1000.73
2v/2/5121.00 1558 |1.00 60.06 | 1.00 237.14|1.00 530.32

TABLE 3. Effectivity indices of the asymptotical and guaranteed error esti-

mators in the plane wave test case of Section with P, elements
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F1GURE 3. Behaviors of the estimated and analytical errors for the plane
wave test case of Section [6.1] with P; elements

6.2. Scattering by a non-trapping obstacle. We now consider the scattering of a plane
wave by an obstacle. This problem consists in finding v such that

—k*u—Au = 0 inQ,
(6.3) u = 0 onlp,

Vun —iku = g only,

where again g = V§,-n — ik, with §, given in Section [6.1] The computational domain is
constructed such that Q2 = Qy\ D, I'p = 9D, and 'y = 9, where Qg = (—1,1)? and

1
D:{CCGQ )2[:61\—§<w2<|w1\},

see the left panel of Figure [0} We see that we have & -m < 0on I'p and - n > 0 on 'y,
so that this setting enters Case 1a) of Theorem [2.7| with &y = (0, 0).
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FIGURE 4. Behaviors of the estimated and analytical errors for the plane
wave test case of Section [6.1] with Py elements

We select the wavenumbers & = 27 and 107 and employ polynomials of degree p =
1, 2, and 3. As the analytical solution of the problem is not available, we employ an
accurate numerical solution as a reference. Specifically, for each mesh 7, we employ the
approximation u ~ wuy, for the comparison, where u;, is computed using the mesh 7, with
Ps finite elements.

In order to generate unstructured adaptive meshes, we consider a simple procedure based
on the software platform mmg [26]. We start with the initial mesh depicted in the right
panel of Figure [f] The software mmg allows one to impose a map of maximal allowed mesh
sizes (or metric). This map is specified by defining values on the vertices of a previously
introduced mesh. Thus, at each iteration, after solving the problem on the mesh 7, and
computing the corresponding estimators 7x, we produce a metric to generate the mesh of
the next iteration. We start by defining a new maximal mesh size h} for each element.
This is done by sorting the elements in decreasing values of nk, setting hj, := hx /2 for
the |7,|/10 first elements, and defining hj, := 1.1hg for the last |7,|/10 elements (we set
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F1GURE 5. Behaviors of the estimated and analytical errors for the plane
wave test case of Section with P, elements

h%. = hg for the remaining elements). Then, the maximal mesh size value at the vertex
a € V), is specified as h}, := minge7, hj;. Examples of meshes produced by this algorithm
can be seen in Figure [0} We point out that the object of our study is not to analyze
the performance of this very simple adaptive algorithm (actually, we start with an initial
mesh that is already adapted), but only to analyze the performance of the estimator on a
prototypical family of adaptive meshes.

Figures |7] and |8 represent the relative percentage analytical and estimated errors

|ttn — un| n

W2 By =100 - —
|||Uh|||1k9

Erem := 100 - — ,
‘Huhmm,{z

in the different stages of the adaptive procedure for both £ = 27 and £ = 107 and for
all P1, Py, and Ps elements. All the observations made in the example of Section [6.1
still hold true here, even though the meshes are now unstructured and feature elements of
significantly different sizes. The relative estimators Fu are in particular a much better



32 A POSTERIORI ERROR ESTIMATES FOR THE HELMHOLTZ EQUATION

1 o

FIGURE 6. Scattering problem of Section[6.2} domain settings (left) and the
initial mesh (right)

match to the approximate relative errors Fg.,, for Pz elements than for P; and P, elements
in the k£ = 107 case.

Following ([2.25]) in Theorem , Case 1a) of Theorem , and Remark , we can also
define

Eest = CupEest
with ¢,, given by (6.2a]) and

3+v2
ST hg=2V2,
2v/2 “

where we have employed the point &y = 0 in Remark We remark that here c,p
only depends on k£ and improves neither with the mesh size h nor with the polynomial
degree p. We compute c,, = 42.05 for k = 27, and ¢,, = 198.94 for k = 10m. We
observe that with this definition, Eu indeed constitutes a guaranteed upper bound for all
meshes, wavenumbers, and polynomial degrees considered in this example. However, as the
overestimation factor for F is about 1 asymptotically, the overestimation factor for Feg
will be about 40 and 200 for k£ = 27 and k& = 107, respectively, which might unfortunately
be too large for being useful in applications.

Finally, Figure |§| depicts the local estimators nx of compared to the actual ap-
proximate errors ex = ||y, — unl|, 4 g, evaluated using the reference numerical solution wy,
on a sequence of adapted meshes for k£ = 107 and P3 elements. We see that the estimators
Nk provide a very good representation of the error distribution, even if the wavenumber is
relatively high and the mesh is unstructured, with a significant ratio between the largest
and the smallest element sizes. This result illustrates the local efficiency of the proposed
estimator as stated in . The solution corresponding to the finest mesh is depicted in
Figure [10]

1
Cha = ((1 + CstabkhQ) + (]- + CstabkhQ)Q) ° s Cstab =
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FI1GURE 7. Behaviors of the estimated and analytical errors in the adaptive
procedure for the scattering problem of Section [6.2 with k = 27

Let us finally investigate the ability of the local estimators nx of to drive a mesh
adaptive algorithm starting with a very coarse mesh. To this end, we still consider the
scattering of an incident wave by a non-trapping obstacle , but we change the incident
angle to v = —7/12 and work with higher wavenumbers k. We keep the same refinement
algorithm as above but we start with the (much) coarser mesh depicted in Figure
Figures [12] and [14] present the results respectively obtained with P; elements and
k = 20w, P, elements and k = 60m, and P, elements and & = 120w. The reference
solutions, computed on a fine mesh with Ps elements, are represented in Figure [II} The
left panels of Figures show that, in all cases, the algorithm converges towards the
correct solution, even though the initial mesh is very coarse and features less than one
degree of freedom per wavelength. In the right panels of Figures 14} we indicate the
minimal and maximal element sizes in the mesh at each iteration (recall that the meshing
package divides the mesh size by 2 in the zone selected for refinement. In each figure, we
indicate by a dashed vertical line the first iteration for which the resolved regime is entered
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FIGURE 8. Behaviors of the estimated and analytical errors in the adaptive
procedure for the scattering problem of Section [6.2] with £ = 107

in that there holds % < 1. In the resolved regime where % < 1, we can see that the
minimal element sizes are divided by two at each iteration, which means that the smallest
elements in the mesh are always selected for refinement. This is typical of refinements close
to re-entrant corners, and is expected to correctly capture the corner singularities. In the
unresolved regime, however, the minimal element sizes decrease more slowly and are closer
to the maximal element sizes, indicating a more uniform refinement of the mesh. This is
expected since a global refinement of the mesh is required in the unresolved regime, before
the local behavior of the solution can be efficiently captured. Congruently, in the first
iterations of the algorithm (approximately 10), the error F,, stagnates or even slightly
increases, while in the remaining iterations, the error steeply decreases at each step. An
interesting observation is that this seems to appear here soon after the beginning of the
resolved regime where % < 1, whereas a similar steep decrease only appeared later for
uniformly refined meshes, see Figures [3| and [l This earlier decrease of the finite element

error may be explained by the fact that the resolved regime is defined only by the size of
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FIGURE 9. Estimators nx (left) and elementwise errors |[un — upll, , x
(right) for the scattering problem of Section for £k = 10w with P53 ele-
ments

the largest element in the mesh, so that a large part of the mesh can be refined before
entering the resolved regime.
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FIGURE 10. Scattering problem with v = 7/3: real (left) and imaginary
(right) parts of the solution for £ = 107
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Bottom left panel & = 607. Bottom right panel £ = 1207
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7. CONCLUSIONS

We have proposed a novel a posteriori error estimator for the Helmholtz problem with
mixed boundary conditions in two and three space dimensions. The estimator is based
on equilibrated flux reconstruction that relies on the solution of patchwise mixed finite
element problems. It is reliable, where the reliability constant depends on the approxi-
mation factors oy, and (possibly) oy, and tends to one when oy, op, — 0, so that the
estimator becomes asymptotically unknown-constant-free. We have also proven, via argu-
ments based on elliptic regularity shift, that the conditions oy, o, — 0 are met, for most
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FIGURE 14. Behaviors of the estimated and approximate analytical errors
and mesh sizes in the adaptive procedure for the scattering problem of Sec-
tion P, elements and k = 1207

situations of practical interest, when % — 0 with fixed k. Finally, we have proven that

the derived estimator is locally efficient and polynomial-degree-robust in all regimes and
wavenumber-robust in the asymptotic regime oy, < 1.

The approximation factor(s) oy, (and oy,,) are unfortunately in general not computable.
We have managed to provide computable upper bounds on oy, in particular settings of
interest, including scattering by non-trapping obstacles and wave propagation in free space.
For such configurations, our upper bound thus becomes guaranteed and fully computable
with no unknown constant and no assumptions on the mesh size, the polynomial degree, or
the wavenumber. Unfortunately, our computable bounds on oy,, are in general too rough,
not converging to zero in some cases, or only converging to 0 with mesh refinement A — 0
but not with polynomial degree increase p — oo, in contrast to the property o, — 0
when % — 0 at fixed k. Consequently, an important overestimation can appear for these
guaranteed bounds, though they are still locally efficient and polynomial-degree-robust.
We believe that these issues could be addressed in future work following [13], in particular
by carefully estimating the multiplicative coefficient of corner singularities.

The presented numerical experiments illustrate our findings, suggest that the proposed
estimators additionally have the potential to be asymptotically exact, and indicate that
they can drive adaptive mesh refinement starting from coarse meshes and small polynomial

kh

degrees even when starting the adaptive process in the unresolved regime where oy 1.

APPENDIX A. ESTIMATE ON THE BEST-APPROXIMATION CONSTANT FOR BOUNDARY
DATA

In this appendix, we analyze the behavior of the quantity oy, defined in (2.11]) in terms

of oy, defined in (2.7). For the sake of simplicity, in this section, the notation C' (Q,fD)
denotes a generic constant that only depends on the geometry of €2 and I'p but may vary
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from one occurrence to the other. In addition Cy(k) is a “quasi-interpolation” constant
that only depends on the mesh shape-regularity parameter x [34] [42].
The results derived in this appendix rely on the following regularity assumption.

Assumption A.1 (Additional regularity). Let ¢ € L*(Q). We assume that if u € H'(Q)
satisfies
—Au ¢ in €,
u = 0 onlIp,
Vun = 0 only,

then u € H2(Q) with
[uly.g < C(Q,T)l[¢llog,

where  C Q is a netghborhood of T s (Z e., Q is an open subset of €2 and I's is a subset of

the closure of Q) and the constant C’(Q FD) depends on the shape of Q) and the splitting of
its boundary into I'p and I'x but not on its diameter hg. Furthermore, we assume that if
Y € L*(T'x) and uw € HY(Q) solves

—Au 0 inQ,
u = 0 onlp,
Vun = 1 only,,

then u € H2 () with
[uls & < C(Q,To)l[¢llors-

Assumption is not an important restriction. Indeed, it is typically satisfied in ap-
plications, as the boundary I', is artificially designed to enclose the region of interest.
For instance, I's is usually selected as the boundary of a convex polytope for scattering
problems, so that Assumption [A.1]holds (see [15] and [2I, Lemma 1]). In the case of cavity
problems, I'y is typically planar, and Assumption holds if the solid angle between I'p
and T'p is less than or equal to w/2 (we can perform an odd reflection across the Dirichlet
boundary, and recover a situation similar to the scattering problem, see [15]). As a result,
Assumption is satisfied in all the configurations depicted in Figure [I}

Our next step is to employ a lifting operator .Z introduced in [43] that transforms the
boundary right-hand side on I'a, say ¢, appearing in the definition of oy, into a
volume right-hand side .%;,. We remark that there exists a function y € C*°(2) such that
0<x<1in®, x =0 outside ﬁ, and x = 1 in a neighborhood on I'y. In addition, a
simple scaling argument shows that we can choose y such that

IXljo02 < C(Q,Tp)hg’

for all 7 € N. The main novelty of the following result resides when both subsets I'p and

I's have positive measure and touch each other, so that only a regularity shift to H 3 is
available owing to Assumption [A.T]
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Lemma A.2 (Boundary lifting operator). Let Assumption hold. For all v € L*(Ts),
we define £ as the unique element of Hp (Q) such that

(A1) a(w, Zy) = (w, ¥)r,
for allw € HY (), where
a(w, ZLy) == K (w, ZLy) — ik(w, Ly)r, + (Vw, V.L).
Then we have
(A.2) EllZyllors < [¥llors,
(A3) PILlRa+ 1 %la < L101Rr,
In addition, we have
(A4) Kb il X% o < O Fp)Cyls) ((%h) + %) ¥l
where the last term is present only if I'p has positive surface measure.
Proof. We first pick w = %, as a test function in (A.1). Taking the imaginary part yields
Il Zsllor, = —Im(ZLy, )ry < 1Wllorsl-Lllors.
and follows. Now, we take the real part and use the above bound to obtain

1
FllZullog + 1Zulia = Re(Zy, ¥)ry < Z1¥lor,-

This yields . Finally, we observe that we can see .Z}; as the unique element of H%D (Q)
such that
(Vw, V$¢) = —k2(w,,§f¢) + (w, w - ik$¢)pA
for all w € Hp_ ().
At this point, we distinguish the case where I'p is of zero measure or not. If |I'p| = 0,
then Assumption together with classical arguments (see [32]) away from I's show that

|0 < CEQT) (RILllya+ 1¢lors + kILollor, )

< C@.Fo) (1% loal Llla + 1Wlor, + HiZlar, ).

and we conclude with (A.2)) and (A.3)) that
IXZilly 0 < COLTD) L lls 0 < C@Fo)[¥llors.

Then, (A.4) follows from standard approximation theory [34] [42].
On the other hand, when |[I'p| # 0, we split £, = ¢o + gb% where ¢, qb% € H; (Q) are

uniquely defined by
(Vwa qu?) = _kQ(w7$¢)’ (Vw7 ng%) = (w’ ¢ - ik"%ﬂf)FA
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for all w € H}_ (). Picking the test function w = ¢, it follows that

(62 < K21 Zsllolldsllon < C(Q, To)k2halltllor, |2l 0.

where we used the Poincaré inequality to handle ||¢2]/oq and (A.2) to estimate k||-Zy| 0.0
Similarly, employing a multiplicative trace inequality which combined with the Poincaré

~ 0~ 1
inequality yields ||¢%||OIA <C(Q, FD)]’L6|¢%|LQ7 we infer that

03B 0 < 16 — £ Lylloru I63lors < OO, Fo)blllors 93 o
Then, invoking Assumption [A. 1] we have
92126 < C(ATo)R | Zullos < CO o)k [ lor

and

[03]5 5 < C(Q,To)l[Y — ikLyllors < CQTo)[¥ors-

Thus, since supp x C Q and invoking once again the Poincaré inequality, we infer that

IXP2l2,0 < [[Xlloglpalyg + [Xl1ald20ia + [X]20lld2llo0
< C(Q,Tp) (Wz’gfz + h§1|¢2\1,9>
< C(Q,T)k [ lo,rs,

and similar arguments show that
X033 5 < C(Tp)l[9llors-
At this point, (A.4]) follows from standard approximation theory [34] [42]. O O

We are now ready to establish the main result of this appendix which proves the

claim (A.6)).
Proposition A.3 (Bound on ay,,). Let Assumption hold. Then

N U kh\? kh 1 1
< ; - — — — :

Proof. We consider an arbitrary element 1) € L*(T') and define uy, as the unique element

of Hf () such that b(w,u},) = (w,¢)r, for all w € HE (). Then, defining %, € Hy_ ()
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following Lemma [A.2] we have
b(w, x-Zy)
= —k*(w,xZy) — ik(w, x.Ly)r, + (Vw, V(xZ,))
= k*(xw, Zy) — ik(xw, Zy)r, + (V(xw), V.Z)
+(Vw, V(x.2y)) — (V(xw), VL) - 2k*(xw, Z,)
= a(xw, %) + (Vw, £,V x) — (wVx,V.E,) — 2k*(xw, £y)
= (xw,¥)r, + (Vw, Z,Vy) — (wVx, VZy) — 2K (xw, Z)
= (w,)ry + (W, -2, Vxn)oa — (w, V(L VX)) = (w, V- V.Zy) — 2k*(w, x.Z)
= (w,¥)r, — (0, V-(LVX) + Vx-V.ZL + 2k*°x %),

where we used the fact that Vxy-n = 0 on I's, as y = 1 in a neighborhood of I's, and that
w =0 on I'p so that (w, £, Vx-n)sq = 0. It follows that

b(w7ufj; - X"%w) = (U),f),

with f = V(L VX) + VXx-VZy + 2k*xZ,. In particular, we have f € L?*(Q), and
using (|A.3]), we infer that

~ 1 1 1 1
(A.5) | fllo.o < C(Q FD) L+ —— | k72 +2k2 | [[¢]lor,-
ha kha

Then, we have

1
k2 f - <k
’ <vfILI€1V |Uw Uh | ! Q) -

m\»—t

( inf |(uy, — xZy) — Yl + inf |X«§f¢ - wh|1,Q>
Y€V

1
20 aHfHOQ+k2 lnf |X$¢—U)h’19,

where the first bound stems by taking the function v, = y, +w;, where y;, € Vj, and wy, € V},
realize the two infimums in the right-hand side. Using (A.5) and Lemma , we see that

1 1
k)% (virel‘f/h |u1/) — Uh|1 Q) < (C(Q FD)k‘hQ (1 T k‘T) * 2) O-baHd}HO’FA

O, Tp)Calr) (% " (kp") ) llors.

and we conclude by taking the supremum over ¢ € L*(Ty). O O
Corollary A.4 (Asymptotic regime). Under Assumption we have

~ " ~ kh
(A.6) 1+ 02(0ba, Oba) < 1405 (Ubaa ?) ;

where 53 is a decreasing function of its two arguments such that limy ag(t, t') = 0.
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