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Abstract. Aiming at the sparsity problem of cold start and user item matrix in 

TV and movie personalized recommendation, this paper presents an improved 

collaborative filtering recommendation algorithm based on user situations and 

missing values estimation (BUM) applied to smart TV service. First of all, the 

users are clustered according to the cold start conditions. Then the user similari-

ty of the cold start and non cold start users is calculated, and the neighbor users 

are selected. For cold start users, we model user attributes by analyzing user 

scenarios, and select neighbor user by user similarity which defined by scenario 

dissimilarity. For non-cold start users, we insert the default value based on user 

preferences into supplement of user-item rating matrix to solve the sparsity, and 

then calculate the similarity to select neighbor users. Finally, the results are ob-

tained by using the neighbor users through the CF scoring prediction algorithm 

to estimate the rating. The experimental results show that the proposed algo-

rithm is effective. 

Keywords: Context awareness, imputation, neighborhood-based collabora-

tive filtering (CF), program recommender systems  

1 INTRODUCTION 

The development of entertainment industry, people are getting more and more 

entertainment, and the research of program recommendation system (PRS) has be-

come a popular subject. Collaborative filtering (CF), one of the most successful rec-

ommendation technologies [1], has been applied to program recommendation. The 

problems of cold start and sparsity are always the key factor influencing the accuracy 

of CF recommendation system (RS). How to solve the two problems is the key to 

improve the recommendation effect. 

The study of the cold start problem combines a user-based approach and an 

item-based approach. Yu Li et al. proposed a hybrid CFUI method for user-item, 

which is item-based approach. Fill in the blank of the user-item rating data to supple-

ment the required rating [2]. Tang et al. proposed a strategy of building a meta scene, 

which combines different scenario strategies to form a presupposition scene, and then 

divides the "meta scene". A cold start recommendation algorithm based on multi at-
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tribute scoring matrix is proposed by Yin et al. It generates new neighborhood sets 

based on item or user properties, and uses singular vector decomposition (SVD) to 

provide convenience for cold start users [4]. Wang J et al. proposed a prediction 

framework based on other users' ratings for the same items [5]. 

These studies by modifying the traditional CF framework, use the additional in-

formation other than the user evaluation data, data matrix reconstruction and predic-

tion method based on machine learning, to solve the cold start problem. However, 

under cold start conditions, the best way to ensure the robustness of a collaborative 

filtering recommendation system is to improve the similarity measurement. In this 

paper, we model user attributes by analyzing user scenarios, and select neighbor users 

by user similarity which defined by scenario dissimilarity to predict the rating. This 

method effectively solves the problems in the above study. 

Another problem of the CF system is that the actual user item matrix is sparse. 

In order to solve the problem of data sparsity in collaborative recommendation sys-

tem, many scholars preprocess data by clustering method to improve the performance 

of CF algorithm. Chen K H et al. proposed a hybrid method combining both graph-

summarization and content-based algorithms by a two-phase user clustering approach, 

which can recommend items according to user interests. With respect to other meth-

ods, the algorithm could generate better recommendation result in sparse datasets and 

cold-start scenarios [6]. Saveski M et al. proposed LCE (Local Collective Embed-

dings) algorithm, which integrates item content information and user historical behav-

ior information into a unified matrix decomposition, and combines matrix decomposi-

tion prediction accuracy and item content attribute information to overcome sparsity 

issues [7]; Bhasin A et al. presented a novel component of a hybrid recommender 

system at LinkedIn, where item features are augmented by a virtual profile based on 

observed user-item interactions. It is a way to think about Collaborative Filtering with 

content features [8]. 

These studies alleviate the influence of data sparsity to the CF algorithm to a cer-

tain degree, and improve the accuracy of CF algorithm. However, some problems are 

exposed, such as the instability of the recommended quality, the algorithm is ineffi-

cient for the low sparsity user - item matrix. In this paper, the method of missing val-

ue interpolation is used to solve the sparsity. By interpolating the blank rating in the 

user-item matrix, we can reduce the data error in the stage of prediction calculation, 

ensure the accuracy of the selected neighbors with users similarity. The default value 

is determined by the analysis of user preferences, and the quality of the algorithm is 

guaranteed to be stable. 

The rest of this paper is organized as follows: In Section 2, we introduces the 

collaborative filtering algorithm in the related work; in Section 3, we introduces the 

recommendation algorithm based on collaborative filtering recommendation with User 

Situations and Missing Values; in Section 4 the experimental results of the algorithm 

are presented and analyzed; Finally, we make a brief concluding remark and give the 

future work in Section 5. 
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2 RELATED WORK 

2.1 Cold Start and User Situations Analysis 

Because of the inherent characteristics of cold start users, the rating matrix can-

not be the main basis of similarity analysis for cold start users. Model analysis of user 

by user information is a good way. 

Xiangyu Tang et al. presented a dynamic personalized recommendation algo-

rithm which uses user profiles and item content to extend the co-rating relationships 

between ratings through each attribute. The ratings reflect similar user preferences 

and provide useful recommendations [9]. Mohammed F. Alhamid et al. used context-

aware advice to provide information and used social content and relevant tags and 

rating information to potentially consider contexts to personalize search content [10]. 

The model uses social tags to explore potential preferences, reflecting the collected 

contextual information. He also proposed a ranking algorithm for context-based items 

to bridge the gap between media resources, user personal and co-preference, and iden-

tified contextual information. 

The above studies make full use of user information and establish a user model 

instead of the rating matrix to analyze the similarity, which effectively improves the 

accuracy of the recommendation system under the influence of scoring on the neigh-

bor selection. However, the simple considering the user properties will cause the 

problem of low scalability of the algorithm. In this paper, we distinguish between user 

groups, scenario analysis is employed to analyse cold start users, ensure the scalabil-

ity of the algorithm. 

2.2 Data Sparse and Missing Values Estimation 

Data sparsity is one of the most challenging issues in the recommendation tech-

nology. Because users tend to evaluate only a small portion of the item in the system, 

the user-item rating matrix is usually very sparse, the density of matrix is about 1%. 

In addition, this problem may cause the CF approach based on neighbor cannot find a 

neighbor, so it can't make a precise suggestion. In order to overcome this problem, 

many methods have been proposed in previous research. One of these methods is to 

fill in missing data through interpolation, such as default voting, smoothing method, 

and missing value data prediction. In this article, we use interpolation to solve the 

problem of data sparsity. 

Default voting is a straightforward imputation-based method that assumes de-

fault values for those missing ratings, such as exploiting the average ratings by a 

small group of users as the default ratings for other items in order to increase the size 

of the co-rated item set [11]. Ma et al. proposed a method by using some machine 

learning algorithms to smooth all the missing data in the user-item rating matrix. Tak-

ing the confidence of interpolation into consideration, they only fill in the missing 

data when confidence exists. The result of this approach is better because it prevents 

poor imputation [12]. However, the EMDP algorithm they proposed treats all missing 

data equality, lead to less adaptability to other data sets. Zhu X et al. proposed a non-

parametric iterative interpolation method for mixed attribute datasets, which deduced 

the probability density of independent attributes by creating mixed kernels [13]. 
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All this interpolation method can improve the accuracy of recommendation for 

sparse matrix recommendation system effectively, the algorithm complexity is infi-

cient, the performance of the algorithm is guaranteed, but for some cold start users, 

the preliminary forecast rationality value cannot be guaranteed, filling the sparse ma-

trix with fixed value is seldom consider the difference of attributes between users or 

items, each user and item are different from the others. The method of equal treatment 

affects the accuracy of these users. In this paper, we consider the difference between 

cold start and sparsity, handle different users separately, and interpolate matrix with 

user preferences to improve the accuracy of algorithm.    

3 BUM 

In order to solve the influence of sparsity and cold start on recommender system, 

we redefine the weight matrix to define the framework based on Top-N recommenda-

tion, and we can also develop the recommendation based on user by learning user 

weight matrix. In this section, due to the success of social prediction recommendation, 

we will propose a sparse linear model based on user scenarios, the model is not only 

employ the user item rating to learn user weight matrix, also use the user's social in-

formation to improve the quality of Top-N recommendation. 

Definition 1: Multidimensional Top-N recommendation: Given user item matrix 

R, which contains m users and n items, and social networks of users. The binary adja-

cency matrix is expressed as W, where 𝑤𝑖𝑗 = 1 if there is a social connection between 

𝑢𝑖  and 𝑢𝑗.The goal is to estimate recommendation  ratings of all missing values in R 

for each user u and recommend N missing values with the highest ratings to users. 

The example of the Multidimensional Top-N recommendation is shown in Figure 1. 

As the Top-N based on item, first we propose a sparse linear model based on the 

user, It is assumed that the user u's recommendation rating 𝑟𝑢𝑖 for item i can be linear-

ly represented by other users on the weight vector 𝑆𝑢, such as: 

𝑟𝑢�̂� = 𝑟𝑖
𝑇𝑆𝑢                                                            (1) 

where 𝑟𝑖 is the column vector of all user ratings of item i, and 𝑆𝑢 is a sparse m dimen-

sion vector, which is composed of the weights between user u and all other users. 

equation (1) can also be expressed in matrix form as follows: 

�̂�𝑇 = 𝑅𝑇𝑆    𝑜𝑟    �̂� = 𝑆𝑇𝑅                                              (2) 

where R represent a binary user-item matrix with m users and n items. Each row vec-

tor represents a recommendation rating for all items of user u, which is calculated 

as�̂�𝑢
𝑇 = 𝑆𝑢

𝑇𝑅. S represents the weight matrix between users, and its u-th column corre-

sponds to 𝑆𝑢 equation (1). Obviously, it can be seen as a item based model, and for 

each user u, the weight column vector su in S can be learned as follows: 

min
𝑠𝑢

1

2
||𝑟𝑢 − 𝑅𝑇𝑠𝑢||

2

2
+

𝜆2

2
||𝑠𝑢||

2

2
+ 𝜆1||𝑠𝑢||

1
                            (3) 

s. t 𝑠𝑢𝑢 = 0 
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Fig. 1. User social relations :lines represents a similar attribute between users 

3.1 User Scenario Analysis 

In the user data set, some users have very few scoring data relative to other us-

ers. The main reason for this problem is that such users are newly registered or rarely 

interact with other user group. Therefore, the calculation of the similarity of the group 

will be extremely inaccurate. The reference value of such users' ratings will become 

negligible. In order to find the nearest neighbor of such users, we should find other 

ways for user clustering to make the correct rating prediction. 

Due to the characteristics of the cold-start users mentioned above, we are no 

longer using the user-item rating matrix, but analyzing the user scenarios to calculate 

the similarity of the nearest users of the active users. 

The user scenario consists of basic user information, including age, gender and 

occupation. In this paper, we select the above three user information and use the tri-

plet Cu to represent the concrete description, as in (4): 

𝐶𝑢 =< 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟, 𝑂𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 >                                    (4) 

The value of the specific item in 𝐶𝑢 , as in (5): 

{

𝐴ge ∈ (A = {𝐴𝑖|𝑖 = 1,2, … ,7})

𝐺𝑒𝑛𝑑𝑒𝑟 ∈ (𝐺 = {0,1})

𝑂𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 ∈ (𝑂 = {𝑂𝑖|𝑖 = 1,2, … ,20})

                                  (5) 

where Age represents a collection of age attribute, which is composed of seven age 

groups, i.e., below the age of 18, 18-24, 25-34, 35-44, 45-49, 50-55 and 56 years of 

age or older; gender set is composed of two element 0 and 1, represents women and 

men respectively; occupation set contains 20 different types of occupations, such as 

teacher, doctor, engineer, student and so on. 

After the abstract description of the user context information, the user is clustered 

to analyze. The cold start users are divided into several different user set, make the 

same set of users with similar scenario. We consider that the similarity is high, Users 



6 

in different sets have different user scenarios, and we think they are not similar. Sup-

pose the user set is  U = {𝑢𝑖|i = 1,2, … , m}. It can be known from the user scenario 

definition that the gender of 𝐶𝑢 in the triple is a binary variable, and the other attrib-

utes are nominal variables. Therefore, the traditional clustering algorithm can not 

calculate the similarity according to the user's scenario. In this case, the dissimilarity 

matrix may be used to describe the difference between user scenario data. The scenar-

io dissimilarity d(𝐶𝑖 , 𝐶𝑗) may be calculated according to (6): 

d(𝐶𝑖 , 𝐶𝑗) =
∑ 𝑚𝑖𝑗

𝑣 ∙ 𝑛𝑖𝑗
𝑣𝑙

𝑣=1

∑ 𝑚𝑖𝑗
𝑣𝑙

𝑣=1

                                               (6) 

the user scenario is composed of l mixed variables, 𝑚𝑖𝑗
𝑣  and 𝑛𝑖𝑗

𝑣  are indicator func-

tions. If the value of the v variable in 𝐶𝑖  or 𝐶𝑗  is missing, then 𝑚𝑖𝑗
𝑣 = 0 other-

wise 𝑚𝑖𝑗
𝑣 = 1. When the values of the v variable in  𝐶𝑖  and 𝐶𝑗  are the same, then  

𝑛𝑖𝑗
𝑣 = 1 otherwise 𝑛𝑖𝑗

𝑣 = 1 . 

The user scenario analysis in this article is aimed at all users, but the similarity 

analysis is only for the cold start user set. In order to select active users' K neighbor-

hood users, referring to the Cosine similarity(COS), we used the scenario dissimilarity 

d(𝐶𝑢, 𝐶𝑢′) instead of user similarity to predict the rating as follows:  

𝑅∗(𝑢, 𝑖) = 𝑅(𝑢)̅̅ ̅̅ ̅̅ +
∑ d(𝐶𝑢, 𝐶𝑢′) ∙ (𝑅(𝑢′, 𝑖) − 𝑅(𝑢′)̅̅ ̅̅ ̅̅ ̅)𝑢′∈𝑁(𝑢)

∑ |d(𝐶𝑢, 𝐶𝑢′)|𝑢′∈𝑁(𝑢)

            (7) 

3.2 Default Value Supplementation Based On User Preferences 

Compared with the user set that demands cold start process, for the set of users 

don't need to cold start, although these user set in terms of rating matrix is more rich 

than the cold start user set, but there are also a large number of blank data, which 

leads to the sparsity problem, so we also need to solve sparsity problem of these users. 

In this paper, we proposed a user preference based default value supplementation 

algorithm to solve the sparsity problem generated by such users. 

We know the personal preferences of the user can be determined by the user rat-

ing of a class of things such as film. There are many classification of film: comedy, 

action, love, the movies that be watched by the user through this classification method 

can be represented mathematically, as in (8): 

X = {𝑥1, 𝑥2𝑥3, … }                                                        (8) 

where X represents some kind of items, such as movie, music. It contains a specific 

classification of the X items. 

We can define a user's specific preference for a class of items according to (9): 

�̅� =
∑ 𝑅(𝑢, 𝑖)𝑖∈𝑋

|𝑋|
                                                       (9) 
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where |x| represents the size of the user rating data set for item X, and R (U, I) is a 

rating for a specific item, such as a rating for a movie. The value of P represents the 

average rating of user for a certain type of item. 

We use the value of p to supplement the missing values in the user - item matrix. 

If the user does not rating a movie in a certain category, it shows that the user is not 

interested in such a movie, so the rating is still 0. 

The rating matrix R of this kind of filling is changed to R'. The similarity calcu-

lation as in (10): 

𝑠𝑖𝑚∗(𝑢, 𝑢′) =
∑ 𝑅′(𝑢, 𝑖) ∙ 𝑅′(𝑢′, 𝑖)𝑖∈𝐼(𝑢,𝑢′)

√∑ 𝑅′(𝑢, 𝑖)2
𝑖∈𝐼(𝑢,𝑢′) √∑ 𝑅′(𝑢′, 𝑖)2

𝑖∈𝐼(𝑢,𝑢′)

                  (10) 

Then according to the similarity, the K and the most similar users of the active 

users (that is, the neighbor users) are evaluated, as follows: 

𝑅∗(𝑢, 𝑖) = 𝑅′(𝑢)̅̅ ̅̅ ̅̅ ̅ +
∑ 𝑠𝑖𝑚∗(𝑢, 𝑢′) ∙ (𝑅′(𝑢′, 𝑖) − 𝑅′(𝑢′)̅̅ ̅̅ ̅̅ ̅̅ )𝑢′∈𝑁(𝑢)

∑ |𝑠𝑖𝑚∗(𝑢, 𝑢′)|𝑢′∈𝑁(𝑢)

        (11) 

4 EXPERIMENTS 

4.1 Dataset 

The dataset we experiment with is the popular benchmark dataset MovieLens, 

which include around 1 million ratings collected from 6040 users on 3900 movies. 

The ratings for the range of 1~5, user attributes include inherent user information such 

as age, gender and career. With these informations to build the user model for analy-

sis. The incidental movie dataset contains information about the category of the mov-

ie. The sparsity of the rating matrix is 1-1000000/ (6040 * 3592) =0.9539. 

4.2 Experimental Setup 

4.2.1 measurement.  

The general measurement metric of recommend system are as follows: 

• Precision and Recall  

The recall(Recall =
∑ |𝑅(𝑢)⋃𝑇(𝑢)|𝑢∈𝑈

∑ |𝑇(𝑢)|𝑢∈𝑈
 )describes how many percentage of user-

item rating records are included in the final recommendation list, and the precision 

rate(Precision =
∑ |𝑅(𝑢)∩𝑇(𝑢)|𝑢∈𝑈

∑ |𝑅(𝑢)|𝑢∈𝑈
) describes the proportion of the final recommenda-

tion list in the user-item rating record. These two indicators show the recommendation 

accuracy of a recommended algorithm. Therefore, it is important to select the appro-

priate K for the high accuracy of the recommended system. Of course, the accuracy of 

the recommended results is not particularly sensitive to K. As long as selected in a 

certain area, it can achieve good accuracy 

• Coverage  
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Coverage (Coverage =
| ∑ 𝑅(𝑢)𝑢∈𝑈 |

𝐼
) represents the coverage of a set of items rec-

ommended to the user by the recommendation system to the user's interest. The re-

duction of coverage because of the increase of popularity. With the increase of popu-

larity, Recommendation system is more and more inclined to recommend popular 

items, so the recommendation for long tail items is less and less,lead to the decline of 

coverage. 

4.2.2.  User Clustering.  

The first stage of the proposed algorithm is to select the users who need cold 

start processing before the similarity operation is done to the users. By analyzing the 

number of user evaluations, we set a threshold θ. When the number of evaluated 

items |R|<θ, they are classified as users who need cold start. The size of the threshold 

θ should be proportional to the expected value of most users, where θ is calculated 

according to (12): 

θ = λ
∑ |𝑅𝑖|

𝑇
𝑖=1

𝑇
                                                          (12) 

where T is the total number of ratings for active users u, and   is the ratio coeffi-

cient, which is trained by specific data sets. 

By classifying the user data sets above, the cold start processing users set 𝑈𝑐𝑠 for 

|𝑅| < θ and other users set 𝑈𝑛𝑠for |𝑅| > θ can be obtained, as in (13): 

𝑢 ∈ {
𝑈𝑐𝑠 , |𝑅| < θ

𝑈𝑛𝑠, |𝑅| > θ
                                                    (13) 

U = 𝑈𝑐𝑠 ∪ 𝑈𝑛𝑠 

4.2.3. Experimental process.  

The main experimental process ： 

Input: user information set U, item information set I, rating data set R, threshold 

value theta, neighbor users number K. 

Output: optimized the rating set R ', recommended list T 

1. Divide the dataset into a training set and a test set. 

2. The user set is divided into cold start users  𝑈𝑐𝑠 and other users 𝑈𝑛𝑠 by thresh-

old value  . 

3. User scenario analysis for all user U, user set  𝑈𝑐𝑠 according to equation (6) is 

calculated by scenario dissimilarity. 

4. For other users 𝑈𝑛𝑠, the user preferences of active users are calculated by for-

mula (9). Then the missing value in rating matrix of such users is supplemented, the 

supplement value is user preference, and the new scoring matrix R 'is obtained. Then 

the user similarity is calculated based on the rating matrix R 'and formula (10). 

5. Recommended stage: Get K similar users 𝑈𝑐𝑠 ' of the user set 𝑈𝑐𝑠  by using 

clustering algorithms, according to the scenario dissimilarity and rating record, get the 

recommended list T; for users 𝑈𝑛𝑠 , get K similar users of the user set 𝑈𝑛𝑠 by using 



9 

rating matrix, according to equation (11) get the prediction rating of active user about 

the active item, and then get the recommended list of T. 

4.3 Results and analysis 

Fig.2 and Fig.3 show the accuracy and recall of four algorithms for the different 

values of the number of neighbor users K in the same experimental environment. We 

randomly selected three data sets of different sizes. 

(a)                                     (b)                                            (c) 

Fig. 2. The relationship between the precision of different algorithms and the K value.(a)|𝑅| ≈
100000(b) |𝑅| ≈ 500000(c) |𝑅| ≈ 1000000 

 

(a)                                         (b)                                            (c) 

Fig. 3. The relationship between the Recall of different algorithms and the K value(a)|𝑅| ≈
100000(b) |𝑅| ≈ 500000(c) |𝑅| ≈ 1000000 

As shown in figures 2 and 3, we can see that: 

(1) In determining the values of K, the accuracy and recall of BUM is always 

higher than the other three algorithms, of which BUM is the highest AAI+PCC fol-

lowed by Context-CF and UBCF is the lowest. Analysis the reasons from the UBCF 

algorithm, as the traditional user based collaborative filtering algorithm, without con-

sidering the cold start and the sparsity problem emphatically, simple analysis of data 

from the user's point of view, similarity calculation based on the rating, and when the 

matrix is very sparse, its effect will be poor; For Context-CF, in order to solve the 

cold start and sparse problem, select similar users by using the user attribute infor-

mation to calculate similarity, finally predict rating for results, although UBCF partly 

solves the cold start and sparse problem, but too much use of user attributes, makes 

the user's rating data and film itself contains information not functioning properly, the 

recommendation results is lower than BUM and AAI + PCC; AAI+PCC is used for 

data interpolation to solve the problem of sparse matrix, considering users interested 

in the item information for dynamic interpolation, this algorithm has achieved good 
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results, but for cold start users, because of the sparsity of users interest, for this kind 

of user recommendation effect is not ideal, and affect the overall prediction accuracy 

of the recommendation. 

(2) For the selection of K, we can see from the accuracy of BUM algorithm, the 

higher the K value is between 0~40, the higher the accuracy are, and the maximum is 

achieved at K=40, which indicates that K=40 can get the best recommendation effect 

under the current experimental environment. 

(3) Under different size and sparsity of data sets, the algorithm can still maintain 

a relatively stable recommendation precision. We can see that in different sizes of 

data sets, the precision and recall of the other three algorithms have been significantly 

changed. For example, in |R| ≈ 100000, the precision and recall of AAI + PCC are 

higher than that of Context-CF, but the recall of AAI + PCC and Context-CF is simi-

lar in the case of |R| ≈ 500000. For BUM algorithm, it can maintain the highest pre-

cision and recall in three cases. This shows that the BUM algorithm has excellent 

performance for different size datasets, and proves the stability of the algorithm. 

 

Fig. 4. impact of   

Since the   value of the cold start user is distinguished by the value of  , we 

have studied the effect of the value of   on the recommended performance. Figure 4 

shows the impact of when K= 40, we added a new indicator named coverage, it is a 

widely used measurement metrics for recommend system evaluation. As shown in 

Figure 5: The best results can be achieved when  =0.3, the accuracy and recall is the 

highest, and for coverage with theta increase its coverage is gradually reduced, this is 

because the BUM algorithm solving sparse problem for non cold start users through 

interpolation of user item matrix, The interpolation value is on behalf of the user's 

interest in certain items, So the higher the lambda value, the less users of cold start 

process, represents the user interest in the smaller range. 

5 CONCLUSION 

This paper presents a collaborative filtering recommendation algorithm based on 

user scenario and interpolation of intelligent program, the main work is as follows: At 

the stage of  similarity computation, for cold start users (here refers to the user rating 

is very scarce or even no user), by analyzing the attributes of the user itself, such as 

age, gender, occupation, abandon the ratings of user attribute analysis, select the 
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neighbor users by using scenario dissimilarity, and then recommend the prediction; 

for non cold start users, by using missing data interpolation to solve the sparse prob-

lem in user-item matrix, the interpolation value is calculated by the interest of users 

for item categories which rating value is missing, after the matrix interpolation, select 

neighbor users by calculating the similarity. and finally a recommendation is made by 

rating prediction. Compared with other algorithms, the algorithm proposed in this 

paper combines the cold start and sparsity solution, competition data indicate that the 

proposed algorithm is effective. 
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