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Abstract. With the rapid development of web2.0, there is more and
more content on social media, and information is widely spread in peo-
ple’s lives through social media. Public often make vast opinions on hot
Events on social media platforms, such as Sina Weibo and Twitter. Clus-
tering these opinions can increase understanding of the semantics of pub-
lic opinions. Mining these opinions thoroughly can help companies and
management make better decisions. The challenge of opinion clustering
for hot events is that most of opinions contain background information of
event. The background information could reduce opinion clustering per-
formance. In this paper, we propose a topic model named background
removal LDA(BR-LDA) model for opinion clustering. The model adds
the idea of removing background to the LDA model so it can separate
opinion words from background words. First, we remove some words with
high frequency in the corpus. Then the model applies BR-LDA model
to automatically cluster public opinions. Experimental results on two
real-world datasets of two languages, Chinese and English, verify the
efficiency of the proposed model.

Keywords: public opinion, clustering, hot events, social media, topic
model

1 Introduction

With the rapid development of web2.0, there is more and more content on social
media (such as Twitter, Sina Weibo, etc.), and information is widely spread in
people’s lives through social media. On social media, people create and spread a
lot of interesting content, interact with others, and gain more knowledge. People
discuss hot events on social media, publish and exchange their opinions [1].
Mining these data thoroughly can help companies understand the needs of users
and make better user-oriented products. The management can track peoples
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reactions to policies and provide more informed advice for implementing future
policies.

Opinion clustering can be seen as a kind of text clustering. There are many s-
tudies on text clustering. Traditional text analysis methods such as latent Dirich-
let distribution (LDA) have also been widely used and have achieved good re-
sults. However, traditional text clustering methods mainly focus on event-based
clustering, and the clustering granularity is relatively large so there are big d-
ifferences between clusters. And Since almost all opinions related to the same
hot event have a similar background, the background information will reduce
opinion clustering performance if they are not removed. Using the tradition-
al methods do not completely subdivide the information between background
and opinion. Some documents with different opinions may have common back-
ground and make their differences submerge. There are relatively few researches
on opinion clustering, but this is the challenge we must face.

This paper presents a background removal LDA (BR-LDA) model. The model
adds the idea of removing background to the LDA model. Experimental results
on two real-world datasets of two languages verify the better performance of the
proposed model. The contributions of this article mainly include the following
points:

–This paper proposes an opinion clustering model based on the BR-LDA
model to solve the problem of opinion clustering on the texts with the same event
background. The BR-LDA model can remove background for better opinion
clustering.

–The experiments in this paper were conducted on datasets of two languages,
Chinese and English, and proved that our model does not have language depen-
dence.

The paper is organized as follows. We begin with a discussion of related work
in the areas of opinion clustering and in Section 2. Then, the proposed model
is described in Section 3. The experiments for the evaluation of the proposed
model is reported in Section 4. Finally, we conclude this paper in Section 5.

2 Related Work

In text clustering, LDA [2] is widely used and has achieved good performance.
LDA expresses documents and words as probability distributions on the subjec-
t, and obtains the relationship between documents and topics, and words and
topics. Zhao et al. proposed TwitterLDA [3]was considered to be the first topic
model designed specifically for tweet data. Unlike traditional official documents,
tweets are short and noisy. TwitterLDA made two major contributions to the
tweet data. First, because tweets are relatively short in length, they believe that
each tweet maps to only one topic, rather than the document as a distribution
of topics. Second, they divide words into background words and topic words.
Background words are frequently used words in all tweets, and topic words are
meaningful words related to topics. Llewellyn et al. is focused on the clustering of
news reviews [4]. Like many social media data sets, comment data contains very
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short documents. The number of words in the document is a limiting factor in
the performance of LDA clustering. They propose that they can combine anno-
tations to form larger documents to improve clustering quality. Llewellyn et al.
used LDA and k-means, as well as some simple metrics such as cosine distances,
clustered the comments of the most single news article, and demonstrated that
LDA performs best [5]. They also use LDA to cluster news commentary and use
the resulting class information to generate comment summaries [6].

Graph-based methods are also clustered in user texts, such as Aker et al.
based on the similarity features and the weights trained using automatically
derived training data, proposes a linear regression model for the similarity be-
tween graph nodes (comments). To mark the cluster, the author’s graph-based
approach uses DBPedia to abstract topics extracted from the cluster [7]. Chen
et al. built topics using a topic graph, where the topics were represented as con-
cept nodes and their semantic relationships using WordNet. Then, the author
extracted each topic from the topic graph to obtain a corpus by community dis-
covery. In order to find the optimal topic to describe the related corpus, they
defined a topic pruning process using Markov decision processes [8].

These methods are not suitable for opinion clustering for hot event because
almost all opinions related to the same hot event have a similar background.
These methods dont have the ability to remove the background words from
opinion words. Our BR-LDA model can effectively remove backgrounds and
achieve better opinion clustering results.

3 Model

In this section we elaborate on our opinion clustering model. When data (both
Chinese and English are suitable) are fed into our model, first, our preprocessing
module is used to preprocess the data, such as removing punctuation, stop words,
links, etc. Then remove the high frequency (HF) words. These HF words are
usually background information related to the event and have nothing to do with
the opinion. Then, we input the preprocessed data into our BR-LDA model to
cluster opinions. The BR-LDA model can further separate opinion words from
background words.

3.1 Data Preprocessing

Before the opinion clustering, the data must be preprocessed, because the orig-
inal data usually includes many useless information, such as punctuation, stop
words, links and so on. The task of this research is to cluster opinions of hot
events, and the opinions about the same hot event usually include some event
related background words. According to our observations, high frequency words
are usually background words. At this stage, the top K high-frequency words
are removed and so some background words are filtered out. The frequency of a
word (term frequency, tf ) is calculated as follow:

tfi,j =
ni,j∑
knk,j

(1)
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Where ni,j is number of occurrences of the word in the document dj , and the
denominator is the sum of the occurrences of all words in the file dj .

3.2 Opinion Clustering

Notations and Definitions. Table 1 summarizes the notations used in this pa-
per for our proposed BR-LDA model and the corresponding descriptions. Opin-
ion: Every tweet or microblog is viewed as an opinion. Each document fed into
the model is an opinion. Word type: The words from corpus are divided into two
types: background words and opinion words. For example, in the event of Saudi
Arabia grants citizenship to a robot, Saudi was a background word, and scared
is an opinion word. In our model, general word in the model is the background
word, specific word is the opinion word. Opinion cluster: A collection of opin-
ions that express similar views. Each topic in our BR-LDA model is an opinion
cluster.

Table 1. Notation

Notation Description

D total number of documents
T total number of topics
Nd total number of words in d-th document
W total number of words
z, w label for topic,word
x indicator of general or specific for word
ϕG general word distribution
ϕS specific word distribution
π document-specific Bernoulli distribution
θ topic distribution
α, γ, βS , βG Dirichlet priors

BR-LDA Model. The graphical representation of BR-LDA model is illustrat-
ed in Figure 1. Formally, we assume that there are a total of Z topics in the
corpus. The original LDA assumes that each document has a topic probability
distribution, but because the length of these documents is short, we assume that
each document belongs to only one topic. TwitterLDA assumes that each user
has a specific topic distribution, but we don’t think users have a specific topic
distribution because users have very different opinions about different events.
TwitterLDA assumes that the indicators of all documents come from the same
Bernoulli distribution, but different opinions have different degree of expression
of the background, so in our model, each document has its own unique Bernoulli
distribution. Our model is more suitable for the clustering of opinions on hot
events.
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The document generation process is as follows, where Dir() and Multi()
represent Dirichlet and Multinomial distributions respectively.

1. Draw ϕG ∼ Dir(βG) indicating the general word distribution. Draw θ ∼
Dir(α) indicating the topic distribution.

2. For each topic z = 1; ;T , draw ϕS ∼ Dir(βS), denoting the specific word
distribution for topic z.

3. For the d-th document:

a. Draw z ∼Multi(θ), corresponding to the topic assigned for each docu-
ment. Draw π ∼ Dir(γ) the Bernoulli distributions that determine the selections
between the general words and specific words.

b. For the n-th word in the document, n = 1; ;Nd:

i. Draw a variable x ∼ Bernoulli(π) as an indicator for general or
specific word;

ii. Draw w ∼Multi(ϕG) if x = 0, and w ∼Multi(ϕS |z) if x = 1.

Fig. 1. Graphical model of BR-LDA

Inference. In our BR-LDA model, the topic assignment Z as well as general-
specific indicator X are latent variables to be inferred from the observations. We
use Gibbs sampling to achieve the inference due to its efficiency and effectiveness.

the probability of assigning a topic z to t for d-th document can be estimated
as follows:

p(zd = t|Z¬d,W,X) ∝
nt¬d + α∑
T
t=1n

t
¬d + Tα

×
∏

W
w=1

∏ ni
p=1(nw¬d,t,x=1 + βS)∏Ni

q=1(
∑

W
w=1n

w
¬d,t,x=1 +WβS)

(2)
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Where t represents the topic of the current document and nt¬d is the number
of times topic t occurs in the documents not including to the current document.
w denotes the current sample word, and nw¬d,t,x=1 denotes the number of specific
word w is sampled as topic t not including to the current document. ni denotes
the number of times word w occurs in the current document. Ni denotes the
number of words sampled with x = 1 occurs in the current document.

Next, we sample the general-specific indicators x. Let i be {d,n}. The proba-
bility of assigning a binary label 1 to xi as a specific word indicator is estimated
as below:

p(xi = 1|X¬i,W,Z) ∝
nx=1
¬i,d + γ∑

1
x=0n

x
¬i,d + 2γ

×
nw¬i,t,x=1 + βS∑

W
w=1n

w
¬i,t,x=1 +WβS

(3)

The probability of assigning a binary label 0 to xi as a general word indicator
is estimated as follow:

p(xi = 0|X¬i,W,Z) ∝
nx=0
¬i,d + γ∑

1
x=0n

x
¬i,d + 2γ

×
nw¬i,x=0 + βG∑

W
w=1n

w
¬i,x=0 +WβG

(4)

Where nx=1
¬i,d (nx=0

¬i,d) denotes the number of times x = 1(x = 0) occurs for
the corpus not including the n-th word in the d-th document. nw¬i,t,x=1 denotes
the number of times the specific word w is sampled as topic t for the corpus not
including the n-th word in the d-th document. nw¬i,x=0 denotes the number of
times x = 0 occurs and the number of times word w is sampled with label 0 for
the corpus not including the n-th word in the d-th document.

After the algorithm converges, general word distribution and specific word-
topic distribution can be estimated according to the following two formulas:

ϕG
w =

nwx=0 + βG∑
W
w=1n

w
x=0 +WβG

(5)

ϕS
wt =

nwt,x=1 + βS∑
W
w=1n

w
t,x=1 +WβS

(6)

4 Experiments

In this section, we conduct a systematic analysis to evaluate our proposed opinion
clustering model. First introduce the datasets used for the experiment. Then,
introduce the evaluation metrics. Finally, we compare the performance of our
model with the other three models.

4.1 Dataset Description

The dataset used in this experiment contains both English and Chinese. The
English data comes from Twitter, and the Chinese data comes from Sina Weibo.
The data comes from hot events, ”Saudi Arabia grants citizenship to a robot”.
Finally, we got 4,430 tweets and 4,310 microblogs.
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4.2 Evaluation Metrics

In our experiments, we used the precision, recall and F1-score which are com-
monly used evaluation metrics in the clustering to evaluate the performance of
the proposed model. Let TP, FP, TN and FN refer to the number of predic-
tions falling into True Positive, False Positive, True Negative and False Negative
categories.

precision = TP/(TP + FP ) (7)

recall = TP/(TP + FN) (8)

F1-score = precision ∗ recall/2(precision+ recall) (9)

F1-score can be viewed as a comprehensive indicator of precison and recall.

4.3 Experimental Results and Discussion

In order to prove that our BR-LDA model can separate background words from
opinion words, we show the background words and opinion words respectively
obtained from the BR-LDA model. The result shown in Table 2.

Table 2. Background words and opinion words

Dataset Background Words Opinion Words

Microblog

¢�æ(Sophia) �ù(scary)
âAC.Ë(Saudi Arabia) [g4� (fridge horror)
Åì<(robot) ��uø(creepy)
ú¬�°(citizenship) �Ý( horrific)
1��(first) {å( beauty)

Twitter

Sophia outrage
Saudi Arabia cool
Robot intelligent
citizenship rights
bestows scary

In this section, we compared our opinion clustering model BR-LDA to three
other models in order to verify its effectiveness. The three models are: LDA, k-
means, and TwitterLDA [3]. In the experiment, the parameters α = 1, βS = 0.25,
βG = 0.01, γ = 0.05 are set empirically. The comparison of proposed BR-LDA
model with the other models are shown in Table 3 and Table 4.

As seen from the results, the proposed BR-LDA model outperforms other
models on both datasets in all metrics. The good performance of BR-LDA ben-
efits from that our model separates opinion words from background words, and
each document has its own unique Bernoulli distribution. Our model performs
better than other models.
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Table 3. Performance on Microblog dataset

Models Precision Recall F1-score

K-means 0.76 0.645 0.698
LDA 0.814 0.659 0.728
TwitterLDA 0.773 0.703 0.736
BR-LDA 0.843 0.71 0.77

Table 4. Performance on Twitter dataset

Models Precision Recall F1-score

K-means 0.76 0.663 0.708
LDA 0.748 0.682 0.713
TwitterLDA 0.772 0.684 0.726
BR-LDA 0.782 0.72 0.75

5 Conclusion

In this article, we propose a model called BR-LDA model for opinion cluster-
ing for hot events on social media. Since most of opinions contain background
information of event. The background information could reduce opinion cluster-
ing performance. The BR-LDA model can effectively separate background words
from opinion words. A large number of experiments on two datasets in Chinese
and English in real life have demonstrated the effectiveness of our model and
proved that our model does not have language dependence. Our model is used
for offline opinion clustering. For future work, we plan to improve our model for
real-time opinion clustering task so we can obtain dynamic clusters and realize
the trend of opinions in real time.
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