
HAL Id: hal-02197673
https://inria.hal.science/hal-02197673

Submitted on 30 Jul 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Overlapping Multi-Patch Structures in Isogeometric
Analysis

Somayeh Kargaran, Bert Jüttler, Stefan K Kleiss, Angelos Mantzaflaris,
Thomas Takacs

To cite this version:
Somayeh Kargaran, Bert Jüttler, Stefan K Kleiss, Angelos Mantzaflaris, Thomas Takacs. Overlap-
ping Multi-Patch Structures in Isogeometric Analysis. Computer Methods in Applied Mechanics and
Engineering, 2019, 356, pp.325-353. �10.1016/j.cma.2019.07.010�. �hal-02197673�

https://inria.hal.science/hal-02197673
https://hal.archives-ouvertes.fr


Overlapping Multi-Patch Structures in Isogeometric Analysis
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Abstract

In isogeometric analysis (IGA) the domain of interest is usually represented by B-spline or NURBS
patches, as they are present in standard CAD models. Complex domains can often be represented
as a union of simple overlapping subdomains, parameterized by (tensor-product) spline patches.
Numerical simulation on such overlapping multi-patch domains is a serious challenge in IGA. To
obtain non-overlapping subdomains one would usually reparameterize the domain or trim some of
the patches. Alternatively, one may use methods that can handle overlapping subdomains.

In this paper, we propose a non-iterative, robust and efficient method defined directly on over-
lapping multi-patch domains. Consequently, the problem is divided into several sub-problems,
which are coupled in an appropriate way. The resulting system can be solved directly in a single
step. We compare the proposed method with iterative Schwarz domain decomposition approaches
and observe that our method reduces the computational cost significantly, especially when handling
subdomains with small overlaps.

Summing up, our method significantly simplifies the domain parameterization problem, since
we can represent any domain of interest as a union of overlapping patches without the need to
introduce trimming curves/surfaces. The performance of the proposed method is demonstrated
by several numerical experiments for the Poisson problem and linear elasticity in two and three
dimensions.

Keywords: isogeometric analysis, coupling, multi-patch, overlaps, Schwarz method

1. Introduction

Isogeometric analysis (IGA) is a computational approach, introduced by Hughes et al. [1].
IGA connects the technology of computer aided design (CAD) with numerical simulation via finite
element analysis, e.g., [2, 3, 4]. In IGA, the same basis functions (typically tensor-product B-splines)
are used for describing the geometry as well as for the numerical analysis. Hence, simulations can
be performed directly on the geometry representation of CAD models.
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In CAD a domain of interest is usually represented by a collection of curves in 2D or surfaces
in 3D describing its boundary. The design of complex shapes in CAD systems is often based on
Boolean operations applied to simple objects, such as tensor-product NURBS patches. Hence, the
resulting boundary curves or surfaces are trimmed NURBS patches, see e.g. [5]. These patches
use only certain parts of the full tensor product domains, due to additional geometric boundaries
specified by trimming curves or surfaces.

If the domain of interest is constructed only by Boolean unions, as in Figure 1, then the domain
can be parameterized by trimmed (center) or overlapping (right) tensor-product patches.

Figure 1: A non-four sided domain (left) can be represented either by non-overlapping, but trimmed, patches
(center), or by untrimmed, but overlapping, patches (right).

Having given only a boundary representation one can obtain a collection of tensor-product
patches covering the whole domain. It is relatively easy to construct such a covering if all boundary
patches are untrimmed and overlaps are allowed.

However, in 3D CAD, the boundary representation often consists of a collection of trimmed
NURBS patches, which cannot be represented as an overlapping multi-patch domain directly, e.g.,
if the domain is given as a Boolean intersection of two patches.

Alternatively, one may be provided with or construct a parameterization of the domain with
non-overlapping patches. In that case patches may share interfaces. Performing numerical simula-
tions on such multi-patch domains is not straightforward since one needs to couple the patch-wise
discretizations in an appropriate way across the interfaces or on the overlap regions.

There exist several approaches for solving a PDE on multi-patch domains that consist of mutu-
ally disjoint patches. For matching or nested interfaces, the smoothness of the solution across patch
boundaries can be enforced strongly, simply by identifying the degrees of freedom on the interfaces
between the subdomains [6, 7, 8]. Depending on the order of the considered PDE, a higher order
of continuity may be needed [9, 10, 11].

The situation becomes more complicated if non-matching interfaces are present. In this case,
the coupling constraints need to be enforced weakly. The mortar method [12] can be employed
to solve a PDE on the non-overlapping subdomains. Here, the continuity conditions are imposed
using Lagrange multipliers. Similarly, in [13, 14], the authors propose the INTERNODES method to
couple Galerkin discretizations for non-overlapping subdomains. Instead of Lagrange multipliers, an
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interpolation scheme is used to enforce the continuity constraints on the non-matching interfaces.
Alternatively, the Nitsche method can be used to impose weak coupling conditions on the non-
matching interfaces [15, 16, 17, 18, 19], similar to discontinuous Galerkin methods [20, 21, 22].

Several techniques have been developed that deal directly with trimmed domain parameteriza-
tions in IGA, see e.g. [23, 24, 25] as well as the survey paper [5] and the references cited therein.
Applying IGA to trimmed domains creates three major challenges.

The first one is related to the stability of the basis functions near the trimmed boundary. Some
of these basis functions, possessing supports that are cut by the geometric boundary, are not stable
since their remaining support is very small. One way to resolve this issue is to add these functions
to nearby stable basis functions. This concept of extended B-splines was introduced in [26]. The
resulting modification of unstable basis functions is considered in [27, 28] to introduce the immersed
and extended B-spline basis functions respectively.

The second challenge is to devise efficient methods for numerical quadrature that are able to deal
with functions defined on trimmed domains. Since numerical quadrature rules on boxes are easy to
generate, it has been proposed in e.g. [29, 18, 30] to employ finer cells near the trimming boundary.
Alternatively, mesh deformation techniques can be applied, as in [31], in order to extend the
quadrature rules from simple boxes to more general, deformed elements. The accuracy of adaptive
quadrature rule is improved in [32], where the authors define accurate and efficient quadrature rules
on general trimmed elements, that are local and unique to the element. The recent preprint [33]
establishes special quadrature rules for trimmed geometries based on expansions of the integrands
that are involved.

Finally, the coupling of adjacent trimmed domains needs to be dealt with. Most standard
methods for coupling patch-wise discretizations are not applicable if trimmed patches are present.
Notable exceptions are [34], based on isogeometric B-rep elements, Nitsche-based methods, such
as [18], or discontinuous Galerkin-like approaches. The latter ones can be adapted to deal with
overlapping subdomains directly as in [35].

Alternatively, one can convert the trimmed patches into untrimmed patches by suitably splitting
them and generating new parameterizations as presented in [36]. For instance, triangular Bézier
or Coons patches are used to convert a trimmed model to a watertight representation, see [37, 38].
However, the reparameterization is costly and may increase the number of patches substantially.
Also, it is not guaranteed to preserve the exactness of the geometry used for the simulation, which
is considered to be one of the main assets of the isogeometric framework.

Summing up, the presence of trimmed elements is a source of considerable difficulties. Several
techniques have been developed to deal with them, which are based on different approaches, such
as geometry preprocessing or Nitsche-based methods. In particular, we note that the proposed
geometry processing (splitting the domain into single patches, followed by a reparameterization) is
not in line with the isogeometric paradigm of exact geometry representation. It may also lead to a
large number of small subdomains.
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In many cases, the use of trimming can be avoided by considering overlapping domains, see
Fig. 1. Numerical simulation on domains of this type can be performed with the help of overlap-
ping domain decomposition methods, see [39] and the references therein. Using the framework of
isogeometric analysis, both additive Schwarz (ADS) and multiplicative Schwarz (MPS) domain de-
composition methods, which are iterative approaches, have been explored in [40]. In each iteration
step, the PDE is solved separately on each subdomain. The sub-problems are coupled by imposing
boundary conditions on the boundary of the overlap regions. Schwarz-type methods become costly
for a large number of overlapping subdomains and require a high number of iterations if small
overlaps are present.

In order to perform numerical simulations on multi-patch domains with overlaps, we propose in
this paper the overlapping multi-patch (OMP) method, which is a non-iterative reformulation of the
Schwarz method. More precisely, we show how to perform isogeometric simulations on overlapping
multi-patch structures by numerically solving a single system. This system is derived by introducing
suitable extension operators, which are used to couple the solutions on the individual subdomains.

For the Poisson equation, which serves as a model problem, we derive an equivalent reformulation
in the continuous case, and we present numerical results which indicate that the isogeometric
discretization preserves the coercivity for a particular choice of the extension operator.

We also use numerical experiments to compare the computational costs of the OMP method
with the ADS and MPS methods. According to these results, the non-iterative reformulation
provides a significant reduction of the overall costs and is far more robust with respect to the size
of the overlaps.

The remainder of the paper is organized as follows. Section 2 introduces the overlapping multi-
patch formulation, and shows that it is equivalent to the original one in the continuous case. The
next section describes the isogeometric discretization via B-splines. We also set up the final system
according to different extension operators. The existence and uniqueness of the discretized problem
is studied via numerical experiments in Section 4, and Section 5 investigates the performance of
the OMP method on different overlapping multi-patch domains. Finally we conclude the paper in
Section 6.

2. The overlapping multi-patch formulation

In this section we introduce the geometry representation that we consider and derive the over-
lapping multi-patch formulation on a simplified model problem.

As a model problem we consider in Section 2.1 the Poisson problem on an open and bounded
domain Ω ⊂ Rd with a given right-hand side f , and zero Dirichlet boundary conditions. The
approach we present in the following is not restricted to this specific problem. In Section 2.3 we
formulate all definitions and results with respect to the Poisson problem. However, the method can
be applied to other second order elliptic problems or other boundary conditions as well.
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The physical domain Ω is formed by overlapping subdomains. We assume that the subdomains
are open and that they only have pairwise overlaps, the intersection of three or more subdomains
is always empty. Also, we do not allow interfaces between subdomains. It means

Ωi ∩ Ωj ∩ Ωk = ∅ and Ωi ∩ Ωj = Ωi ∩ Ωj, ∀i 6= j 6= k 6= i.

In order to keep the presentation simple, we introduce the formulation for two patches Ω1 and Ω2

only. However, the approach works also for multiple patches, and in Section 5 we present some
examples of domains having more than two patches with pairwise overlap.

2.1. Model problem

Assume that a physical domain Ω ⊂ Rd is given. We consider the two bounded forms:

a(u, v) =

∫
Ω

∇u∇v dξ and `(v) =

∫
Ω

fv dξ, (1)

then the weak form of the Poisson problem can be formulated as follows

Problem 1. Find u ∈ H1
0 (Ω), such that

a(u, v) = `(v) for all v ∈ H1
0 (Ω). (2)

In the following we define a formulation on overlapping multi-patch structures. This formulation
will turn out to be equivalent to the initial Problem 1.

2.2. The overlapping multi-patch structure

We are interested in domains
Ω = Ω1 ∪ Ω2,

created by forming the union of two open subdomains with non-empty overlap

Φ12 = Ω1 ∩ Ω2 6= ∅,

see Fig. 2. The boundary of the two subdomains is subdivided into the Dirichlet and coupling
boundary

ΓkD = ∂Ωk ∩ ∂Ω and ΓkC = ∂Ωk ∩ Ω◦ (for k ∈ {1, 2}),

respectively. Here Ω◦ denotes the interior of the domain Ω.
In order to exploit the special structure of the domain, we introduce the extension operators

Mk : H1(Ωk′)→ H1(Ωk), (3)
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Figure 2: Two overlapping patches.

which take a function from one patch and map it to the other. Here, for k ∈ {1, 2}, k′ is defined
as the other index, i.e., k′ = 3− k. We will use this notation throughout. Note that the image of
the projector has non-vanishing trace at the coupling boundary. The projector Mk is bounded and
defined to take the value of a function on Ωk′ at the coupling boundary ΓkC and extend it into the
patch Ωk. More precisely, these operators are assumed to satisfy the conditions

Mkv =

{
v on ΓkC
0 on ΓkD.

(4)

Clearly, there are several possibilities to choose these operators, which will be discussed in more
detail later.

2.3. The overlapping multi-patch problem

To define the local problems, we consider the restrictions of the two forms a(u, v) and `(v) in
(1) to the two subdomains,

ak(uk, vk) =

∫
Ωk
∇uk∇vk dξ and `k(vk) =

∫
Ωk
fvk dξ,

which are defined for uk, vk ∈ H1(Ωk). For (u1, u2), (v1, v2) ∈ H1(Ω1)×H1(Ω2), we define

A((u1, u2), (v1, v2)) = a1(u1, v1) + a2(u2, v2)

and
L(v1, v2) = `1(v1) + `2(v2).

In the following we will introduce functions uk0 ∈ H1
0 (Ωk), satisfying

uk = uk0 +Mkuk
′
.
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In order for this equation to be solvable, i.e.,(
u1

u2

)
=

(
I1 −M1

−M2 I2

)−1(
u1

0

u2
0

)
, (5)

we need the following assumption.

Assumption 1. The operators M1M2 : H1(Ω1) → H1(Ω1) and M2M1 : H1(Ω2) → H1(Ω2) are
contractions.

Since MkMk′ is a contraction, we can define Mkk′ : H1(Ωk)→ H1(Ωk) as

Mkk′ =
∞∑
`=0

(MkMk′)` = (Ik −MkMk′)−1, (6)

where Ik is the identity operator mapping H1(Ωk) onto itself. A sufficient condition for Assump-
tion 1 is

MkMk′uk ≡ 0 for all uk ∈ H1(Ωk) and k ∈ {1, 2}. (7)

Moreover, we assume that the operator Mk depends only on the value of the function in the
overlap region.

Assumption 2. The operator Mk satisfies that for all uk
′ ∈ H1(Ωk′), Mkuk

′ ≡ 0 if uk
′
= 0 on Φ12.

Remark 1. In the discrete setting we define operators that satisfy a stronger version of Assump-
tion 2. More precisely, we have Mkuk

′ ≡ 0, if uk
′
= 0 on ΓkC .

Now we can formulate the localized weak form of the model problem:

Problem 2. Find (u1
0, u

2
0) ∈ H1

0 (Ω1)×H1
0 (Ω2), such that

A((u1, u2), (v1
0, v

2
0)) = L(v1

0, v
2
0) for all (v1

0, v
2
0) ∈ H1

0 (Ω1)×H1
0 (Ω2), (8)

where
uk = Mkk′(uk0 +Mkuk

′

0 ) for k ∈ {1, 2}. (9)

We can show that this form of the problem is equivalent to the original one:

Theorem 1. Consider functions u ∈ H1
0 (Ω) and (u1

0, u
2
0) ∈ H1

0 (Ω1)×H1
0 (Ω2).

(i) If u is a solution of Problem 1, then (u|Ω1 − M1(u|Ω2), u|Ω2 − M2(u|Ω1)) is a solution of
Problem 2.
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(ii) If (u1
0, u

2
0) is a solution of Problem 2, then

u =

{
M12 (u1

0 +M1u2
0) on Ω1

M21 (u2
0 +M2u1

0) on Ω2 \ Φ12
(10)

is a solution of Problem 1. The solution of Problem 2 is unique.

Proof. See Appendix A.

For 1D domains and a suitable choice of extension operators, we can moreover prove that
Problem 2 satisfies the assumptions of the Lax-Milgram lemma, i.e., the bilinear and linear forms
are bounded and the bilinear form is coercive.

Lemma 1. Assume that Ω = Ω1 ∪ Ω2 ⊂ R, with Ω1 = ]a1, b1[ and Ω2 = ]a2, b2[. There exist
constants α, α and Λ, depending on the relative size of the overlap, such that

• |A((u1, u2), (v1
0, v

2
0))| ≤ α‖(u1

0, u
2
0)‖H1(Ω1)×H1(Ω2)‖(v1

0, v
2
0)‖H1(Ω1)×H1(Ω2),

• A((u1, u2), (u1
0, u

2
0)) ≥ α‖(u1

0, u
2
0)‖2

H1(Ω1)×H1(Ω2),

• |L((v1
0, v

2
0))| ≤ Λ‖(v1

0, v
2
0)‖H1(Ω1)×H1(Ω2),

for the extension operators specified in (B.1). Here, all functions uk, uk0 and vk0 (k ∈ {1, 2}) are

given as in Problem 2. The norm is given as ‖(v1, v2)‖H1(Ω1)×H1(Ω2) = (‖v1‖2
H1(Ω1) + ‖v2‖2

H1(Ω2))
1
2 .

Proof. See Appendix B.

Remark 2. Note that the proof is based on harmonic extension operators, i.e., operators extending
the function values on the coupling boundary into the overlap Ω1 ∩ Ω2 such that the resulting
function is harmonic. A generalization of the approach to higher dimensions, using harmonic
extension operators, may be possible. Moreover, the proof of Lemma 1 motivates the use of a
quasi-harmonic extension operator that we will define in Section 3.4 in the discrete setting.

Problem 2 can be rewritten as follows.

Problem 3. Find (u1
0, u

2
0) ∈ H1

0 (Ω1)×H1
0 (Ω2) and (u1

M , u
2
M) ∈ H1(Ω1)×H1(Ω2) such that

A((u1
0 + u1

M , u
2
0 + u2

M), (v1
0, v

2
0)) = L(v1

0, v
2
0), ∀(v1

0, v
2
0) ∈ H1

0 (Ω1)×H1
0 (Ω2) (11)

u1
M −M1(u2

0 + u2
M) ≡ 0 (12)

u2
M −M2(u1

0 + u1
M) ≡ 0. (13)
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In the formulation of Problem 3, we replace Mkuk
′
with ukM and obtain the additional constraints

from uk = uk0 +Mkuk
′
. This is the problem that we want to study and discretize in the following.

For the variational equation (11) we will use a standard Galerkin discretization. The two equations
(12) and (13), which implicitly define the extension operators, are discretized using finite differences
as well as a collocation scheme at the coupling boundary.

3. Isogeometric discretization

In this section we briefly introduce B-spline basis functions and the local geometry mappings
(see also [2]). To represent the discrete solutions we define the spaces on each subdomain by
selecting the corresponding basis functions.

3.1. Geometry mapping

Let SpΞ : (0, 1) → R be a univariate B-spline space of degree p for a suitable open knot vector

Ξ. Let β̂i,p, for i = 1, . . . , n, be the standard basis of the B-spline space SpΞ (see, [41]).
For each patch Ωk and each direction ξν we have given a separate B-spline space Sp

Ξkν
and

corresponding B-spline basis functions β̂k,νiν , with 1 ≤ iν ≤ nkν for k ∈ {1, 2}. We then define the
tensor-product B-spline space Sk = Sp

Ξk1
⊗ . . .⊗ Sp

Ξkd
with the basis functions

β̂ki (ξ1, . . . , ξd) = β̂k,1i1
(ξ1) · . . . · β̂k,did (ξd),

where the index i ∈ Ik corresponds to the tuple (i1, . . . , id). So Ik is the index set

{(i1, . . . , id) ∈ Zd : 1 ≤ iν ≤ nkν for all ν = 1, . . . , d}. (14)

We assume that the physical domains Ωk are images of spline mappings Gk ∈ (Sk)d, i.e., Ωk =
Gk(Ω̂k) for k = 1, 2, and Ω̂k = (0, 1)d are the corresponding parametric domains.

3.2. Isogeometric spaces

We can now define the isogeometric space on every patch as

V k
h = span

{
βki = β̂ki ◦ (Gk)−1 | i ∈ Ik

}
(15)

for k ∈ {1, 2}.
For every patch Ωk we now define three subspaces of the full space V k

h and corresponding index
sets as follows:

• Interior functions:

V k
0h = span

{
βki | i ∈ Ik0

}
= V k

h ∩H1
0 (Ωk),with Ik0 =

{
i ∈ Ik | βki = 0 on ∂Ωk

}
,
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• Coupling overlap functions:

V k
ch = span

{
βki | i ∈ Ikc

}
⊂ H1(Ωk),with Ikc =

{
i ∈ Ik | suppβki ∩ ΓkC 6= ∅

}
,

• Non-coupling overlap functions:

V k
Φh = span

{
βki | i ∈ IkΦ

}
⊂ V k

0h ⊂ H1
0 (Ωk),with IkΦ =

{
i ∈ Ik | suppβki ⊂ Φ12

}
.

Let moreover V k
Φch = V k

ch ⊕ V k
Φh and IkΦc = Ikc ∪ IkΦ. We define the descretized space

V0h = V 1
0h × V 2

0h ⊂ H1
0 (Ω1)×H1

0 (Ω2),

which is used both as the trial function space for (u1
0h, u

2
0h) and as the test function space.

3.3. The discretized problem

Using the spaces defined in the previous section, Problem 3 can be discretized as follows.

Problem 4. Find (u1
0h, u

2
0h) ∈ V0h and (u1

Mh, u
2
Mh) ∈ V 1

Φch × V 2
Φch such that

A(u1
0h + u1

Mh, u
2
0h + u2

Mh), (v
1
0h, v

2
0h)) = L(v1

0h, v
2
0h) ∀(v1

0h, v
2
0h) ∈ V0h (16)

u1
Mh −M1

h(u2
0h + u2

Mh) = 0 on Ω1 (17)

u2
Mh −M2

h(u1
0h + u1

Mh) = 0 on Ω2, (18)

where M1
h and M2

h are suitable discretizations of the operators M1 and M2, respectively, which will
be defined in Subsection 3.4.

Remark 3. Note that Problem 4 can be solved with non-zero Dirichlet boundary conditions as well.

Remark 4. For 1D domains, having a bounded and coercive bilinear form due to Lemma 1, we can
apply Céa’s lemma and obtain an estimate of the form

‖(u1
0 − u1

0h, u
2
0 − u2

0h)‖H1(Ω1)×H1(Ω2) ≤
α

α
inf

(v1
0h,v

2
0h)∈V0h

‖(u1
0 − v1

0h, u
2
0 − v2

0h)‖H1(Ω1)×H1(Ω2),

where the right hand side can be bounded using standard spline approximation estimates. Hence,
in 1D, optimal convergence in the energy norm follows directly. Note that, by definition, the error
contribution is measured twice in the overlap region. A more rigorous analysis remains future work.
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The functions in Problem 4 can be expressed as

uk0h(x) =
∑
i∈Ik0

cki β
k
i (x), ukMh(x) =

∑
i∈IkΦc

dki β
k
i (x)

and
ukh(x) = uk0h(x) + ukMh(x),

for x = (x1, . . . , xd) ∈ Ωk. The variational equation (16) in Problem 4 is equivalent to∑
i∈I1

0

c1
i

∫
Ω1

∇β1
i ∇β1

j dx︸ ︷︷ ︸
=:K1

ji

+
∑
i∈I1

Φc

d1
i

∫
Ω1

∇β1
i ∇β1

j dx︸ ︷︷ ︸
=K1

ji

=

∫
Ω1

f β1
j dx︸ ︷︷ ︸

=:f1
j

∀j ∈ I1
0

∑
i∈I2

0

c2
i

∫
Ω2

∇β2
i ∇β2

j dx︸ ︷︷ ︸
=:K2

ji

+
∑
i∈I2

Φc

d2
i

∫
Ω2

∇β2
i ∇β2

j dx︸ ︷︷ ︸
=K2

ji

=

∫
Ω2

f β2
j dx︸ ︷︷ ︸

=:f2
j

, ∀j ∈ I2
0 .

Since IkΦc = Ikc ∪ IkΦ, we can write∑
i∈I1

0

K1
jic

1
i +

∑
i∈I1

c

K1
jid

1
i +

∑
i∈I1

Φ

K1
jid

1
i = f 1

j ∀j ∈ I1
0 (19)

∑
i∈I2

0

K2
jic

2
i +

∑
i∈I2

c

K2
jid

2
i +

∑
i∈I2

Φ

K2
jid

2
i = f 2

j , ∀j ∈ I2
0 . (20)

We can write the matrices and vectors in block form as

(
K1

0 0 K1
c 0 K1

Φ 0
0 K2

0 0 K2
c 0 K2

Φ

)


c1
0

c2
0

d1
c

d2
c

d1
Φ

d2
Φ

 =

(
f1

f2

)
, (21)

where the block matrix is composed of sub-matrices Kk
∗ =

(
Kk
ji

)
i∈Ik∗ ,j∈Ik0

, with ∗ ∈ {0, c,Φ}, and

the vectors of coefficients are given as ck0 = (cki )i∈Ik0 and dk∗ = (dki )i∈Ik∗ , with ∗ ∈ {c,Φ}.

3.4. Discrete extension operators

In the following we consider the discretization of equations (17)–(18).

11



The continuous extension operators have only to satisfy the condition (4). For the discrete
operators we assume Im(Mk

h ) ⊆ V k
Φch. We call Mk

h a minimal extension operator, if Mk
h : V k′

0h →
V k
ch. There are different possible choices of minimal extension operators, which depend on the

computation of the degrees of freedom related to the boundary of the overlap region.
As in the continuous case, we want the discrete extension operators to satisfy the following

equation defined on the boundary of the overlap Φ12

(Mk
hu

k′

h )(x) = ukMh(x) ≈ uk
′

h (x) on ΓkC . (22)

The equation is solved only approximately, by interpolating at a set of suitable points. Therefore,
the related minimal extension operator is called collocation-based extension operator (CEO). This
will be discussed in more detail in Section 3.4.1.

Recall that Mk
hu

k′

h = ukMh, which we can write as a sum ukMh = ukMch + ukMΦh, where ukMch ∈ V k
ch

and ukMΦh ∈ V k
Φh. Since ukMΦh vanishes at ΓkC , only the non-vanishing term ukMch is determined by

equation (22). Hence, when considering CEO, the operator is already determined completely by
the interpolation.

If Im(Mk
h ) ⊃ V k

ch, then the function ukMh = Mk
hu

k′

h is obtained by solving (22) and additionally
discretizing the harmonic equation on the parameter domain, i.e.,

∆ξ[u
k
Mh ◦Gk](ξ) ≈ 0 in (Gk)−1(Φ12) ⊂ Ω̂k, (23)

where ∆ξ is the Laplace operator on the parametric domain. We call this a quasi-harmonic exten-
sion operator (QEO). The details of this approach will be explained in Section 3.4.2.

3.4.1. Discretization by collocation

In the following we describe how to solve equation (22) by collocation. Let us recall that

ukMh(x) =
∑
i∈IkΦc

dki β
k
i (x),

so we obtain

ukMh(x) =
∑
i∈IkΦc

dki β
k
i (x) ≈

∑
i∈Ik′0

ck
′

i β
k′

i (x) +
∑
i∈Ik′Φc

dk
′

i β
k′

i (x) = uk
′

h (x) on ΓkC .

Since βki vanish at ΓkC for i ∈ IkΦ, this reduces to∑
i∈Ikc

dki β
k
i (x) ≈

∑
i∈Ik′0

ck
′

i β
k′

i (x) +
∑
i∈Ik′c

dk
′

i β
k′

i (x) on ΓkC .

12



To determine the coefficients dki for i ∈ Ikc we define a set of suitable collocation points (xk` )`∈Ikc ,
with xk` ∈ Γ1

C , and obtain the set of equations∑
i∈Ikc

dki β
k
i (xk` ) =

∑
i∈Ik′0

ck
′

i β
k′

i (xk` ) +
∑
i∈Ik′c

dk
′

i β
k′

i (xk` ) for all ` ∈ Ikc . (24)

As collocation points xk` one can use the images of the Greville points of the functions β̂k` under
the geometry mapping Gk.

Equation (24) can now be expressed in matrix form as follows,

Ck
c d

k
c = Ck′

0 c
k′

0 + Ck′

d d
k′

c , (25)

where the matrices Ck
c , Ck′

0 and Ck′

d are given as

(Ck
c )`i = βki (xk` ), ` ∈ Ikc , i ∈ Ikc ,

(Ck′
0 )`i = βk

′
i (xk` ), ` ∈ Ikc , i ∈ Ik

′
0 ,

(Ck′

d )`i = βk
′
i (xk` ), ` ∈ Ikc , i ∈ Ik

′
c .

3.4.2. Discretization of the quasi-harmonic extension operator (QEO)

In the following we solve (23) with

ukMh(x) =
∑
i∈Ikc

dki β
k
i (x) +

∑
i∈IkΦ

dki β
k
i (x),

where we assume that the coefficients dki , for i ∈ Ikc , in the first sum are completely determined by
the equations (25).

To determine the coefficients dki , for i ∈ IkΦ, we follow the approach presented in [42], by applying
a finite difference discretization to equation (23) to get a system of linear equations

−dki +
∑
j∈N (i)

dkj
|N (i)|

= 0 for i ∈ IkΦ. (26)

For i ∈ IkΦ the set N (i) ⊂ Ik is the set of neighboring indices of i. In 1D these are i− 1 and i+ 1.
In 2D (and similarly in higher dimensions) the neighboring indices of i corresponding to the pair
(i1, i2) are given as (i1 − 1, i2), (i1 + 1, i2), (i1, i2 − 1) and (i1, i2 + 1), as depicted in Figure 3.

We moreover assume dkj = 0 for j ∈ N (i) \ IkΦc, then equation (26) is equivalent to

−dki +
∑

j∈N (i)∩IkΦc

dkj
2d

= 0 for i ∈ IkΦ, (27)

which can be written in matrix form as

Dk
cd

1
c −Dk

Φd
k
Φ = 0. (28)
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• •

•

•

•

dk(i1,i2−1)

dk(i1−1,i2)

dk(i1,i2+1)

dk(i1,i2)
dk(i1+1,i2)

Figure 3: Visualization of the neighborhood N (i) for i ∼ (i1, i2).

Remark 5. For non-uniform meshes one has to adapt equations (26) and (27) accordingly. Alterna-
tively, one may use the uniform finite difference formula (27) as an approximation for quasi-uniform
meshes.

Remark 6. It should be noted that the sufficient conditions (7) are not always satisfied for the
discrete operators Mk

h , i.e., ‖Mk
hM

k′

h ‖ 6= 0. However, the operators are constructed in such a way
that as h→ 0, the violation becomes less severe. Hence the contraction conditions (6) are satisfied
for sufficiently small h.

3.5. Final system

After combining and properly rearranging the equations (21), (25) and (28), we obtain the
following global system

K1
0 0 K1

c 0 K1
Φ 0

0 K2
0 0 K2

c 0 K2
Φ

0 C2
0 −C1

c C2
d 0 0

C1
0 0 C1

d −C2
c 0 0

0 0 D1
c 0 −D1

Φ 0
0 0 0 D2

c 0 −D2
Φ


︸ ︷︷ ︸

=:Kg


c1

0

c2
0

d1
c

d2
c

d1
Φ

d2
Φ

 =


f1

f2

0
0
0
0

 . (29)

The approximation of the exact solution u of Problem 1 restricted to a patch Ωk is then given by

u|Ωk ≈ uk0h + ukMh =
∑

i∈Ik0 \IkΦ

cki β
k
i (x) +

∑
i∈IkΦ

(cki + dki )β
k
i (x) +

∑
i∈Ikc

dki β
k
i (x). (30)
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Note that, when using CEO, the coefficient vectors d1
Φ, d2

Φ are omitted and the final system is
given by the first (top-left) four-by-four blocks only:

K1
0 0 K1

c 0
0 K2

0 0 K2
c

0 C2
0 −C1

c C2
d

C1
0 0 C1

d −C2
c




c1
0

c2
0

d1
c

d2
c

 =


f1

f2

0
0

 . (31)

In this case the approximate solution is given by

u|Ωk ≈ uk0h + ukMh =
∑

i∈Ik0 \IkΦ

cki β
k
i (x) +

∑
i∈IkΦ

cki β
k
i (x) +

∑
i∈Ikc

dki β
k
i (x). (32)

Theorem 2. If (c1
0, c

2
0,d

1
c ,d

2
c ,d

1
Φ,d

2
Φ)

T
is a solution of (29), then (c̃1

0, c̃
2
0,d

1
c ,d

2
c)
T

is a solution of
(31), where c̃k0 = (c̃ki )i∈Ik0 , with

c̃ki =

{
cki for i ∈ Ik0 \ IkΦ
cki + dki for i ∈ IkΦ.

(33)

Proof. It is easy to see that the first two equations in (31) are satisfied by definition. The last two
equations are satisfied, since Ck

0 c̃
k
0 = Ck

0 c
k
0. This is due to the fact that the rows in the matrix Ck

0

are zero for all row indices i ∈ IkΦ where the vectors c̃k0 and ck0 differ, i.e., (Ck
0 )`i = βki (xk

′

` ) = 0, for
xk
′

` ∈ Γk
′
C and i ∈ IkΦ.

It means, if Problem 4 has a unique solution with respect to QEO, it also has a solution with
respect to CEO. However, the theorem does not guarantee the uniqueness of the solution with
respect to CEO.

4. Existence and uniqueness for the discretized problem

The continuous Problem 2 always has a unique solution, thanks to Theorem 1, where the
equivalence of solutions of Problems 1 and 2 was shown. However, Theorem 1 does not apply to
Problem 4. Instead we will show by numerical experiments the existence and uniqueness of the
solution. Therefore, we need to analyze the regularity of the system matrix Kg. However, we do
not analyze the full matrix directly but make a Schur complement reformulation.

We write the final matrix as presented in (29) as a block matrix

Kg =

(
A B
C D

)
,
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where

A =

(
K1

0 0
0 K2

0

)
, B =

(
K1
c 0 K1

E 0
0 K2

c 0 K2
E

)
,

C =


0 C2

0

C1
0 0

0 0
0 0

 , D =


−C1

c C2
d 0 0

C1
d −C2

c 0 0
D1
c 0 −D1

Φ 0
0 D2

c 0 −D2
Φ

 .
(34)

It can be checked easily that the block matrix D is invertible. This is due to the interpolation
together with the finite difference scheme having a unique solution. Then the Schur complement
matrix with respect to the block D of the matrix Kg is obtained by

K̃g := A−BD−1C. (35)

Remark 7. We recall the descretized continuity condition

ukMh −Mk
h (uk

′

0h + uk
′

Mh) = 0 on Ωk, k ∈ {1, 2}, (36)

which we can write in block operator form as

(
0 M1

h −I1
h M1

h

M2
h 0 M2

h −I2
h

)
u1

0h

u2
0h

u1
Mh

u2
Mh

 =

(
0
0

)
. (37)

Writing (37) in terms of the coefficients ck0, dkc and dkΦ we obtain, after some calculations, the block
matrix equation

C

(
c1

0

c2
0

)
+D


d1
c

d2
c

d1
Φ

d2
Φ

 =


0
0
0
0

 , (38)

where C and D are the block matrices as defined in (34). Hence, we obtain

(−D)−1C

(
c1

0

c2
0

)
=


d1
c

d2
c

d1
Φ

d2
Φ

 , (39)
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which is again equivalent to(
I1
h −M1

h

−M2
h I2

h

)−1(
0 M1

h

M2
h 0

)(
u1

0h

u2
0h

)
=

(
u1
Mh

u2
Mh

)
. (40)

From this we conclude[(
I1
h 0
0 I2

h

)
+

(
I1
h −M1

h

−M2
h I2

h

)−1(
0 M1

h

M2
h 0

)]
︸ ︷︷ ︸

∞∑
`=0

(
0 M1

h

M2
h 0

)`
(
u1

0h

u2
0h

)
=

(
u1
h

u2
h

)
. (41)

Hence, solving the system obtained by the Schur complement matrix K̃g can be seen as a discretiza-
tion of Problem 2.

What remains to be shown is whether or not the matrix K̃g is invertible. Let

Ã((u1
0h, u

2
0h), (v

1
0h, v

2
0h)) = vT K̃gu (42)

be the induced bilinear form, with u and v being the coefficient vectors of (u1
0h, u

2
0h) and (v1

0h, v
2
0h),

respectively. To study the solvability, we will show numerically that the bilinear form Ã is bounded
and coercive, i.e.,

Ã(uh, vh) ≤ µ‖uh‖H1‖vh‖H1

and
Ã(uh, uh) ≥ µ‖uh‖2

H1 ,

where uh = (u1
0h, u

2
0h), vh = (v1

0h, v
2
0h) and ‖uh‖H1 = ‖(u1

0h, u
2
0h)‖H1(Ω1)×H1(Ω2).

Let Ks
g = 1

2
(K̃g + K̃g

T
) and N be the matrix related to the H1-norm, i.e., uTNu = ‖uh‖2

H1 .
Computing the extremal eigenvalues of the matrix Ks

gN
−1

λmin ≤
uTKs

gu

uTNu
≤ λmax (43)

we get that

λmin‖uh‖2
H1 = λminu

TNu ≤ uTKs
gu = uT K̃gu = Ã(uh, uh) ≤ λmax‖uh‖2

H1 . (44)

Hence, having a positive minimal eigenvalue λmin guarantees that the bilinear form α is coercive,
therefore the matrix K̃g is invertible and so is the original system matrix Kg. Moreover, the
conditioning of the matrix Ks

gN
−1 depends on the ratio λmax/λmin.
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(a) Degenerate overlap (b) Small overlap (c) Large overlap

Figure 4: Two-patch setting for different size of overlaps.

We consider three parameterizations of the same domain as illustrated in Figure 4, where a
degenerate overlap appears when the boundaries of two overlapping subdomains touch each other
in one point within the overlap region. While the domain itself cannot be parameterized by a
single regular spline patch, it can be represented as the union of two patches with overlap. For
these examples we compute λmin and λmax for varying degree and refinement level.

In Figures 5(a) and 5(b) we plot the computed eigenvalues using CEO and QEO, respectively.
We compare the results for different degrees (left) and different overlap sizes (right). As we can see
in Figure 5(a), both minimal and maximal eigenvalues obtained using CEO are diverging for all
tested examples as the mesh size tends to zero. In comparison, the spectral behavior is improved
significantly when using QEO, as can be observed in Figure 5(b).

For the domain with a large overlap, the minimal eigenvalues are bounded away from zero and
the maximal eigenvalues are increasing only moderately for all tested degrees. Hence, we assume
that sufficiently large overlap sizes guarantee that Problem 4 has a unique solution when using
QEO and that the system matrix is well-conditioned.

A similar behavior is observed for the example with small overlap, where the ratio of eigenvalues
is increasing at first but decreasing again after some refinement steps.

In case of the degenerate overlap, the minimal eigenvalue becomes negative at some point.
Nonetheless, the spectrum using QEO is smaller than when using CEO.

When increasing the degree of the basis functions, the value of the minimal (maximal) eigenvalue
decreases (increases). We suspect that this is due to the increase of the support size of the basis
functions.

Summing up, using QEO we need enough basis functions in the overlap region to obtain coerciv-
ity and stability which can be guaranteed by h-refinement. Hence we can conclude that Problem 4
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(a) Spectrum of K̃g with respect to CEO.

1 2 3 4 5 6

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
p = 2, λmax

p = 3, λmax

p = 4, λmax

p = 2, λmin

p = 3, λmin

p = 4, λmin

Refinement

λ

Large overlap

1 2 3 4 5 6

0

0.5

1

1.5

2 degenerate, λmax

small, λmax

large, λmax

degenerate, λmin

small, λmin

large, λmin

Refinement

λ

p = 2

(b) Spectrum of K̃g with respect to QEO.

Figure 5: Minimal and maximal eigenvalues for different degree (left) and different overlap size (right) for the
domains in Figure 4, using CEO (top) and QEO (bottom).

has a unique solution in that case. According to Theorem 2, it also has a solution using CEO. It
is worth to mention here, that, while the theorem does not guarantee uniqueness, we always found
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that the CEO based formulation is uniquely solvable and stable.

5. Numerical experiments

We study the OMP method for some numerical examples. According to Theorem 2, any solution
using QEO directly yields a solution using CEO. After presenting a comparison between CEO and
QEO with respect to computation times and convergence order (Sections 5.1 and 5.2, respectively),
we only use CEO for all following examples. In Section 5.3 we solve the Poisson problem with
non-homogeneous boundary condition and given right-hand side on different domains, which are a
union of two or more subdomains. In Section 5.4 we compare the OMP method with two versions
of the Schwarz method. We implemented this work using the C++ library G+Smo [43].

5.1. Time comparison between CEO and QEO

We compare the performance of the OMP method for CEO and QEO with respect to the
computation time. For QEO the supports of the additional basis functions need to be entirely in
the overlap region. Hence, to obtain a difference between CEO and QEO, a domain with sufficiently
large overlap is required. Otherwise, the final systems related to CEO and QEO are of similar size
and the computation time regarding the extension operators is not considerably different. We solve
the Poisson problem on the domain depicted in Figure 4(c) with respect to CEO and QEO having
the exact solution

u(x, y) = sin(x+ y). (45)

Table 1 and Figure 6 indicate results for degree two and different levels of refinement. Moreover,
in Table 2 we compare the two extension operators for varying degree on a fixed refinement level.
The observed results show that the OMP method with respect to CEO is almost two times faster
than QEO.

The results also demonstrate experimentally that the computation times for both methods have
the same order of magnitude. Consequently, the observations regarding CEO, which are represented
in the following subsections are expected to carry over to QEO as well.

5.2. Convergence comparison between CEO and QEO

We compare the performance of the OMP method concerning CEO and QEO with respect to
the H1 and L2 errors. Therefore, we consider the Poisson problem on domain 4(c) and the exact
solution (45). The results presented in Table 3 are confirming Theorem 2. We conjecture that the
obtained errors are the same and that the observed differences are due to the iterative BiCG solver.
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CEO QEO time ratio
ref time #it size time #it size QEO/CEO

1 9.9×10−4 31 648 2.2×10−3 37 746 2.22
2 7.5×10−3 63 2312 1.3×10−2 74 2834 1.73
3 6×10−2 128 8712 1×10−1 162 11136 1.66
4 5.5×10−1 234 33800 1 316 44186 1.81
5 4.9 499 133128 8.8 649 176006 1.79
6 44 949 528392 86 1340 702720 1.95

Table 1: Time comparison with respect to refinement levels for CEO and QEO on domain 4(c) and p = 2. Here and
in the following tables #it stands for solver iterations.

CEO QEO time ratio
degree time #it size time #it size QEO/CEO

2 44 949 528392 86 1340 702720 1.95
3 68.8 831 530450 131 1159 704734 1.90
4 104 756 532512 201 1220 706756 1.93

Table 2: Time comparison with respect to degree for CEO and QEO on domain 4(c)
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Figure 6: Time comparison with respect to refinement levels for CEO and QEO on domain 4(c).

5.3. Convergence tests

In Example 5.3.1, we solve the Poisson problem on domain 4(c), using degree elevation, and for
a fixed mesh size. In Example 5.3.2 we consider a half-circle shaped domain, which is the union of
two overlapping patches. The two subdomains are sharing a Dirichlet boundary part. A coffee cup
shaped domain is considered in Example 5.3.3. The domain is a union of four pairwise overlapping
subdomains. In Example 5.3.4 the performance of the OMP method is tested on a 3D domain,
which is constructed as the union of two overlapping cubes.

In all three examples we solve the Poisson problem, where the right-hand side f and the Dirichlet
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CEO QEO
h L2-error H1-error L2-error H1-error
1 7.42384 10.6648 7.42384 10.6648

0.5 3.79419 5.51633 3.79419 5.51633
0.25 0.74306 1.83793 0.74306 1.83793

0.125 0.0534081 0.373055 0.0534087 0.373055
0.0625 0.00463993 0.0848575 0.00463993 0.0848575

0.03125 0.000479796 0.0206381 0.000479798 0.0206381
0.015625 5.82×10−5 0.00512118 5.82×10−5 0.00512118

Table 3: Convergence comparison with respect to the mesh size h and p = 2 for CEO and QEO on domain 4(c).

boundary conditions are defined by a prescribed exact solution. The numerical solution is computed
by solving the global system (31) for varying degree and mesh size. We always compute the L2 and
H1 errors. In all examples the total error is given as the sum of local errors on each subdomain.

5.3.1. Degree elevation example

The domain 4(c) is parameterized by biquadratic patches. We consider the exact solution (45)
to compute the numerical errors. The results are indicated in Figure 7 for L2 and H1 errors and
for h = 0.0625.
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Figure 7: Numerical results related to solving the Poisson problem on domain 4(c) for h = 0.0625.

5.3.2. Poisson problem on a half-circle

The domain illustrated in Figure 8(a) approximates a half-circle with radius 3 around the origin
(the domain is parameterized with quadratic B-splines and thus not an exact half-circle). While
the domain itself cannot be parameterized by a single regular spline patch, it can be represented
as the union of an annulus and a rectangular domain. We consider the exact solution (45).
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The numerical solution with a total of 1512 dofs and using quadratic B-splines, is plotted in
Figures 8(b) and 8(c). The L2 and H1 errors are plotted in Figure 8(d). The observed order of
convergence is optimal.

(a) The half-circle domain.

(b) Local numerical solutions.

(c) Both local solutions plotted together.
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(d) L2 (left) and H1 (right) errors for the half-circle.

Figure 8: Numerical results related to solving the Poisson problem on the half-circle.
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5.3.3. Poisson problem on a coffee cup shaped domain

In this example, we consider the domain depicted in Figure 9(a). The domain is composed of
four subdomains parameterized with quadratic B-splines. We consider the following exact solution

u(x, y) = sin(x) sin(y).

In Figure 9(c) we plot the numerical solution with a total of 1296 dofs for p = 2. The convergence
of L2 and H1 errors are shown in Figure 9(d), which verifies the optimal convergence rate for this
example.

5.3.4. Poisson problem on overlapping cubes

We consider the 3D domain illustrated in Figure 10(a), which is given as the union of two cubes.
The exact solution is

u(x, y, z) = sin(x+ y + z).

The numerical solution for p = 2 with a total of 2000 dofs is plotted in Figure 10(b).
We again observe the optimal order of convergence for the L2 and H1 errors in Figure 10(c).

5.3.5. Linear elasticity problem on a plate with circular hole

The domain, which is shown in Figure 11(a), is a quarter of a plate with a circular hole. It is
represented as a Boolean union of two subdomains, both parameterized by quadratic NURBS. The
radius of the hole and the edge length of the quarter are set to one and four, respectively.

On this domain, we consider the same problem as in [44, Section 5.2], where the domain was
simply a square.

We recall the exact solution

u1(x, y) = −cos2(x) cos(y) sin(y)

2

u2(x, y) =
cos2(y) cos(x) sin(x)

2

and right-hand side

f1(x, y) = µ cos(y) sin(y)(1− 4cos2(x))− 2xy cos(x2y)

f2(x, y) = −µ cos(x) sin(x)(1− 4cos2(y))− x2 cos(x2y).

The Lamé parameters are determined by Young’s modulus E = 105 and Poisson’s ratio ν = 0.3.
Figure 11(b) visualizes the numerical solution with a total of 2664 dofs (corresponding to h =

0.03125) and using quadratic NURBS. The L2 and H1 errors for various values of the discretization
parameter h are plotted in Figure 11(c). The observed order of convergence is optimal.
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(a) Coffee cup domain.

(b) Local numerical solutions.

(c) All local solutions plotted together.
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(d) L2 (left) and H1 (right) errors for the coffee cup shaped domain.

Figure 9: Numerical results related to solving the Poisson problem on the coffee cup shaped domain.
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(a) Overlapping cubes.

(b) Both local solutions plotted together.
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(c) L2 (left) and H1 (right) errors for the overlapping cubes.

Figure 10: Numerical results related to solving the Poisson problem on the overlapping cubes.

5.4. Comparison of the OMP method with Schwarz methods

We compare the OMP method with two different kinds of Schwarz algorithms, additive Schwarz
(ADS) and multiplicative Schwarz (MPS).

The ADS and MPS domain decomposition methods, can be used to handle the numerical
solution on overlapping subdomains. Moreover, from a linear algebra point of view, the ADS method
is a variation of the block Jacobi algorithm and the MPS method corresponds to a symmetric
Gauss-Seidel algorithm. In Figure 12 we visualize the dependence of every iterate with respect
to the previous solutions. For more information see for instance [45, 46, 47, 48]. In Section 5.4.1
we compare the presented Schwarz algorithms and the proposed OMP method with respect to the
computational cost.
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(a) The plate with
circular hole.

(b) Norm of the displacement on each patch (left and center) and visu-
alization of the deformed plate (right).
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(c) L2 (left) and H1 (right) errors for the plate with circular hole.

Figure 11: Numerical results related to solving the linear elasticity problem on the plate with circular hole.

In all examples, the Schwarz iteration is terminated if the Euclidean norm of the difference of
two successive solutions is below the threshold 10−8. The maximum number of iterations for the
MPS and ADS method is set to 4000.

5.4.1. Comparison with respect to the computational cost

We solve the Poisson problem with non-zero Dirichlet boundary condition on a domain, which
is composed of two subdomains and with different size of overlaps, as illustrated in Figure 4. Note

27



u1
0

u2
1u2

0

u1
1 u1

2

u2
2

u1
3

u2
3

. . .

. . . u2
1u2

0

u1
1 u1

2

u2
2

u1
3

u2
3

. . .

. . .

Figure 12: ADS (pink) and MPS (olive) algorithms

that the domain is the same for the three examples and only one subdomain changes. The exact
solution

u(x, y) = sin(πx) sin(πy)

is used for all three approaches.
The BiCG solver is employed for solving the systems related to the proposed methods. The

tolerance of the solver is set to 10−10.
The experimental results illustrated in the Tables 4, 5, 6 and Figure 13 for p = 2. The observed

results show that the MPS method is almost two times faster than the ADS method and the OMP
method is considerably faster than both Schwarz approaches. Also, the Schwarz approaches are not
efficient for degenerate and small overlaps, since we lose convergence after some refinement steps.
Also, setting a higher number of maximum iterations of the Schwarz method (> 4000), increases
the computation time.

In the presented tables, the listed dofs are related to the MPS and ADS methods, for the OMP
method the values have to be multiplied by 2.
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Figure 13: Comparison between the OMP, MPS and ADS methods with respect to the computation time.

As another experiment, we fix the number of dofs, and we elevate the degree of the basis
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Overlap size = Degenerate
p = 2 OMP Method MPS Method ADS Method

ref #dofs time #it calls time #it calls time #it
1 9 8.3×10−6 5 2 1.7×10−5 18 2 1.3×10−5 18
2 16 2×10−6 9 48 2.9×10−4 490 113 6.7×10−4 1140
3 36 5.5×10−6 15 83 1.6×10−3 1428 160 3.2×10−3 2738
4 100 2.2×10−4 26 139 1.3×10−2 3501 268 2.5×10−2 6726
5 324 1.4×10−3 48 291 1.5×10−1 11103 560 2.9×10−1 21330
6 1156 9.2×10−3 83 660 2.8 51435 1268 5.4 98742
7 4356 8.2×10−2 159 1490 50.2 229183 2799 93.8 430450
8 16900 7.1×10−1 309 - >10min - - >10min -

Table 4: Comparison between the OMP, MPS, and ADS methods. Here and in the following tables ”calls“ stands
for the number of Schwarz iterations.

Overlap size = Small
p = 2 OMP Method MPS Method ADS Method

ref #dofs time #it calls time #it calls time #it
1 9 1.2×10−5 13 57 1.9×10−4 348 110 3.3×10−4 666
2 16 1.3×10−5 11 30 1.8×10−4 310 62 4.04×10−4 630
3 36 5.6×10−5 15 32 6.7×10−4 593 62 1.3×10−3 1132
4 100 1.9×10−4 21 33 003.3×10−3 850 64 6.1×10−3 1625
5 324 1.1×10−3 35 34 1.9×10−2 1341 66 3.5×10−2 2569
6 1156 7.7×10−3 65 35 1.5×10−1 2771 68 2.9×10−1 5314
7 4356 6.1×10−2 128 52 1.7 8090 121 4.07 18630
8 16900 6.1×10−1 243 - > 10min - - > 10min -

Table 5: Comparison between the OMP, MPS, and ADS methods.

Overlap size = Large
p = 2 OMP Method MPS Method ADS Method

ref #dofs time #it calls time #it calls time #it
1 9 1.1×10−5 12 12 4.19×10−5 77 24 8.67×10−5 148
2 16 2.6×10−5 11 8 5.36×10−5 88 17 1.03×10−4 177
3 36 3.3×10−5 12 9 2.03×10−4 170 19 3.98×10−4 339
4 100 1.6×10−4 18 9 10.07×10−4 260 19 1.98×10−3 518
5 324 9.9×10−4 30 10 6.15×10−3 450 19 1.11×10−2 819
6 1156 6.4×10−3 61 10 4.90×10−2 879 19 9.01×10−2 1606
7 4356 5.7×10−2 121 26 9.95×10−1 4485 51 1.92 8578
8 16900 0.6 234 3000 864.244 983107 - > 15min -

Table 6: Comparison between the OMP, MPS, and ADS methods.

functions. The results are indicated in Tables 7, 8 and 9 for different size of overlaps. The results
show again that the OMP method is significantly faster than the ADS and MPS methods. Since
the ADS and MPS methods fail to converge after some refinement steps, due to the degenerate
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overlap (with p = 4), it is not possible to compute the time consumption in this case. The ADS
method seems to behave worse than the MPS method with that respect. However, the performance
of the OMP method, even for degenerate overlaps, is not compromised as we obtain the optimal
convergence rate in all cases, and the computational cost is computed.

The MPS and ADS systems are symmetric. One can solve those systems using a CG solver.
This would be two times faster. However, according to the observed results, the OMP method is
still significantly faster.

refinement level = 7
Overlap size = Degenerate

OMP Method MPS Method ADS Method
degree #dofs time #it calls time #it calls time #it

2 4356 8.2×10−2 159 1490 50.2 229183 2799 93.8 430450
3 4489 1.2×10−1 131 395 22.4188 52090 898 50.6409 118263
4 4624 9.5×10−1 482 - - - - - -

Table 7: Comparison between the OMP, MPS and ADS methods for different degrees of the basis functions.

refinement level = 7
Overlap size = Small

OMP Method MPS Method ADS Method
degree #dofs time #it calls time #it calls time #it

2 4356 6.1×10−2 128 52 1.7 8090 121 4.07 18630
3 4489 1.1×10−1 109 58 3.45672 7836 111 6.41868 14882
4 4624 1.8×10−1 104 38 3.25108 4766 74 6.28625 9157

Table 8: Comparison between the OMP, MPS and ADS methods for different degrees of the basis functions.

refinement level = 7
Overlap size = large

OMP Method MPS Method ADS Method
degree #dofs time #it calls time #it calls time #it

2 4356 5.7×10−2 121 26 9.95×10−1 4485 51 1.92 8578
3 4489 9.5×10−2 104 25 1.62 3684 44 2.80 6397
4 4624 0.15 94 16 1.53 2194 22 2.07 2963

Table 9: Comparison between the OMP, MPS and ADS methods for different degrees of the basis functions.

6. Conclusion

We proposed the OMP method, which is an isogeometric method for the numerical simulation on
overlapping multi-patch structures, where the individual patches are represented by tensor-product
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spline parameterizations. We observe that neither trimming nor reparameterization are required
for domains constructed by Boolean unions. Also, the OMP method avoids the iterative approach
of the ADS or MPS methods.

The coupling of the individual solutions on the subdomains relies on two different extension
operators, CEO and QEO. We explored that their convergence rates behave analogously. It should
be noted that we cannot guarantee the uniqueness of the solution with respect to CEO (not even
numerically), while numerical experiments indicate that coercivity of the discrete formulation is
satisfied for QEO. Instabilities due to the lack of coercivity for CEO may be possible but were
never observed. In all examples we obtain optimal convergence rates and did not experience any
stability issues.

We compared the OMP method with the additive and multiplicative Schwarz methods, with
respect to computation time. While ADS and MPS are not efficient for small overlaps, the OMP
method provides the optimal rate of convergence even in these situations. Moreover, we can employ
OMP to more than two patches with pairwise overlaps and in any dimension.

In our ongoing work, we plan to extend the OMP method to multi-patch domains containing
overlaps of three or more patches.

Furthermore, we are interested in studying higher order PDEs, where a higher order of smooth-
ness needs to be imposed on the boundary of the overlaps. Another possible extension is the case
of PDEs on surfaces. We believe that the use of overlapping multi-patch structures might be useful
for applications in geometric modeling as well. As an additional difficulty, the individual patches
may not coincide exactly in the overlap, but only approximately.

The OMP method consists of a single monolithic linear system that needs to be solved. This
is different from the additive Schwarz methods, which are inherently iterative and parallelizable.
Nevertheless, existing and well developed packages for parallelizing large sparse linear systems (e.g.
Trilinos or Hypre) can be employed to obtain a parallel version of our method. The structure of
the global matrix can be exploited by splitting into sub-problems. Devising an adapted parallel
version of our method is also a potential topic for future research.

7. Acknowledgments

This work was supported by the ERC AdG project CHANGE n. 694515, by the Austrian Science
Fund (FWF) through project NFN S11708 as well as by the FWF together with the government
of Upper Austria through the project P 30926-NBL. This support is gratefully acknowledged.

References

[1] T. J. R. Hughes, J. Cottrell, Y. Bazilevs, Isogeometric analysis: CAD, finite elements, NURBS,
exact geometry and mesh refinement, Computer Methods in Applied Mechanics and Engineer-
ing 194 (39-41) (2005) 4135–4195.

31



[2] J. A. Cottrell, T. J. R. Hughes, Y. Bazilevs, Isogeometric Analysis: Toward Integration of
CAD and FEA, John Wiley and Sons, Ltd, 2009.

[3] A. Buffa, G. Sangalli (Eds.), IsoGeometric Analysis: A New Paradigm in the Numerical
Approximation of PDEs, Lecture Notes in Mathematics, Springer International Publishing
Switzerland, 2016.

[4] L. Beirão Da Veiga, A. Buffa, G. Sangalli, R. Vázquez, Mathematical analysis of variational
isogeometric methods, Acta Numerica 23 (2014) 157–287.

[5] B. Marussig, T. J. R. Hughes, A review of trimming in isogeometric analysis: Challenges,
data exchange and simulation aspects, Archives of Computational Methods in Engineering 25
(2018) 1059–1127.

[6] M. Scott, D. Thomas, E. Evans, Isogeometric spline forests, Computer Methods in Applied
Mechanics and Engineering 269 (2014) 222–264.
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[25] R. Schmidt, R. Wüchner, K.-U. Bletzinger, Isogeometric analysis of trimmed NURBS geome-
tries, Computer Methods in Applied Mechanics and Engineering 241 (2012) 93–111.
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Appendix A. Proof of Theorem 1

First we prove (i). The assumption (4) about the extension operators implies that the two
functions uk0 = u|Ωk − Mk(u|Ωk′ ), k = 1, 2, belong to H1

0 (Ωk). In order to verify that (u1
0, u

2
0)

satisfies the localized weak form of the Poisson problem, we introduce the trivial extension operators
T k : H1

0 (Ωk)→ H1
0 (Ω),

T kvk =

{
vk on Ωk

0 on Ω \ Ωk

35



and note that ak(u, vk) = a(u, T kvk) and `k(vk) = `(T kvk). Therefore we evaluate the left-hand
side of Eq. (8) for uk0 = u|Ωk −Mku|Ωk′ :

a1 (M12 (u|Ω1 −M1u|Ω2 +M1(u|Ω2 −M2u|Ω1)) , v1) +

a2 (M21 (u|Ω2 −M2u|Ω1 +M2(u|Ω1 −M1u|Ω2)) , v2) =

a1 (M12(u|Ω1 −M1M2(u|Ω1)), v1) + a2 (M21(u|Ω2 −M2M1(u|Ω2)), v2) =

a1 (M12(I1 −M1M2)(u|Ω1), v1) + a2 (M21(I2 −M2M1)(u|Ω2), v2) =

a1(u|Ω1 , v1) + a2(u|Ω2 , v2),

because Mkk′(Ik −MkMk′)
−1

= I. We use the trivial extension operators and the assumption that
u solves the weak form (2) of the problem to rewrite the result as

a1(u|Ω1 , v1) + a2(u|Ω2 , v2) = a(u|Ω1 , T 1v1) + a(u|Ω2 , T 2v2) = `(T 1v1) + `(T 2v2) = `1(v1) + `2(v2),

thereby completing the proof of (i).
Second we prove (ii). We consider the restrictions of the two forms

a12(u12, v12) =

∫
Φ12

∇u12∇v12 dξ and `12(v12) =

∫
Φ12

fv12 dξ,

to the overlap region Φ12 and the trivial extension operator T 12 : H1
0 (Φ12)→ H1

0 (Ω),

T 12v12 =

{
v12 on Φ12

0 on Ω \ Φ12.

We first show that M12 (u1
0 +M1u2

0) and M21 (u2
0 +M2u1

0) coincide on the boundary of Φ12. We
know, Mkk′ =

∑∞
`=0(MkMk′)`, then we can write

M12 (u1
0 +M1u2

0) =
∞∑
`=0

(M1M2)`
(
u1

0 +M1u2
0

)
M21 (u2

0 +M2u1
0) =

∞∑
`=0

(M2M1)`
(
u2

0 +M2u1
0

)
.

(A.1)

According to the assumption (4) we get on Γ1
C

∞∑
`=0

(M1M2)`
(
u1

0 +M1u2
0

)
=
∞∑
`=0

(M1M2)`u1
0 +

∞∑
`=0

(M1M2)`M1u2
0︸ ︷︷ ︸

=u2
0

.
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The first sum satisfies

∞∑
`=0

(M1M2)`u1
0 = u1

0︸︷︷︸
=0

+
∞∑
`=1

(M1M2)`u1
0 =

∞∑
`=0

(M1M2)`M1M2u1
0︸ ︷︷ ︸

=M2u1
0

,

from which we obtain

M12
(
u1

0 +M1u2
0

)
=
∞∑
`=0

(M1M2)`(u2
0 +M2u1

0) = M21
(
u2

0 +M2u1
0

)
, on Γ1

C .

Analogously we get

M21
(
u2

0 +M2u1
0

)
=
∞∑
`=0

(M2M1)`(u1
0 +M1u2

0) = M12
(
u1

0 +M1u2
0

)
, on Γ2

C .

Therefore, the solutions are equal on the boundary of Φ12.
For any v12 ∈ H1

0 (Φ12), we get

a12(M12
(
u1

0 +M1u2
0

)
, v12) = a1(M12

(
u1

0 +M1u2
0

)
, T 12v12) = `1(T 12v12) = `12(v12)

and

a12(M21
(
u2

0 +M2u1
0

)
, v12) = a2(M21

(
u2

0 +M2u1
0

)
, T 12v12) = `2(T 12v12) = `12(v12),

since (u1
0, u

2
0) solves Problem 2. Hence, we obtain

a12(M12
(
u1

0 +M1u2
0

)
−M21

(
u2

0 +M2u1
0

)
, v12) = 0,

for all v12 ∈ H1
0 (Φ12). Since M21 (u2

0 +M2u1
0) and M21 (u2

0 +M2u1
0) coincide on the boundary of

Φ12, we can conclude from the coercivity of a(·, ·) that

M12
(
u1

0 +M1u2
0

)
= M21

(
u2

0 +M2u1
0

)
on Φ12. (A.2)

Any v ∈ H1
0 (Ω) can be represented as v = T 1v1 + T 2v2, where vk ∈ H1

0 (Ωk). We thus obtain

a(u, v) = a(u, T 1v1 + T 2v2) = a1(u|Ω1 , v1) + a2(u|Ω2 , v2)

and
`(v) = `(T 1v1 + T 2v2) = `1(v1) + `2(v2).
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We have
u|Ωk = Mkk′

(
uk0 +Mkuk

′

0

)
by definition (10) for k = 1 and due to (A.2) for k = 2. Since (u1

0, u
2
0) solves Problem 2, we obtain

a(u, v) = a1(u|Ω1 , v1) + a2(u|Ω2 , v2)
= a1(M12 (u1

0 +M1u2
0) , v1) + a2(M21 (u2

0 +M2u1
0) , v2)

= `1(v1) + `2(v2) = `(v).

This completes the proof of (ii).
Third we prove (iii). We consider two solutions (u1

0, u
2
0) and (ũ1

0, ũ
2
0) of Problem 2, which

correspond to the same solution u of Problem 1.
As we showed in (A.2) the solutions are equal on Φ12, so we can write

u = M12
(
u1

0 +M1u2
0

)︸ ︷︷ ︸
A1

= M21
(
u2

0 +M2u1
0

)︸ ︷︷ ︸
A2

= M12
(
ũ1

0 +M1ũ2
0

)︸ ︷︷ ︸
A3

= M21
(
ũ2

0 +M2ũ1
0

)︸ ︷︷ ︸
A4

on Φ12.

Since A1 = A3 and A2 = A4 we can write

M12
(
u1

0 +M1u2
0

)
= M12

(
ũ1

0 +M1ũ2
0

)
, on Φ12

M21
(
u2

0 +M2u1
0

)
= M21

(
ũ2

0 +M2ũ1
0

)
, on Φ12.

We apply (I −M1M2) and (I −M2M1) to the first and second equations respectively and obtain(
u1

0 − ũ1
0

)
+M1

(
u2

0 − ũ2
0

)
= 0, on Φ12(

u2
0 − ũ2

0

)
+M2

(
u1

0 − ũ1
0

)
= 0, on Φ12.

Now we apply −M2 to the first equation and add both sides of the two equations and obtain(
u2

0 − ũ2
0

)
−M2M1

(
u2

0 − ũ2
0

)
= 0, on Φ12

or equivalently

(I −M2M1)
(
u2

0 − ũ2
0

)
= 0.

After applying M21 to both sides of the last equation we obtain

u2
0 = ũ2

0 on Φ12. (A.3)

Similarly, we conclude u1
0 = ũ1

0 on Φ12.
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Moreover, we need to show that u1
0 = ũ1

0 on Ω1 \ Φ12 and u2
0 = ũ2

0 on Ω2 \ Φ12. We have

a1(M12(u1
0 +M1u2

0), v1
0) = `1(v1

0) and a1(M12(ũ1
0 +M1ũ2

0), v1
0) = `1(v1

0), (A.4)

for all v1
0 ∈ H1

0 (Ω1), which follows from (8) setting v2
0 = 0 and (9). Taking the difference of the two

equations, we obtain

a1(M12(u1
0 − ũ1

0 +M1(u2
0 − ũ2

0)), v1
0) = 0 ∀v1

0 ∈ H1
0 (Ω1). (A.5)

According to Assumption 2 and (A.3), we have

M1(u2
0 − ũ2

0) = 0, (A.6)

so we are left with
a1(M12(u1

0 − ũ1
0), v1

0) = 0 ∀v1
0 ∈ H1

0 (Ω1). (A.7)

This is, by definition,

a1

(
∞∑
`=0

(M1M2)`(u1
0 − ũ1

0), v1
0

)
= 0 ∀v1

0 ∈ H1
0 (Ω1). (A.8)

For ` ≥ 1 we have (M1M2)`(u1
0 − ũ1

0) = 0 due to Assumption 2. Hence, we get

a1(u1
0 − ũ1

0, v
1
0) = 0 ∀v1

0 ∈ H1
0 (Ω1), (A.9)

from which we immediately obtain, due to the coercivity of the bilinear form a1, that u1
0 − ũ1

0 = 0
on Ω1. Analogously we obtain u2

0 = ũ2
0 on the other subdomain Ω2, which completes the proof.

Appendix B. Proof of Lemma 1

We define the extension operator M1 as

M1u2(x) =

{
u2(b1)

(
x−a2

b1−a2

)
in Φ12

0 otherwise
(B.1)

and M2 analogously. We have M1u2(a2) = 0 and M2u1(b1) = 0 by definition. Hence, MkMk′uk ≡ 0
and consequently, M1u2(b1) = u2

0(b1) and M2u1(a2) = u1
0(a2).

We have

|M1u2|2H1(Ω1) =

∫ b1

a1

[(M1u2)′]2dx =

∫ b1

a2

[
u2

0(b1)

d

]2

dx =
u2

0(b1)
2

d
, (B.2)
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overlap

a1 b2Ω
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a2 b2

Ω1

Ω2

Figure B.14: 1D-patch setting.

where d = b1 − a2. Analogously, |M2u1|2H1(Ω2) =
u1

0(a2)
2

d
.

On the domain Ω1 we have

|u1
0(a2)|2 = λ

∣∣∣∣∫ a2

a1

(u1
0)′ · 1dx

∣∣∣∣2 + (1− λ)

∣∣∣∣∫ b1

a2

(u1
0)′ · 1dx

∣∣∣∣2
≤ λ

[∫ a2

a1

((u1
0)′)2dx

∫ a2

a1

1dx

]
+ (1− λ)

[∫ b1

a2

((u1
0)′)2dx

∫ b1

a2

1dx

]
= λ(a2 − a1)|u1

0|2H1(a1,a2) + (1− λ)(d)|u1
0|2H1(a2,b1),

where (a2 − a1) = |Ω1| − d. For λ = d
|Ω1| we obtain

|u1
0(a2)| ≤

√
d− d2

|Ω1|
· |u1

0|H1(Ω1) (B.3)

and analogously for the second domain Ω2 we obtain

|u2
0(b1)| ≤

√
d− d2

|Ω2|
· |u2

0|H1(Ω2). (B.4)

According to (B.2), (B.3) and (B.4), we get

|M1u2|H1(Ω1) ≤ C1 |u2
0|H1(Ω2)

|M2u1|H1(Ω2) ≤ C2 |u1
0|H1(Ω1)

(B.5)

where C1 =
√

1− d
|Ω2| and C2 =

√
1− d

|Ω1| .
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• Boundedness of the bilinear form:

We have

|A((u1, u2), (v1
0, v

2
0))| =

∣∣∣∣∫
Ω1

(u1
0 +M1u2)

′
v′10 dx+

∫
Ω2

(u2
0 +M2u1)

′
v′20 dx

∣∣∣∣
≤
∣∣∣∣∫

Ω1

u1
0
′
v1

0
′
dx

∣∣∣∣+

∣∣∣∣∫
Ω1

(M1u2)
′
v1

0
′
dx

∣∣∣∣
+

∣∣∣∣∫
Ω2

u2
0
′
v2

0
′
dx

∣∣∣∣+

∣∣∣∣∫
Ω2

(M2u1)
′
v2

0
′
dx

∣∣∣∣
≤ |u1

0|H1(Ω1)|v1
0|H1(Ω1) + |M1u2|H1(Ω1)|v1

0|H1(Ω1) + |u2
0|H1(Ω2)|v2

0|H1(Ω2)

+ |M2u1|H1(Ω2)|v2
0|H1(Ω2),

and according to (B.5)

|A((u1, u2), (v1
0, v

2
0))| ≤ |u1

0|H1(Ω1)|v1
0|H1(Ω1) + C1|u2

0|H1(Ω2)|v1
0|H1(Ω1)

+ |u2
0|H1(Ω2)|v2

0|H1(Ω2) + C2|u1
0|H1(Ω1)|v2

0|H1(Ω2).

Since ‖(· , · )‖H1 = |(· , · )|H1 + ‖(· , · )‖L2 , we can write

|A((u1, u2), (v1
0, v

2
0))| ≤
‖u1

0‖H1(Ω1)‖v1
0‖H1(Ω1) + ‖u2

0‖H1(Ω2)‖v2
0‖H1(Ω2)

+ C1‖u2
0‖H1(Ω2)‖v1

0‖H1(Ω1) + C2‖u1
0‖H1(Ω1)‖v2

0‖H1(Ω2)

≤ Cmax(‖u1
0‖H1(Ω1) + ‖u2

0‖H1(Ω2))(‖v1
0‖H1(Ω1) + ‖v2

0‖H1(Ω2))

≤ Cmax

√
2(‖u1

0‖2
H1(Ω1) + ‖u2

0‖2
H1(Ω2))

√
2(‖v1

0‖2
H1(Ω1) + ‖v2

0‖2
H1(Ω2))

= α‖(u1
0, u

2
0)‖H1(Ω1)×H1(Ω2)‖(v1

0, v
2
0)‖H1(Ω1)×H1(Ω2),

where Cmax = max{1, C1, C2} and α = 2Cmax. Therefore, the bilinear form is bounded.

• Boundedness of the linear form:

We have

|L((v1
0, v

2
0))| =

∣∣∣∣∫
Ω1

fv1
0dξ +

∫
Ω2

fv2
0dξ

∣∣∣∣
≤ Λ1(‖v1

0‖L2(Ω1) + ‖v2
0‖L2(Ω2))

≤ Λ1(‖v1
0‖H1(Ω1) + ‖v2

0‖H1(Ω2))

≤
√

2Λ1

√
‖v1

0‖2
H1(Ω1) + ‖v2

0‖2
H1(Ω2)

= Λ‖(v1
0, v

2
0)‖H1(Ω1)×H1(Ω2),
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where Λ =
√

2Λ1. Therefore, the linear form is bounded.

• Coercivity of the bilinear form:

According to (B.5) we obtain

A((u1, u2), (u1
0, u

2
0)) =

∫
Ω1

(u1
0 +M1u2)

′
u1

0
′
+

∫
Ω2

(u2
0 +M2u1)

′
u2

0
′

=

∫
Ω1

(u1
0)
′
(u1

0)
′
+

∫
Ω2

(u2
0)
′
(u2

0)
′
+

∫
Ω1

(M1u2)
′
(u1

0)
′
+

∫
Ω2

(M2u1)
′
(u2

0)
′

≥
∫

Ω1

(u1
0)
′
(u1

0)
′
+

∫
Ω2

(u2
0)
′
(u2

0)
′ −
∣∣∣∣∫

Ω1

(M1u2)
′
(u1

0)
′
+

∫
Ω2

(M2u1)
′
(u2

0)
′
∣∣∣∣

≥ |u1
0|2H1(Ω1) + |u2

0|2H1(Ω2) − |M1u2|H1(Ω1)|u1
0|H1(Ω1) − |M2u1|H1(Ω2)|u2

0|H1(Ω2).

Therefore, according to (B.5) we can write

A((u1, u2), (u1
0, u

2
0)) ≥ |u1

0|2H1(Ω1) + |u2
0|2H1(Ω2) − (C1 + C2)|u1

0|H1(Ω1)|u2
0|H1(Ω2)

≥ |u1
0|2H1(Ω1) + |u2

0|2H1(Ω2) −
1

2
(C1 + C2)

(
|u1

0|2H1(Ω1) + |u2
0|2H1(Ω2)

)
=

(
1− 1

2
(C1 + C2)

)(
|u1

0|2H1(Ω1) + |u2
0|2H1(Ω2)

)
≥ η

(
1− 1

2
(C1 + C2)

)(
‖u1

0‖2
H1(Ω1) + ‖u2

0‖2
H1(Ω2)

)
= α‖(u1

0, u
2
0)‖2

H1(Ω1)×H1(Ω2),

where η is the constant from the Poincaré inequality and α = η
(

1− 1
2

√
1− d

|Ω2| −
1
2

√
1− d

|Ω1|

)
.

This shows the coercivity of the bilinear form and concludes the proof. Note that for a fixed two
patch domain this constant is always positive and bounded away from zero, since 0 < d

|Ωk| < 1.
However, if the overlap degenerates, the constant α goes to zero.
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