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Abstract. We tackle the problem of constructing the representation
context of a pattern structure. First, we present a naive algorithm that
computes the representation context a pattern structure. Then, we add
a sampling technique in order to reduce the size of the output. We show
that these techniques reduce significantly the size of the representation
context for interval pattern structures.

1 Introduction

Formal Concept Analysis (FCA) has dealt with non binary data mainly in two
different ways: either by scaling [4] the original dataset into a formal context or
through the use pattern structures [5,8]. The former is known to induce large
formal contexts which are difficult to handle. The latter is well preferred for a
wide variety of applications [6].

Any pattern structure can be represented by an equivalent formal context,
which is consequently called a representation context (RC) [1,5]. An RC
and a pattern structure contain the same set of extents. In this short paper we
propose a general approach to build an RC for a given pattern structure using
a sampling strategy based on attribute exploration. Our proposition aims at
calculating a reduced RC as well as reducing the computational complexity of
calculating pattern structures with high dimensional object representations.

2 Notation and Theoretical Background

In the following we introduce some definitions needed for the development of this
article. The notations used are based on [4]. A formal context (G,M, I) is a triple
where G is a set of objects, M is a set of attributes and I C G X M is an incidence
relation with (g, m) € I denoting “object g has the attribute m”. The derivation
operators are denoted as ' : (G) = p(M) and ' : (M) — p(G). A many-valued
context M = (G,N,W,J) is a data table where, in addition to G and M, we define



a set of values W for each attribute m € M (where W = [JW™ for all m € M) such
that m(g) = w denotes that “the value of the attribute m for the object g is w”
(with w € W™). Additionally, in this document we will consider each W™ as an
ordered set where Wi" denotes the i-th element in the set.

The pattern structure framework is a generalization of FCA [5] where ob-
jects are described by complex representations. A pattern structure is a triple
(G, (D, M), ) where G is a set of objects, (D,) is a semi-lattice of complex object
representations, ¢ is a function that assigns to each object in G a representation
in D, and with Ds = {d € D | 3(X C G) Mgex 6(g) = d}, (Ds,M) is a complete
subsemilattice of (D, ). The derivation operators for a pattern structure will be
denoted as ()Y : p(G) — D and (-)° : D — @(G). A pattern structure can be
represented with a formal context, as the next proposition shows:

Proposition 1 ([5]). Let (G, (D,M),d) be a pattern structure, and let (G,M,I)
be a formal context such that M C D and (g,m) € I < m C (g).
If every element of (Dg,M) is of the form

| |x=[{deDs | (V2 € X)z Cd}

for some X CM (i.e. M is | |-dense in (Ds,M)), then (G,M,I) is a represen-
tation context (RC) of (G, (D,M),d) and (Ds,M,U) is a complete lattice.

The condition that M is | |-dense in (Ds, M) means that any element in Ds can
be represented (uniquely) as the meet of the filters of a set of descriptions X C M
in (Ds,M). RCs yield concept lattices that are isomorphic to the pattern concept
lattices of their corresponding pattern structures. For any pattern-intent d € Dg
in the pattern structure we have an intent X C M in the representation context
such that d = | | X and X =] d "M where | d is the ideal of d in (D,M).

The details on interval pattern structures can be found in [7], but we recall
the following definitions. Given a many-valued context (G,M,W, I), we have:

3(g) = ([ mi(g), mi(g) ]>ie[1 M)
8(g1) Mo(g2) = ([ min{mi(g1), mi(g2)}, maz{m;(g1), mi(g2)} ]>ie[1..\M|]
ACG; AV = ([ min{mi(g) | g € A}, maz{mi(g) | g € A} Dicp. )
deD; d°={geG|dCd(g)}

o~ o~

3 Building a Simple Representation Context

Algorithm 1 shows a first approach to build an RC for a pattern structure
(G, (D,M),4) with implementations for the derivation operators (-)2 and (-)°,
given a many-valued context M = (G,N,W, J). To distinguish the attributes in
M from those in the RC created by Algorithm 1, we will refer to N as a set
of columns in M. Algorithm 1 is based on the NextClosure algorithm [3] for



calculating intents. Actually, it only differs in lines 12, 13, 14 (marked with an
asterisk). Algorithm 1 starts by building the RC K: the set of objects is the
same as in the pattern structure, and the set of attributes and the incidence
relation are initially empty. Line 12 checks whether a set of objects in the RC
is an extent in the pattern structure. If this is the case, the algorithm continues
executing NextClosure. Otherwise, the algorithm adds to the RC a new attribute
corresponding to the pattern associated to the mismatching closure. It also adds
to the incidence relation the pairs object-atiribute as defined in line 14. Line 24
outputs the calculated RC. In what follows, we show that Algorithm 1 calculates
a proper RC for the pattern structure defined over M.

Proposition 2.
Algorithm 1 computes an RC (G,M,I) of (G, (D,M),0).

Proof. We show that (G,M, I) meets the conditions in Proposition 1. Similarly
to NextClosure, Algorithm 1 enumerates all closures (given an arbitrary clo-
sure operator) in lectical order. However, Algorithm 1 uses two different closure
operators, namely the standard closure operator of FCA defined over the RC
under construction (-)”, and the one defined by both derivation operators over
the pattern structure, (-)5°. Both closure operators are made to coincide by the
new instructions in the algorithm. When this is not the case (this is B” # BY°
for a given B C G) a new attribute is added to the RC in the shape of BY.
Additionally, the pair (h, BY) is added to the incidence relation set of the RC
for all objects h € B. This in turn ensures that B” = BP° in the modified RC.

A consequence of B” = B9 is that the set of extents in the RC is the same
as the set of extents in the pattern structure. This also means that there is a
one-to-one correspondence between the intents in the RC and the patterns in the
pattern structure, i.e. for any extent B” = BY°, the intent B” = B’ corresponds
to the pattern BP°Y = BY (B” = B’ and BP°F = BU are properties of the
derivation operators [4]). Thus, we have that any element in Ds (which can
be represented as BY for an arbitrary B C G) is of the form | |B’ or [{d €
Ds | (Vm € B’)m C d}. Consequently, M is | |-dense in (Ds,M) and (G,M, I) is an
RC of the pattern structure (G, (D,M),d). O

We can consider the extreme case when the generated RC contains one at-
tribute per pattern in the pattern structure to estimate the complexity of Al-
gorithm 1. Taking from [3], we know that the polynomial delay of the base
algorithm NextClosure is O(|G|?[M|) (in here G and M are inverted as we are enu-
merating extents) which decomposes in the main loop of the algorithm (at most
|G| repetitions), and the number of calculations taken by the closure operation in
the formal context (|G||M|). Additionally, we need to consider the calculation of
the closure operation over the pattern structure in line 12 of the algorithm which
strongly depends on the nature of the pattern structure and its implementation.
For example, for interval pattern structures, the closure takes |G||N| operations.
For such a case, the overall complexity is O(|G|? argmax(|N]|, [M])).

Since we know |N|, we need to characterize the size of |M|. As previously
stated, |M| may be as large as the size of patterns in Ds, which would imply



Algorithm 1 Naive Representation Context Calculation

1: procedure REPRESENTATIONCONTEXTNAIVE(M, (»)D, ) > M = (G,N,W,J)
: M+ 0

3 I+ 0

4 K+ (G,M,I)

5: A0

6: while A # G do

7 for g € G in reverse order do

8 if g € A then

: A<+ A\ {g}
10: else
11: B+ AU{g}
12: if B” # BY° then > (%)
13: M—nu{B} > (%)
14: I« 1U{(h,B") | he B} > (%)
15: if B\ A contains no element < g then
16: A<« B”
17: Exit For
18: Output A

19: return C
20: end procedure

a non-polynomial delay of the algorithm (as |Ds| may grow up to 2¢). Differ-
ently, there may be cases when |M| is much smaller than |Ds|. If by some happy
accident the first patterns included in M correspond exactly to the set of join-
irreducible patterns (JIPs) in |Ds|, then we can expect that this would be the
case. Particularly, when |Ds| = 2/%, we have that the number of JIPs in Dy is |G|.
Unfortunately, as stated in [4], determining the maximal number of JIPs for
a given number of objects is difficult. An asymptotic upper bound is described
in [2] as a factor of ([|G‘.|G/|2]) which is still better than 2/°. Experience shows that
for real-life datasets this number is much smaller, however to the best of our
knowledge an actual study on this subject has not been performed yet.

Regardless, let us consider that by some clever mechanism Algorithm 1 is
always able to add JIPs of the pattern structure to the RC. If this would be the
case, any other pattern (this is, join-reducible pattern) could be represented as
the join of a set of attributes in the RC (using Proposition 1), provided that
these JIPs have been previously included in M. The problem with this is that we
cannot be certain when this last condition is met. This is, given a set of objects
B C M and its closure in the RC B”, we cannot be sure whether B” is an extent
in the pattern structure until the algorithm has finished. The single exception is
when B = B” as we show in Proposition 3.

Proposition 3.

Let (G,M, I) be the partial RC calculated by Algorithm 1 for the pattern structure
(G, (D,M),d). Given a set of objects B C G, at any point during the execution of
Algorithm 1 we have that

B=B" — B=B"

Proof. Since a closure operator is extensive we have that B C B” and B C BUe,
It suffices to show that B € BY® C B” at any point during the execution of



Algorithm 2 A General Representation Context Calculation

1: procedure REPRESENTATIONCONTEXT(M, (-)D, %) > M = (G,N,W,J)
2: M+ 0

3 I+ 0

4 K+ (G,M,I)

5: A0

6: while A # G do

7 for g € G in reverse order do

8 if g € A then

9: A+ A\ {g}

10: else

11: B+ AU{g}

12: if B # B” then

13: while B” # BY° do > (%)
14: X <+ SampLE(B, B, M) > (%)
15: M+ MU{mx} > (mx is a new attribute)
16: I+ IU{(h,mx)|he€X} > (*)
17: if B"”\ A contains no element < g then

18: A+« B”

19: Exit For

20: Output A

21: return K

22: end procedure

Algorithm 1. This is a consequence of the lectical enumeration performed by
the base algorithm NextClosure which ensures that whenever we calculate B”,
we have already calculated and verified all closures C” = CP° with C” C B.
Then, B” can be characterized as C”" N g” for some C” C B and g € G\C".
Simultaneously, B7° can be characterized as C7° N §(g)° for the same set C
and object g. Because C” = CP°, we need to show that §(¢9)° C g¢”. If we
consider that ¢/ = {X5U € M | g € X5°} (line 14 of Algorithm 1), it follows
that (VX" € ¢)X" C 6(9) = 6(g)° € X"°. Additionally, ¢" can be also
characterized as (xoc, X5 then we have that §(g)° C ¢”. O

Proposition 3 tells us that for a given set B C G in the lectical enumeration, if we
have that B = B”, it follows that this is true in the pattern structure without
need of verification of B2 This is useful if the calculation of B” in the RC is
computationally cheaper than the calculation of BH® in the pattern structure.
A corollary of Proposition 3 is that g ¢ B” = ¢ ¢ BY°, meaning that B”
actually behaves as an estimation of BY® which gets refined the more attributes
we add to the RC.

Our proposition provides a reduction in the complexity of calculating ex-
tents in a pattern structure whenever the size of M is smaller than the number of
columns in the many-valued formal context (i.e. |M| < |N|). This is true when the
algorithm begins execution. Moreover, the algorithm can keep track on this rela-
tion allowing for an adaptive strategy, i.e. falling back to NextClosure whenever
the use of the proposed strategy becomes pointless.



Algorithm 3 An interval pattern extent sampler algorithm

1: procedure SampLE(B, B"', M) > M = (G,N,W,J)
2: found < False

3 states < list of size |N|

4 for n € N do

5: side < pick randomly from {0, 1}
6: states[n] < (side, 0, |W,|)

7 while not found do

8 n < pick randomly from N

9: side, i,j < states[n]

10: a =1+ side

11: b=j+ (side — 1)

12: if @ < b then

13: X+ {gea|ug <n(g) <w}
14: side < not side

15: if B C X then

16: i,j < a,b

17: if B” Z X then

18: found < True

19: states[n] = (side, 1, j)

20: return X
21: end procedure

4 Computing Smaller Representation Contexts

Algorithm 2 shows a better implementation of Algorithm 1 considering the re-
sults discussed in the previous section. It differs slightly from Algorithm 1 in
those lines marked with an asterisk. Instead of adding a single attribute per set
of objects whenever B # BH° | it keeps on asking for samples until both closures
coincide. Each sample corresponds to a set of objects X C G s.t. XU C BY and
(3g € B"\BP°)X" Z §(g). Notice that if there is no such g € B”, then neces-
sarily B” = BY°. Furthermore, when XY = BY, we fall back to Algorithm 1.

Ideally, X" would be a join-irreducible pattern. However, we cannot be cer-
tain this is the case until we have calculated the entire set of patterns in the
pattern structure which is exactly what we would like to avoid. For this reason,
we simply require that the set X is as large as possible. This increases it chances
that it may be a join-irreducible pattern.

Sampling strongly depends to the nature of the pattern structure. Algo-
rithm 3 presents a simple sampling technique designed for interval pattern struc-
tures (IPS). We have chosen IPS to illustrate our approach for two reasons.
Firstly, since they work directly on numerical data, they are prone to suffer from
the curse of dimensionality. Secondly, because of their definition, IPS lattices are
very large and their corresponding RCs usually contain contranominal scales.

For the sake of brevity we do not provide a full explanation on the inner
working of Algorithm 3. We simply mention that, given a set of objects B and
its estimated closure B”, it works by using the largest possible convex region in
the description space and reducing it in one of its dimensions picked randomly.
Objects within the reduced convex region are assigned to a set X. If B C X
and B” ¢ X, then X is retrieved as a sample (notice that a pre-condition of
Algorithm 3 given by Algorithm 2 is that B # B”). Algorithm 3 provides an
answer in O(|G|?|N]).
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Fig. 1: Distribution on the number of attributes sampled for one thousand RCs. The
x-axis has the number of attributes sampled. The y-axis represents the proportion of
RCs in the total number of trials.
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Fig. 2: Execution times for Algorithm 2 and 3 . The x-axis is the number of objects
generated. The y-axis (time) is in logarithmic scale.

4.1 Experiments in Synthetic Data

To illustrate how our approach samples small RCs, we performed a simple exper-
iment. We created several synthetic many-valued contexts with objects ranging
from 2 to 10 such that an IPS defined over them would yield a Boolean lattice.
An RC defined naively over these IPS would contain 2/¢ attributes, however
an RC containing only JIPs (a contranominal scale) would contain only |G| at-
tributes. Fig. 1 shows the distribution on the number of attributes sampled over
1000 executions of Algorithms 2 and 3 over these datasets. From the figure,
we can observe that very small RCs are sampled with very high probability.
Moreover, for some many-valued context sizes, the RCs containing only JIPs
are sampled with the highest probability. Figure2 shows a comparison on run-
ning times between standard NextClosure and our approach averaged over 100
runs over many-valued contexts with the same characteristics mentioned above,
with a number of objects ranging from 3 to 20. While both techniques show
an exponential growth in the running time w.r.t. the number of columns of the
many-valued context (as expected), our approach shows a reduction in an order
of magnitude over the NextClosure baseline.



5 Conclusions

We presented an approach to calculate pattern structure extents by means of
sampling join-irreducible patterns to build small representation contexts. For
this purpose, two algorithms were introduced for which we provided an analy-
sis on their complexity. We have concluded that under some circumstances our
approach may help to reduce the computational complexity of mining pattern
structures. Initial evidence suggests that this is true for interval pattern struc-
tures, although more research is necessary in order to claim this is true also in
real-world data.
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