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Abstract

Graph clustering is one of the key techniques to understand structures that are presented in networks. In addition to clusters, bridges
and outliers detection is also a critical task as it plays an important role in the analysis of networks. Recently, several graph clustering
methods are developed and used in multiple application domains such as biological network analysis, recommendation systems and
community detection. Most of these algorithms are based on the structural clustering algorithm. Yet, this kind of algorithm is based
on the structural similarity. This latter requires to parse all graph ’ edges in order to compute the structural similarity. However, the
height needs of similarity computing make this algorithm more adequate for small graphs, without significant support to deal with
large-scale networks. In this paper, we propose a novel distributed graph clustering algorithm based on structural graph clustering.
The experimental results show the efficiency in terms of running time of the proposed algorithm in large networks compared to
existing structural graph clustering methods.

Keywords: Graph processing, Structural graph clustering, Big Graph Analysis, Community detection, Outliers detection, hubs
detection

1. Introduction

Recently, the graph model has risen as one of the most used
data models in several applications such as, social networks
[31], road maps [8], pattern mining [18] and bioinformatics
[45]. For instance, a recent ranking shows that the popular-5

ity of graph databases model increased up to around 500% in
the last years [24]. It has been shown that the graph model is an
optimum data model that allows to represent easily many rela-
tionships and facilitates the exploration of data. Taking social
networks as an example, the graph model organizes data ele-10

ments into a set of vertices representing the members, and a list
of edges to materialize the relationships between vertices. In
addition, the last years featured a big data explosion especially
in graph-based social networks. As an example, Facebook in
2013 had over 874 million monthly users [5]. This prolifera-15

tion of a huge amount of data and the massiveness of graphs
introduce additional factors to the renewed popularity of graph
analytics [24]. Consequently, new applications and use cases
have been mentioned in the literature. One important task in
graph mining is graph clustering. Graph clustering helps iden-20

tifying tightly connected regions within a graph [47, 20]. It has
been used to solve various problems such as discovering com-
munities in social networks and detecting protein complexes in
Protein–Protein Interaction (PPI) networks [45]. It is important
to mention that in some applications, the used graph could be25

large and dynamic, which are two challenging features. The
first one is about the graph size that makes its processing be-
yond the capacity of a single machine. For example, Friendster

which is one of the used datasets in social networks, groups
more than 65 millions vertices and around 2 billions edges. Ac-30

cording to an experimental study [41], the needed main memory
after loading this dataset is about 264 GB while the memory of
a single high-performance computer is generally much less than
256 GB [41]. The second feature i.e., dynamicity, is about the
fact that the structure of graphs change over time in terms of35

vertices and edges [38]. In this context and according to Face-
book, 400 new users sign up for the website every 60 seconds
and 20 million friend requests are sent every 20 minutes in 2020
[41] In such situation, the considered graph could be partitioned
into several sub-graphs and the computation is performed in a40

parallel/distributed way [13, 2]. In this context, graph cluster-
ing algorithms are used to ensure the partitioning of the graph
into several parts [1, 46].

In this paper, we propose DISCAN, a novel graph clustering
algorithm in the context of large and dynamic graphs. The main45

contributions of this work are summarized as follows:

• We propose a distributed graph clustering algorithm of
both large and distributed graphs (DSCAN). The pro-
posed method is exact and allows discovering the same
clusters that are discovered by SCAN, the reference al-50

gorithm for structural graph clustering [44].

• We propose DISCAN (Distributed and Incremental SCAN),
an incremental implementation of DSCAN, and we ex-
perimentally evaluate its efficiency.

• We conduct an extensive experimental study with large55
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graphs, to evaluate the scalability of DISCAN. We com-
pare DISCAN with four existing structural graph cluster-
ing algorithms.

The rest of the paper is organized as follows. After introducing
graph clustering in Section 1, we present a brief overview of60

related works in Section 2. In Section 3, we present the basic
concepts related to structural graph clustering. In Section 4, we
present our proposed algorithms for large and dynamic graph
clustering. In Section 5, we provide the experimental results.
The last section is devoted to the conclusions and the future65

directions.

2. Related work

Several graph clustering algorithms have been proposed in
the literature. Taking as examples, modularity-based approaches
[28] that represent an optimization solution of the modularity70

measure for each partitioning schema (generated randomly or
according to a heuristic function) [28]. The Louvain method [4]
represents one of the clustering algorithms based on modularity,
that initially generates a random clustering. After that, it starts
to change every time a vertex from a cluster to another until get-75

ting a maximum modularity. Despite the fact that it gives very
connected clusters in the larger graphs, the modularity measure
cannot capture the small clusters [27]. Graph partitioning [6]
and min-cut [15] are other methods used for the graph clus-
tering which consist of splitting a graph into sub-graphs while80

optimizing the cut edge during the partitioning. The spectral
clustering [42] is based on the graph density. It represents an
input graph with a matrix and transforms this matrix so that to
apply the basic clustering algorithm, like k-means [21].
A sampling-based distributed graph clustering method has been85

proposed in [37]. The proposed algorithm is based on the den-
sity of the graph to produce a set of sparse sub-graphs. Graph
embedding has also been used in the graph clustering. In [19],
the authors discussed the use of the graph embedding tech-
nique to combine the structural and attributed similarity over90

the graph clustering. The above methods provide, as output,
a list of clusters which are not really sufficient to understand
the graph behavior. To address this issue, the Structural Clus-
tering Algorithm for Networks (SCAN) was proposed in [44]
aiming, not only to identify the clusters in a graph, but also to95

provide additional information like hubs (vertices between one
or more clusters) and outliers (vertices that do not belong to any
cluster). These additional pieces of information can be used to
detect vertices that can be considered as noise and also ver-
tices that can be considered as bridges between clusters. The100

functional principle of SCAN is based on graph topology. It
consists of grouping vertices that share the maximum number
of neighbors. Moreover, it computes the similarity between
all the edges of the graph in order to perform the clustering.
The similarity computation step in SCAN is linear according105

to the number of edges, which degrades SCAN performance
especially in case of large graphs. Structural graph clustering
is one of the most effective clustering methods for differentiat-
ing the various types of vertices in a graph. In the literature,

several works have been proposed for the structural graph clus-110

tering to overcome the drawback of SCAN. In [34], Shiokawa
et al. proposed an extension of the basic SCAN algorithm,
namely SCAN++. The proposed algorithm aims to introduce
a new data structure of directly two-hop-away reachable node
set (DTAR). This new data structure is the set of two-hop-away115

nodes from a given node that are likely to be in the same cluster
as the given node. SCAN++ could save many structural simi-
larity operations, since it avoids several computations of struc-
tural similarity by vertices that are shared between the neigh-
bors of a vertex and its two-hop-away vertices.120

In the same way, the authors in [9] suppose that the iden-
tification of core vertices represents an essential and expensive
task in SCAN. Based on this assumption, they proposed a prun-
ing method for identifying the core vertices after a pruning step,
which aims to avoid a high number of structural similarity com-125

putations. To improve the performance and robustness of the
basic SCAN, an algorithm named LinkSCAN* has been pro-
posed in [29]. LinkSCAN* is based on a sampling method,
which is applied on the edges of a given graph. This sampling
aims to reduce the number of structural similarity operations130

that should be executed. However, LinkSCAN* provides ap-
proximate results.

Other works have proposed parallel and distributed imple-
mentations of SCAN algorithm [39, 30, 10, 36, 40, 35, 26, 49].
In [39], the authors proposed an approach based on openMP135

library [7]. The author’s aims were to ensure a parallel com-
putation of the structural similarity and to show the impact of
parallelism on the response time. Their method was proven to
be faster than the basic SCAN algorithm. Other works have
focused on the problem of dynamic graph clustering. In [30]140

and [10, 12], the authors have extended SCAN algorithm to
deal with the addition or removal of nodes and edges. Authors
in [36], used the graphical processing unit (GPU) whose pur-
pose is to parallelize the processing and to benefit from the high
number of processing slots in the GPU which increase the de-145

gree of parallelism. Moreover, distributed approaches are pro-
posed in order to overcome the scalability of structural similar-
ity computing, these algorithms [49, 26, 35] are based on big
data framework, but they do not support the already partitioned
graphs.150

On the other hand, an index approach is proposed in [40] where
the authors have emphasized the impact of the two parameters
µ and ε on the running time of the structural graph clustering.
Using the index approach a significant improvement has been
shown in terms of clustering running time. Again, the two sen-155

sitive parameters µ and ε have been taken into consideration by
the authors in [43]. The main goal of the latter consists of es-
timate the best µ and ε values in order to enhance the accuracy
and efficiency of the clustering results.
Most of the above presented works suffer from three major160

problems: (1) they do not deal with big graphs, (2) they do
not consider already distributed/partitioned graphs and (3) they
do not consider dynamic graphs.

Through Table 2, we have summarized the discussed ap-
proaches according to some features.165

As shown in Table. 2, most proposed algorithms allow parallel
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Table 1: Comparative study on existing graph clustering methods

Approach Parallel Distributed Processing model Graph par-
titioning

Main contributions

SCAN [44] No No Sequential No Basic implementation of structural graph
clustering

SCAN++ [34] No No Sequential No Reducing the number of similarity compu-
tations

AnySCAN [48] Yes No Parallel No Parallelizing SCAN
pSCAN [9] Yes No Parallel No Reducing the number of similarity compu-

tations
Index-based SCAN
[40]

No No Sequential No Interactive SCAN

ppSCAN [11] Yes No Parallel No Parallel version of pSCAN
SCAN based on GPU
[36]

Yes No Parallel No A GPU-based version of SCAN

pm-SCAN [33] Yes No Parallel Yes Graph partitioning to reduce the I/O costs

DSCAN [35] Yes Yes OpenMp and MPI No Distributed version of SCAN based on
openMP and MPI framework

processing but could not deal with very large graphs. In addi-
tion, these approaches are unable to process large and dynamic
graphs. Also in some applications, like social network, graphs
are distributed by nature. Thereby, using the discussed algo-170

rithms, it should aggregate in one machine all partitions of a
distributed graph in order to run the graph clustering. Based
on this limits, in this work, we tackle the problem of large and
dynamic graph clustering in a distributed setting.

3. Background175

3.1. Structural graph clustering: Basic concepts

Graph clustering consists in dividing a graph into several
partitions or sub-graphs. As with other clustering techniques,
we must use one or more metrics to measure the similarity be-
tween two vertices or partitions in the graph. In the structural180

clustering technique, the graph structure or topology is split-
ted into a set of sub-graphs that are relatively distant and a set
of vertices that are strongly connected. As a well-known algo-
rithm for structural graph clustering, SCAN algorithm uses the
structural similarity between vertices to perform the clustering.185

In addition, it provides other pieces of information like outliers
and bridges. In what follows, we first present an overview of
graphs and graph clustering with the SCAN algorithm.
Consider a graph G = {V, E}, where V is a set of vertices, and E
is a set of edges between vertices. Each of those elements can190

represent a real property in real-word applications. Let u and v
be two vertices in V . We denote by (u,v) an edge between u and
v; u (resp. v) is said to be a neighbor of v (resp. u).
In the following, we extend some basic definitions of structural
graph clustering, which will be used in our proposed algorithm.195

Definition 3.1. (Structural neighborhood) The structural neigh-
borhood of a vertex v,is denoted by N(v), and represents all the
neighbors of a given vertex v ∈ V, including the vertex v:

N(v) = {u ∈ V |(v, u) ∈ E} ∪ {v} (1)

Table 2: Summary of symbols.

Symbol Description

N(v) The neighbors of vertex v
Nε (v) The strong neighbors of v
Vc The core vertices
Nε (Vc) The border vertices of vertex V
o An outlier vertex
b A bridge vertex
P Partitions of G
Pi A Partition i
V f

Pi
The frontier vertices of Pi

C A set of clusters
B A set of borders
O A set of outliers
Ci The ith cluster
U A set of updates (adding/removal of vertices/edges)
VA The affected vertices
VAD The directly affected vertices
VID The indirectly affected vertices
VAB The affected bridges
EA A list of affected edges
Vnew A new Vertex in U
Vold An old vertex in G
VT BD Vertices to be deleted
ET BD Edges to be deleted
Ca f f ected A list of affected clusters

Definition 3.2. (Structural similarity) The structural similarity
between each pair of vertices (u, v) in E represents a number of
shared structural neighbors between u and v. It is defined by
σ(u, v).

σ(u, v) =
|N(u) ∩ N(v)|
√
|N(u)| . |N(v)|

(2)

After calculating the structural similarity with Eq. (2), SCAN
uses two parameters to detect the core vertices in a given graph
G.

Definition 3.3. (ε-neighborhood) Each vertex has a set of struc-
tural neighbors, like it is mentioned in Definition 3.1. To group
one vertex and its neighbors in the same cluster, they must have
a strong connection (denoted by ε-neighborhood) between them.
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SCAN uses a ε threshold and Eq. (3) to filter, for each vertex,
its strongest connections. The ε-neighborhood is defined as fol-
lows.

Nε(u) = {N(u)|σ(u, v) ≥ ε} (3)

The ε threshold (0 < ε 6 1) shows to what extent two vertices u
and v are connected based on the shared structural neighbors. In200

addition, it represents a metric with which the most important
vertices, also called core vertices, are detected.

Definition 3.4. (Core) Core vertices detection is a fundamen-
tal step in SCAN algorithm. It consists of finding the dominant
vertices in a given graph G. This step allows to build the set
of clusters or a clustering mapping. A core vertex v is a vertex
which has a sufficient number of neighbors strongly connected
with it Nε(v). We use µ as a minimum number of strong con-
nected neighbors (see Definition 3.3). A core vertex is modeled
as follows:

Vc = {v | |Nε(v)| ≥ µ} (4)

Definition 3.5. (Border) Let vc be a core vertex. vc has two
lists of structural neighbors: (1) weak connected neighbors to
vc, also called noise vertices (N(Vc) \ Nε(Vc)), and (2) strong205

connected neighbors called reachable structured neighbors. In
our work, reachable structured neighbors are called border ver-
tices. Nε(Vc) represents the border vertices of a core vertex Vc.

Once the nodes and their borders are determined, it is straight-
forward to start a clustering step. To do so, we use the following210

definition:

Definition 3.6. (Cluster) A cluster C (|C| ≥ 1) is a nonempty
subset of vertices, where its construction is based on the set of
core vertices and their border vertices.

The clusters’ building algorithm consists of the following215

main steps: first, it randomly chooses a core from the cores’
list and creates a cluster C. Then, it pushes the core and its
borders into the same cluster. At the same time, the algorithm
checks if the list of borders has a core vertex. Then, it inserts
borders into the same cluster and it applies this step recursively220

until adding all the borders of the connected cores. Finally, the
algorithm chooses other core vertices and executes the previous
steps until checking all core vertices.

Among the fundamental information returned by SCAN,
compared to other graph clustering algorithms, we mention bridge225

and outlier information, defined as below:

Definition 3.7. (Bridge) A bridge b is a vertex v ∈ V that does
not belong to any cluster after performing the clustering step,
and it has at least two links (edges) with two different clusters.

Definition 3.8. (Outlier) An outlier o is a vertex v ∈ V that230

does not belong to any cluster after the clustering step, and it is
not a bridge.

The clustering step aggregates the core vertices and their
borders into a set of clusters. However, some vertices do not
have strong connections with a core vertex, which does not give235

the possibility to join any cluster. In this context, SCAN algo-
rithm classifies those vertices into two families: bridges and
outliers. A vertex v, that is not part of any cluster and has at
least two neighbors in different clusters, is called bridge. Oth-
erwise it is considered as an outlier.240

Algorithm 1: Basic SCAN algorithm
Input : A Graph G and parameters (µ ,ε)
Output: C,B,O

1 foreach (u, v) ∈ E do
2 Compute σ(u, v)
3 end
4 Core← ∅
5 foreach u ∈ V do
6 if (|Nε(u)| ≥ µ) then
7 Core = Core ∪ {u}
8 end
9 end

10 Cluster← ∅
11 foreach unprocessed core vertex u ∈ Core do
12 Cluster ← {u}
13 Mark u as processed
14 foreach unprocessed border of vertex v ∈Nε(u) do
15 Cluster←Cluster ∪ {v}
16 Mark v as processed
17 end
18 end
19

3.2. Running example

In this section, we explain through a running example, how
SCAN algorithm works. Consider a graph G presented in Fig.
1 and the parameters ε = 0.7 and µ = 3. In the first step, Al-
gorithm 18 (lines 1-3) use Eq. (2) to compute the structural245

similarity for each edge e ∈ E. Then, Eq. (3) (lines 5-8) is used
to define the core vertices (see gray vertices in Fig. 1). After
that, we proceed to the clustering step, then we apply Definition
3.6 (lines 11-16) to build the clustering schema. In the example
we have four core vertices: 0, 2, 9 and 10. Each core has a list250

of border vertices (the neighbors that have strong connections
with a core). In the example, the vertex number 2 is a core.
This latter has the vertices 1, 4, 5, 3 and 0 as the list of borders,
since they have strong connections with the core. The core and
its borders build a cluster, and if a border is a core we join all255

its borders into the cluster. Like in our example, the vertex 2 is
a core. Hence, we join all its borders 1, 3, 5, 4, including 0 as
being a core vertex. In this case, if the vertex 3 is not a border
of vertex 2 and it is a border of vertex 0, then vertex 3 should
belong to the same cluster of vertex 2 (which is a core vertex),260

since it is a reachable border of vertex 2. The last step of SCAN
algorithm consists in defining the bridges and the outliers. As
shown in Fig. 1, we have two clusters. The first one is com-
posed of vertices 0, 1, 2, 3, 4, and 5, whereas the second cluster
is composed of nodes 8, 9, 10, and 11. The remaining vertices265
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(6 and 7) must be categorized as outliers and bridges according
to the Definition 3.7. In our example, vertex 7 has two con-
nections with two different clusters, and vertex 6 has only one
connection with one cluster, which makes vertex 7 a bridge and
vertex 6 an outlier.

Figure 1: Running example of SCAN (ε = 0.7 and µ = 3).

270

4. DISCAN: A Distributed and Incremental Algorithm for
Large-Scale Graph Clustering

In this section, we introduce DISCAN: a new distributed
and incremental algorithm for structural graph clustering. Our
proposed approach is based on a master/slave architecture and275

is implemented on top of BLADYG framework [3]. This latter
is a distributed block-centring graph processing framework in
which the slaves are responsible for the execution of a specific
computation and the master machine coordinates between all
the slaves. The input data must be divided into sets of chunks280

(sub-graphs in our case). Each chunck/partition is assigned to
a worker, which performs a specific computation. The master
machine orchestrates the workers’ execution. In the following,
we present the main three steps of DISCAN: (1) graph parti-
tioning, (2) distributed graph clustering named DSCAN [22]285

and (3) incremental graph clustering.

4.1. Distributed graph partitioning
The used distributed graph processing framework uses by

default a random graph partitioning and provides the possibility
to implement a personalized graph partitioning method. Moti-290

vated by the fact that the random graph partitioning method can
affect the performance of the proposed algorithm and the graph
partitioning problem is an NP-hard problems [14], we adapted
an existing edge partitioning method [25] in a distributed man-
ner as a preliminary step for our distributed clustering algo-295

rithm.
In this step, we split the input graph G into several small

partitions P1, P2, ..Pn and affect the partitions to the worker ma-
chines. To ensure the consistency property while dividing the
input graph, we must identify a list of cuts edges in order to300

have a global view of G. As depicted in Algorithm 2, the mas-
ter machine first divides equitably an input graph file into sub-
files according to the number of edges and the number of parti-
tions, and sends the sub-files to all the workers lines(2-5). Each

worker gets a list of edges and vertices from its sub-file. There-305

after, it sends the list of vertices to all workers, in order to de-
termine the frontier vertices so that to get the cuts edges. When
each worker receives a list of vertices from its neighbor work-
ers, it determines the vertices that belong to the current worker
(partition). Consequently, these vertices are considered as fron-310

tier vertices in their partitions lines(6-9). For example, consider
the partitions P1 and P2, which are assigned to two workers.
Each partition has its set of edges: P1 = {(1, 2), (1, 3), (1, 4)}
and P2 = {(1, 5), (1, 6), (5, 7)}. When the workers receive the
sets of vertices from other workers, they check the intersection315

between their vertices and the received ones. The obtained list
of vertices is considered as a set of frontier vertices. According
to our example, vertex 1 is considered as a frontier vertex in P1,
and vertices 5 and 6 are considered as frontier vertices in P2.
In the last step, once each worker has determined the frontier320

vertices, it fixes the cuts edges, i.e. edges that have a frontier
vertex (lines 10-18).

Algorithm 2: Distributed graph partitioning
Input : Graph file GF as a text file, parameter (NP

number of partitions)
Output: P set of partitions

1 BLADYG initialization according to the NP parameter
2 Master machine: split GF into a set of sub-files GF
3 foreach GFi ∈ GF do
4 Assign GFi to worker Wi

5 end
/* In parallel */

6 foreach Worker Wi ∈W do
7 Get list of vertices and edges from GFi

8 Find the list of frontier vertices from the neighbor
workers

9 end
/* In parallel */

10 foreach Worker Wi ∈W do
11 foreach Edge ∈ E do
12 (a,b)=Edge ;
13 Let P f

i the frontier vertices
14 if (a ∈ P f

i ∪ b ∈ P f
i ) then

15 Set E as a cut edge
16 end
17 end
18 end

4.2. Initial distributed graph clustering
Initial graph clustering (DSCAN) has two main steps: (1)

local clustering step and (2) merging step.325

Step 1: Local clustering. As presented in Algorithm 3,
the input graph G is splitted into multiple sub-graphs/partitions
(P), each one is assigned to a worker machine. The partitioning
step, as mentioned in Section 4.1, is performed according to the
α parameter, which refers to the number of worker machines330

(line 1). To overcome the loss of information during the par-
titioning step (edges connecting nodes in different partitions),
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Algorithm 3: DSCAN
Input : Graph G , parameters (µ, ε, α)
Output: Clusters,Bridges,Outliers

/* Divide G into subgraphs G = {G1G2..Gα} according to
parameter α */

1 P←− Partition (G,α)
/* In parallel */

2 foreach Pi ∈ P do
3 Assign Pi to Wi
4 end

/* In parallel */
/* Step 1: Local clustering */

5 foreach Worker Wi ∈W do
6 Let Pi the current partition
7 Find the frontier vertices in Pi and duplicate them into neighbor partitions
8 end

/* In parallel */
9 foreach Worker ∈W do

10 Compute the structural similarity of a partition Pi using V f list
11 Retrive local Cores and Borders in Pi
12 Build local clusters in Pi
13 Find local Bridges and Outliers in Pi

14 end
/* Step 2: Merging */

15 All workers exchange theirs local clusters between them; using Worker2Worker
message

16 foreach Worker Wi ∈W do
17 if (C1 ∩C2 ∩ .. ∩Cα = V; and ∃Vi ∈ Core then
18 C ← Merge(C1,C2,..Cα)
19 Send C to the master
20 end
21 else
22 Send local clusters to master
23 end
24 for Vi IN Outliers do
25 if (Vi ∈ Core ∪ Border ∪ Bridges ) then
26 Remove Vi from the list of Outliers
27 end
28 end
29 for Vi IN Outliers do
30 NbConnections ← 0
31 for Ci IN Clusters do
32 if (N(Vi) ∩Ci , ∅) then
33 NbConnections + +

34 end
35 end
36 if ( NbConnections ≥ 2 ) then
37 Add Vi to Bridges
38 Remove Vi from Outliers
39 end
40 end
41 end
42 Send Clusers,Bridges,Outliers to the master using Worker2Master message

frontier vertices are duplicated into neighboring partitions (line
5-8). Subsequently, for each partition Pi, a local clustering is
performed on each worker machine (lines 9-14). Fig. 2 shows335

a demonstrative example of the duplication step. The demon-
strative example describes how the graph consistency will be
ensured during the partitioning step.

Figure 2: Illustrative example of partitioning step

Assume that a graph G is partitioned into two partitions P1
(vertices in blue) and P2 (vertices in red), like it is depicted in340

Fig. 2, and each partition has a set of vertices connected with
other partitions. We call them frontier vertices of a given parti-
tion Pi, and they are denoted by V f

Pi
. For example, V f

P1
={1, 2, 5}

and V f
P2

={4, 7}. Each v ∈ V f
P has a set of internal and external

neighbors. For example, vertex 4 is a vertex of the partition P2.345

It has the vertex 6 as internal and the vertices 1, 2 and 5 as exter-
nal neighbors. Computing the structural similarity of a frontier
vertex u considers that all the neighbors of u belong to the same
partition. Thereby, we duplicate all frontier vertices in partition
P to all neighbor partitions and we call them external vertices.350

For example in our running example, P1 has frontier vertices
V f

P1={1,2 , 5} and P2 is the neighboring partition. Thus, we
must duplicate V f

P1
into P2 to ensure the accuracy of structural

similarity of V f
P2

(see Fig. 3).
After that, when we apply a local clustering on P1 and P2,355

we will find several conflicts such as the vertex v ∈ V f
P1 is a

core vertex in P1, and an outlier in P2. These conflicts should
be avoided in the merging step.

Step 2: Merging. The distribution of similarity compu-
tation and the local clustering step can improve the response360

time of DISCAN, compared to the basic sequential algorithm.
However, we should take into consideration the exactness of
the returned results, compared to those of the basic SCAN. To
ensure the same results as in the basic SCAN, we defined a
set of scenarios regarding the merging step. These scenarios365

will repetitively be applied to every two partitions of G, until
combining all the partitions (see Algorithm 3, lines 16-37). For
each pair of partitions Pi and P j, a merging function is executed
to combine the local results from Pi and P j and store them in
global variables like clusters, borders, bridges and outliers. Al-370

gorithm 3 also achieves several scenarios (Lemmas 4.1, 4.2 and
4.3) to solve the encountered conflicts, mentioned below:

Lemma 4.1. (Merging local clusters) Let C1 and C2 two sets
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of local clusters in different partitions P1 and P2, respectively.
∃c1 ∈ C1 and ∃c2 ∈ C2, Core(c1) ∩Core(c2) , ∅.375

Let ci be a cluster that groups a set of border and core vertices.
If ci shares at least one core vertex c with another cluster c j,
then c has a set of borders in ci and c j, and all the vertices in ci

and c j are reachable from c. Hence, ci and c j should be merged
into the same cluster.380

Lemma 4.2. (Outlier to Bridge)
Let C1 and C2 be two sets of local clusters in partitions P1

and P2, respectively. ∃ two clusters c1 and c2 that belong to the
sets of clusters C1 and C2. In addition, ∃ o an outlier in both
partitions P1 and P2, with N(o) ∩ c1 , ∅ and N(o) ∩ c2 , ∅.385

If ci and c j (i , j) share an outlier o, this means that o
is weakly connected with the two clusters ci and c j. Hence,
according to the Definition 3.7, o should be changed to a bridge
vertex.

Lemma 4.3. (Bridge to Outlier) Let c1 and c2 two local clus-390

ters in the partitions P1 and P2, respectively.
∃ a bridge b according to only two clusters c1 and c2, when
c1 and c2 two clusters that will be merged into one cluster, b
should be changed into an outlier.

Let ci and c j two clusters that have a set of vertices (borders395

or cores), and a set of bridges with other local clusters, and ∃
b a bridge vertex according to the two clusters ci and c j only,
where i , j. In the merging step and according to Lemma 4.1,
if one or several clusters share at least a core vertex, then they
will be merged into a single cluster. In this case, (ci,c j) ⇒ C400

which makes b be weakly connected with only one cluster C,
then according to Definition 3.7, b should change its status from
bridge to outlier.

For instance looking at lines 16 to 22, we have focused on
the shared cores between two clusters and the case when they405

share at least one core. According to Lemma 4.1, we should
merge them into one single cluster. Subsequently, in lines 23-
25, we verify for each outlier if it does not belong to some sets
of cores, borders or bridges. In this case, we must remove
it from the list of outliers. Otherwise, a vertex v should be410

changed as a bridge if it is classified as an outlier in the two
clusters ci and c j that are not in the same partition, and if it has
two connections with different clusters in the merging step.

Illustrative example
Fig. 3 shows a demonstrative example of a graph clustering415

using DISCAN. In this example, we use the same parameters (ε
and µ ) of the running example in Section 3, and two partitions
(P1 and P2). In the first step of DISCAN, the input graph G
is divided into two partitions P1 and P2 as it presented in Fig.
3, where the blue vertices represent the first partition and the420

red vertices represent the second partition. In the second step,
DISCAN duplicates the frontier vertices in each pair of adja-
cent partitions. For example, the blue vertices 1, 2 and 5 are
duplicated in partition P2 since they represent frontier vertices

in their partition. In the same way, the vertices 4 and 7 are du-425

plicated in the partition P2. In the third step, all the workers
perform the similarity computation, check the status for each
vertex and build the local clusters, as it is shown in Fig 3. The
last step of DISCAN consists of combining all local results re-
turned by each worker. As shown in Fig. 3, there are some430

conflicts in terms of node status. For example, vertex 2 is a
core vertex in P1 whereas it is a noise (outlier) vertex in P2.
In the same way, vertex 4 is a border in P1 and a noise in P2.
Then, after building the local clusters, P1 has one cluster (1,
2, 3, 4, and 5) in which vertex 7 is a noise vertex in P2. As435

for P2, it groups the vertices 8, 9, 10, and 11 as a cluster and
the remaining vertices (4, 5, 1, 2, 7, and 6) are considered as
noise vertices including vertex 7. This latter is a bridge ac-
cording to basic SCAN (see running example in Section 3)). In
the merging step, DISCAN considers that the vertex 7 has two440

weak connections with two different clusters. Thus, vertex 7 is
marked as a bridge.

4.3. Distributed graph maintenance

Consider a large and dynamic graph G, which will undergo
several changes over time such as adding or deleting edges445

or/and vertices. When a clustering will be performed, the clas-
sic approaches re-run the clustering from scratch, which is ob-
viously very expensive especially in large graphs. In this work,
we propose an incremental and distributed algorithm for large
and dynamic graph clustering. The main idea of our approach450

is to determine in each update the vertices and the edges con-
cerned by this update, and according to that, we apply the new
updates on the old clustering results.
Assume that G = (V , E ) is going to undergo several updates U
over time. U can be adding/deleting vertices or edges from/to455

G. These changes can affect the similarity values and some
vertex status (border, core, etc.). Consequently, the clustering
schema may be affected in several situations.

Definition 4.1. Each vertex ui ∈ U generates modifications of
several structural similarities, which is defined as the affected460

edges EA.These vertices also change the status of several ver-
tices and are noted as affected vertices VA.

Definition 4.2. (Affected edges) When adding a vertex vnew as-
sociated with an existing vertex vold, new edge (vnew,Vold) will
be created and a set of edges denoted EA will be marked as465

affected edges and should be updated.
Note that e = (u,v) ∈ EA, where u ∈ Vold and v ∈ N(Vold).
In the case of removing a vertex VT BD, a set of edges noted

as ET BD should be deleted from G. Therefore, a Vc of vertices
is concerned by this update. Here Vc = (u, v) ∈ ET BD \ VT BD470

and, according to Vc, the affected edges are EA = Ei ⊂ G and
Ei = (u, v) / {u,v} ∈ Vc.

Also when adding or deleting an edge (vi, v j), the list of
neighbors of both vertices vi and v j will be changed which can
produce several other edges. The affected edges update their475

structural similarities. EA is a set of edges (u, v) ∈ E and vi = u
or v j = v

7



(a) Partition 1 (b) Partition 2

Figure 3: The partitioned graph G used in the running example in Section 3

Definition 4.3. (Affected Vertices) For each update on G, some
structural similarities can be changed. Thus, some vertices
change their status (border, core vertices). These vertices are480

defined as affected vertices VA. VA can be divided into two sub-
sets: (i) directly affected VAD, which update their status depend-
ing directly on EA, (ii) indirectly affected VID which depend on
the status of VAD. For example, when a core vertex changes
his status to outlier or border, then all these border vertices485

will become affected indirectly according to this update. Let
EA=(v1, v2) be following an update VAD =VAD ∪ v1 ∪ v2, while
VAI are all neighbors of VAD. Other vertices can be affected in-
directly with several updates, and are dependent on the changed
clusters. These vertices are defined the affected bridges and490

noted as VAB. VAB is the list of outliers or bridges which are
connected with affected clusters described in the Definition 4.4.

Definition 4.4. (Affected clusters)
The affected vertices in several situations can affect the clus-

tering schema. The Affected (concerned) clusters represent the495

sub-set of clusters which contain one or more affected vertices,
denoted by Ca f f ected.
Ca f f ected=c ∈ C such that ∃v ∈ (vAD ∪ vID) and v ∈ c.

Lemma 4.4. Change of structural similarity of affected edges
EA are mainly depend on the Definition 3.1. The similarity500

value is based on the neighbors of both vertices of an edge.
Therefore, each update (adding/deleting an edge/vertex) can change
the list of neighbors of some vertices. As a result, some edges
must change their structural similarity.

Lemma 4.5. Change in the status of affected vertex Accord-505

ing to the Definition 3.4 and the Definition 3.3, for some updates
in the structural similarity, when the similarity value exceeds or
decreases the threshold ε the status of this edge maybe changed
to strong or weakly connection. Thereby, this change can affect
the status of each vertex v ∈ VAD. Consequently, according to510

3.5 the VDA can change other vertices status indirectly which
are defined as indirectly affected vertices VIA. Rationally, those
changes can affect the mapping of the clusters, and several clus-
ters may be changed. Thereby, according to Definition 3.7, ∃
a vertex v ∈ B where v is only depends on two clusters c1 and515

c2. When c1 and c2 will be merged into one cluster cnew, v will
be weakly connected with only cnew. In this case and according
to Definition 3.7 v will be an outlier vertex. In the same way,
when we have a cluster c and v is an outlier to c with two weak
connections related to v1 and v2, after some updates c becomes520

splited into two clusters c1 and c2 when v1 and v2 are respec-
tively in c1 and c2. In this case, v becomes a bridge between the
new clusters c1 and c2 according to the connection of v with v1
and v2.

Fig. 4 shows an example of a graph G with 3 partitions for525

which we deleted vertex 3 (yellow vertex). Then, all affected
edges EA (red edges) change their structural similarities since
vertices 0, 2 and 5 (old neighbors of the deleted vertex 3) lost
the vertex 3 as a neighbor, and all the edges associated with
vertex 3 are removed from G. This new update affects only530

a sub-set of vertices in G. The example shows that vertex 2
(v2 ∈ VA) lost its core status, whereas vertex 9 keeps its core
status (v9 < VA). Thus, EA can change several vertices’ sta-
tus directly (VAD) or indirectly (VAI). Like it is shown in our
example, vertex 2 ∈ VAD has lost a strong connection with the535

removed vertex which changed to an outlier in this case. In the
same way, VAD can change the status of VAI . Vertices 0, 1, 4
and 5 were considered as border vertices according to vertex 2
(in the initial graph), and in our case, when the vertex 2 lost the
core status, as a result VAI are changed to outliers. According540

to Definition 4.4, VAD and VAI can change the old clustering
schema and our example confirm that. Partition 1 of G groups
two clusters. The first one is c1 = { 12, 13, 14} and the second
one is c2 ={0, 1, 2, 3, 4, 5} (4 and 5 are external vertices). Thus,
c1 and c2 are affected because c1 contains the vertex 12 as an af-545

fected vertex, and in the c2, all its vertices are affected because
of the removed vertex. These clusters can affect in the last step
other vertices (bridge or outlier vertices). Like it is depicted in
Fig. 4 c2 should be removed since it does not have any core ver-
tex, and the vertices 6 and 7 were considered as bridges with c2.550

Thereby, these bridges are susceptible to change their status.
Algorithm 4 describes the main steps of the proposed DIS-

CAN. DISCAN provides real-time graph maintenance and a
micro-batch clustering. Moreover, it performs the new cluster-
ing after several changes, in order to optimize the incremental555

clustering. We present below the main steps of DISCAN:
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Figure 4: A partitioned graph G (P1, P2, P3), affected vertices, edges when deleting vertex 3

Step 1: Graph maintenance. In this step, DISCAN runs the
graph maintenance in real time. In each update u ∈ U, it (i)
updates the graph G structure, (ii) checks the affected edges
EA, and (iii) recomputes the similarities of EA (lines 4-12 of560

the algorithm 4). Then, it gets VA according to EA in order to
memorize them in a global variable. Like discussed in Defini-
tion 4.4, VA can affect several clusters in the current partition
or in other partitions. Thereby, each worker shares its VA with
all workers so that each one determines the affected clusters565

and saves them. Once the affected clusters are fixed, they af-
fect some bridges or outliers vertices. So the affected bridges
should be added to the list of affected vertices to be checked in
the next step.
Step 2: Incremental local clustering. This step is performed570

in micro-batch processing mode, after a number of updates or
using a window time. In both methods, DISCAN runs the same
scenarios. These latter consist of two choices for a user who
selects one of them according to the number of changes per sec-
onds or according to other needs such as the graph size or graph575

evolution. Therefore, in each batch, DISCAN first checks the
core vertices. The checking is performed only on the affected
vertices VA, where in general the |VA| � |V |.
Secondly, DISCAN checks the border vertices like in the first
clustering but using only EA, since the border vertices are de-580

pendent on the strong connections with core vertices. For this
reason, DISCAN checks the core vertices according to EA only.
After that, the updated cores and borders vertices will change
the clustering schema depending of the affected vertices (cores,
borders) like it is described in Definition 4.4. The affected clus-585

ters feat are five possible cases owing to each update of a graph:
(1) split one cluster to small clusters, (2) remove an existing
cluster, (3) build new clusters, (4) update the existing clusters
and (5) merge two or more clusters. Consider set of cores and
theirs borders, and the core vertices have strong connections be-590

tween them. After the removal of a strong connection between
two cores c1 and c2, then the clusters should be splited into sub-
clusters depending on c1 and c2. For the case (2), each cluster
is built on a list of cores and their borders. If one cluster does

have any core vertex it should be removed. Sometimes, a new595

update makes an outlier vertex to a core vertex cnew. If this ver-
tex has a strong connection with any other old core c, it joins
the cluster of c, like in the case (4). If cnew does have any strong
connections with any other core it builds a new cluster, like the
case (3). In the last case (5), if there exists a new strong connec-600

tion between two cores in two different clusters, then we merge
these latter. In order to deal with all these cases, we remove
all the affected clusters and re-build a new clustering in a same
way of the first clustering presented in Definition 3.6 and using
only the affected vertices (cores and borders vertices). The new605

clustering is performed only on the changed vertices which will
be very faster compared to the first clustering.
Finally, DISCAN uses the new clusters and the remaining af-
fected vertices to check if they represent new border vertices.
Step 3: Merge the new updates. After each batch, each worker610

starts to merge the new updates (see Algorithm 4 lines 19-23).
The master machine gets all the affected vertices from all work-
ers in order to facilitate the combination of the new changes.
Here, some clusters should be verified. In each batch, the mas-
ter keeps only the past unchanged clusters and requests all work-615

ers to get the changed clusters. Thereby, all workers combine
the updated clusters eventually including new clusters. In the
merging step, DISCAN uses the same scenarios as in the first
clustering (see Lemma 4.1). If at most one cluster shares at
least one core vertex, they can be merged into one cluster. In620

the next step, after getting the new clusters, the master machine
requests all workers to get their borders vertices. Then, each
worker filters only the affected vertices which will belong to its
local bridges, and sends them to the master. The rest of affected
vertices will be added to the global list of outliers. Finally,625

DISCAN initializes the global affected vertices and clusters to
empty lists which will to be used in the next batch.

4.3.1. Time complexity analysis of DISCAN
The time complexity of DISCAN mainly depends on the af-

fected edges and vertices in each new update. This complexity630

is very reduced compared to the initial complexity of DSCAN,
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Algorithm 4: DISCAN
Input : Initial graph G as a text file, parameter (NP

number of partitions), a new update U
Output: C,B,O
/* Global affected vertices and clusters in

each worker */

1 GlobalA f f ectedVertices=∅;
2 GlobalA f f ectedClusters=∅;
/* Step 1: Graph maintenance */

/* Update the inital graph in each new update

and get the affected vertices and the

affected clusters */

3 Master machine: send a new update u to all workers ;
/* In parallel */

4 foreach Workeri wi ∈W do
5 Update the current partition according to U ;
6 Get EA;
7 Recompute the similarities of EA;
8 Get the immediately affected vertices VI ;
9 Share the immediately affected vertices VI with all

workers;
10 Get the indirectly affected vertices VInd, and the affected

clusters CA;
11 end

/* Step 2: Local clustering schema

maintenance */

/* Update the old local clustering schema

according to the global affected vertices

*/

12 foreach Workeri wi ∈W do
13 Check Core vertices from GlobalAffectedVertices;
14 Check Border vertices from GlobalAffectedVertices;
15 Check affected clusters;
16 Check affected bridges;
17 end

/* Step 3: Merge the new updates */

18 foreach Workeri wi ∈W do
19 Merge all affected clusters from all workers;
20 Check new Bridge vertices according to the new

clusters;
21 Check the remaining outlier vertices;
22 end

/* Reset the global affected vertices and

clusters in each worker */

23 GlobalA f f ectedVertices=∅;
24 GlobalA f f ectedClusters=∅;
25 Send C,B,O to master using Worker2Master message;

since the number of affected edges |EA| � |E| and the number
of affected vertices |VA| � |V |. In DISCAN, the time complex-
ity is based on three steps: (1) the graph maintenance, which
takes O(|E|/n) in the worst case and O = 1 in the best case,635

where n is the number of partitions; (2) the similarity compu-
tation, which takes O(min(|N(u)|, |N(v)|).|EA|); and (3) the clus-
tering step, which mainly depends on VA. Thereby, the incre-
mental clustering complexity is O(|Vc ∈ VA|− |(vi, v j)|

|VA |

i, j=1), with
vi, v j ∈ Vc and σ(vi, v j) ≥ ε.640

5. Experiments

In this section, we evaluate the effectiveness and efficiency
of our proposed algorithm for the structural clustering of large
and dynamic distributed graphs.

5.1. Experimental protocol645

We compared DISCAN with four existing structural graph
clustering algorithms in the case of static graphs. Then, in a
second set of experiments, we evaluated DISCAN performance
on dynamic graphs. We also conducted experiments in order
to study the impact of DISCAN features on the execution time650

such as the number of updates.

• Basic SCAN,

• pSCAN: a pruning SCAN algorithm,

• AnySCAN: a parallel implementation of basic SCAN us-
ing OpenMP library,655

• ppSCAN: a pruning and parallel SCAN implementation.

The above mentioned algorithms are implemented with C lan-
guage. Thus, we used the GCC/GNU compiler to build their bi-
nary versions. The compared algorithms could be divided into
two categories: (i) centralized algorithms such as SCAN and660

pSCAN, and (ii) parallel algorithms such as AnySCAN and pp-
SCAN. To run both centralized and parallel algorithms, we used
a T3.2xlarge virtual machine on Amazon EC2. This machine is
equipped with an 8 vCPU Intel Skylake CPUs at 2.5 GHz and
32 GB of main memory on a Ubuntu 16.04 server distribution.665

In order to evaluate DISCAN, we used a cluster of 10 machines,
each of them is equipped with a 4Ghz CPU, 32 GB of main
memory, and operating with Linux Ubuntu 16.04. Details on
the configuration and the deployment of DISCAN are available
following this link: https://github.com/inoubliwissem/670

remote-master.

5.2. Experimental data
For all test cases with static graphs, we used real-world

graphs (see Table 3) obtained from the Stanford Network Anal-
ysis Project (SNAP) 1. Then, to simulate dynamic changes in675

the graphs, we generated a set of new edges for each static graph
(G2,G3,G4 and G5). The new updates are grouped as a set of
batches. In each one, we generated five batches with different
sizes that vary from 2000 to 10000 new edges.

1https://snap.stanford.edu/data/
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Table 3: Graph datasets

Graph |V | |E| |E|/|V |
G1: California road network 1 965 206 2 766 607 1.4
G2: Youtube 1 134 890 2 987 624 2.63
G3: Orkut 3 072 441 117 185 083 38.14
G4: LiveJournal 3 997 962 34 681 189 8.67
G5: Friendster 65 608 366 1 806 067 135 27.52
G6: web-ClueWeb09-50m2 428 136 613 446 534 058 1.04

5.3. BLADYG framework680

BLADYG is a distributed and parallel graph processing frame-
work that runs on a commodity hardware. The architecture of
BLADYG is based on a master/slave architecture. BLADYG
starts by reading the input graph from many different sources,
which can be local or distributed files, such as Hadoop Dis-685

tributed File System (HDFS) and Amazon Simple Storage Ser-
vice (Amazon S3). The communication model used by BLA-
DYG is the message passing technique, which consists in send-
ing messages explicitly from one component to another, in or-
der to get or send useful data during the graph processing. In690

the same way, BLADYG defines two types of messages: (i)
worker-to-worker messages, and (ii) master-to-worker messages.
BLADYG allows its users to implement their own partitioning
techniques.

5.4. Experimental results695

Speedup of initial distributed graph clustering. DISCAN
is designed to deal with dynamic graphs. However, it starts by
doing an initial clustering of the input graph. Then, it deals with
incremental changes in the graph. We evaluated the speedup
of the first step of DISCAN and we compared it with the ba-700

sic SCAN and its variants presented in Section 5.1. The com-
pared algorithms use different graph representations. In fact,
AnySCAN and SCAN implementations use the adjacency list
representation [16], whereas both pSCAN and ppSCAN use the
Compressed Sparse Row (CSR) format [17]. In our proposed705

algorithm, we used an edge list format, in which each line rep-
resents one edge of the graph. The incompatibility of graph
representations poses an additional transformation cost while
evaluating the studied methods. For example, the transforma-
tion of the live journal dataset from edge list to adjacency list710

takes around 100 seconds using one machine equipped with an
8 vCPU and 32 GB of main memory.

As shown in Fig. 5, our approach is slower than the other
algorithms, in the case of small graphs (G1, G2, and G3). Also,
there was a very large gap between DISCAN and the other al-715

gorithms, especially with pSCAN and ppSCAN. This gap is
reduced when the graph size increases (case of G4 dataset).
The plots bars, in Fig. 5, show a gap of 12x between DIS-
CAN and basic SCAN with the G1 dataset and 2x only with
the G4 dataset. We notice that the gap between DISCAN and720

ppSCAN depends mainly on the size of the used dataset. For
example, with the G1 dataset, the gap between DISCAN and
ppSCAN reached 20x, while it is reduced to 11x with the G4
dataset. That can be explained by the pruning step of pSCAN,
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Figure 5: Impact of the graph size on the processing time of SCAN variants
and DISCAN

which exempts several similarity calculations during the clus-725

tering step. It is important to mention that DISCAN is a dis-
tributed implementation of SCAN, which is not the case for the
other studied algorithms, as they are centralized. This leads to
additional costs related to data distribution, synchronization and
communication. Fig. 5 also shows that with modest hardware730

configurations, only DISCAN can scale with large graphs like
the G5 and G6 datasets.
Imapct of the graph partitioning on DISCAN. In our vision,
the partitioning step has a direct impact on the response time
of DISCAN. For this reason, we randomly generated four par-735

titioning schemas, and for each one, we got the number of cut-
edges as follows: 17.6M, 19.2M, 22.3M and 24.6M for the par-
titions P1, P2, P3 and P4, respectively. Then, we run DISCAN
on all the partitions with the same configuration (10 machines,
ε=0.5 and µ=3). As shown in Fig. 6, there is a very clear impact
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Figure 6: Impact of the partitioning step on DISCAN computation time (ε=0.5,
µ=3).

740

of the graph partitioning on the response time of DISCAN, as
this latter rises from nearly 800s to 1000s with P1 and P2. Fur-
thermore, the elapsed time of each DISCAN step varies from
one partitioning to another. This disparity is noticed mostly
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during the merging step and slightly in the clustering step. This745

is probably explained by the number of vertices, which are du-
plicated due to the number of cuts-edges produced by the graph
partitioning. This number would affect the amount of similar-
ity computation operations during the clustering step, and it in-
creases the communication cost during the merging step.750

SpeedUp of incremental clustering. The main goal of
this test series is to compare DISCAN with other algorithms.
Since there is no incremental algorithm for the structural graph
clustering, we compared the speedup of DISCAN with the re-
sults produced with pSCAN and ppSCAN, the fastest existing755

algorithm (see Section 5.1). Initially, we started by running
all the algorithms on the used graphs. Then, we periodically
added new batch of updates of different sizes. Fig. 7 shows
the running time of the tested algorithms with different graphs.
In all the used graphs, DISCAN is outperformed by the other760

algorithms, except for pSCAN which does not support the G5
graph. Despite that pSCAN and ppSCAN re-execute the clus-
tering from scratch, they are faster than DISCAN in the case of
G2, and have a close time in the case of G3. In the case of G4,
DISCAN initially features a better behavior than pSCAN and765

ppSCAN. In fact, ppSCAN and pSCAN are faster than DIS-
CAN, but the gap in running time begins to narrow between
G2 and G4. However, when we add a new batch to the initial
graphs, DISCAN becomes faster than pSCAN and ppSCAN. In
the case of G3, Fig. 7 shows a gap of 2x between DISCAN770

and pSCAN and almost close running time to DISCAN and pp-
SCAN. Furthermore, the gap between DISCAN and pSCAN
starts to increase, to finally reach 3x, and 10% between DIS-
CAN and ppSCAN.
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DISCAN scalability. Fig. 8 shows the scalability of DIS-775

CAN w.r.t. the number of workers, with G2 and G3 datasets,
and for different update batches using default parameters (ε=0.5
and µ=3).

Overall, the number of workers affects the running time de-
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Figure 8: Impact of the workers’ number on DISCAN processing time (ε=0.5,
µ=3).

pending on the size of the used dataset and the number of up-780

dates. In Fig. 8 with G2 dataset, all curves have almost the same
shape. The response time is low with 2 to 4 workers, but this
is not always valid, because this improvement depends on the
number of updates. The improvements are between 10% and
50%, respectively, for 2000 and 10000 updates. Afterwards,785

the curves grow until 8 workers, then comes down. In the case
of G3 dataset, the scalability becomes very high. The response
time decreases depending on the number of workers. This im-
provement is about 30% and 40% depending on the number of
updates. This behavior can be explained by the number of af-790

fected vertices and clusters. When this number is small, the
needed resources (e.g., workers) are small. Nevertheless, with
many workers, the processing time of DISCAN becomes high
due to the communication cost.
Exactness of DISCAN In this test series, we prove the exact-795

ness of DISCAN, by comparing its obtained results to those
produced by ppSCAN. For this purpose, we used the information-
theoretic metric and Normalized Mutual Information (NMI) [32].
The NMI is a normalization of the Mutual Information that
shows how two clustering results are equals. The NMI value800

ranges from 0 (no mutual information) to 1 (perfect correla-
tion). Table 4 shows the NMI score between DISCAN and

Table 4: Exactness evaluation

Datasets Youtube LiveJournal Orkut Friendster

NMI Value 1.0 1.0 1.0 –

ppSCAN results on all the experimented datasets, expect for
the Friendster dataset, as this latter was not tested by ppSCAN.
Like depicted in Table 4, DISCAN ensures the exactness fea-805

ture.

Impact of the batch size. The main goal of this experi-
ment is to evaluate the impact of the batch size on the response
time. Initially, we run DISCAN with different datasets (G2, G3,810

G4 and G5) and different batch sizes (between 1000 and 2000)
on a cluster of 10 machines, and using the default parameters
(ε=0.5, µ=3). Fig. 9 shows that the running time increases for
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all curves. This is explained by the initial graph size, as we
highlighted in Fig. 7, but also in function of the batch size. We815

can also notice that the increase depends on the size of the initial
graph and the batch size. The increase rate is about 5%, 50%
and 150%, respectively for G2, G4 and G5. That can mainly
be explained by the graph size, since for each update DISCAN
checks (in the graph maintenance step) all the affected vertices820

and edges, in order to update the affected similarities. Such
checking depends on the graph size. On the other hand, in the
reclustering step, DISCAN first performs the clustering on the
affected vertices. Then, it merges all the affected clusters on the
master machine. Thus, the running time spent on the merging825

step depends on the number of affected edges, because it must
check all the affected clusters. The affected clusters’ check-
ing requires the communication between the master and other
workers. In this way, when the batch is small, i.e. few affected
vertices, the communication cost becomes acceptable.
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Figure 9: Impact of the batch size on the running time of DISCAN (ε=0.5, µ=3)

830

Impact of the vertex type (internal vs external). Each update
on an existing graph may be performed on internal or frontier
(external) vertices. In this experiment, we show the difference
between the updates in internal and external vertices, in terms
of running time. For G2, G3, G4 and G5, we generated sev-835

eral internal and external batches of adding new edges. After
that, we ran DISCAN using those batches, in order to compare
their computation times. As depicted in Fig. 10, the updates
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Figure 10: Impact of the vertices type (internal or external) on the processing
time (ε=0.5, µ=3)

on the frontier vertices are very expensive with regard to the

running time. This latter’s gap trends to around 50% between840

internal and external vertices updates. That could be attributed
to the graphs’ maintenance step, which is performed by DIS-
CAN. This latter is time-consuming in the case of external ver-
tices, compared to internal vertices. In fact, for internal vertices,
all maintenance operations are performed locally (on the same845

partition), whereas for external vertices, the graph maintenance
is carried out on several partitions, which generates additional
costs. These latter are mainly caused by the duplication of the
frontier partitions and obviously the communication between
all the concerned workers.850

DISCAN steps. We noticed, from the previous experiment,
that the response time depends on the type of vertices (internal
or external). For external vertices, the algorithm’s performance
is slow, unlike the case of internal vertices.
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Figure 11: Performance of DISCAN’s graph maintenance and graph recluster-
ing steps (ε=0.5, µ=3).

Fig. 11 clearly shows a span of the difference between855

graph maintenance and reclustering steps for both internal and
external vertices. The reclustering step takes about 30% of the
global running time in the case of internal vertices, while this
rate is about 50% in the case of frontier vertices. On the other
hand, the difference between internal and external updates in860

terms of running time during the reclustering is about 3x. This
is understandable, because the external updates, like the dupli-
cation of frontier vertices and the graph maintenance according
to the neighboring partitions, need additional computation time.
The additional treatment sometimes requires several message865

exchanges between workers.
Resources consumption. In this experiment, we study the re-
sources consumption and communication overhead during the
running of DISCAN. In order to get the resources consumption
in the cluster of machines, a monitoring solution [23] is adopted870

for this purpose. The cluster’s resource consumption is gathered
for each machine at each second. Fig 12 shows the resources
consumption in terms of CPU, memory and network traffic us-
age. The CPU usage shows a height CPU consumption during
the running of DISCAN. 80% to 100% of the cluster CPU were875

occupied throughout 90% of the running time. Based on Fig 12
a huge memory was needed, and as it is depicted by the memory
usage curve, the peak memory usage reaches 30GB by machine
(around 252 GB as a total memory consumption). The traffic
bandwidth sub-figure shows the amount of data exchanged be-880

tween the machines in the cluster. It is obvious that a massive
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usage of the communication is recorded during two periods,
and a very small communication usage was noticed during the
remaining periods. This can be explained by DISCAN behav-
ior, where the graph maintenance and combining steps of DIS-885

CAN require a lot of communication, which decreases the per-
formance of DISCAN. This also could be attributed to the use
of communications between workers (Peer-To-Peer communi-
cation) in BLADYG framework, which is expensive compared
to the master-slaves communication.890

6. Conclusion

In this paper, we proposed DISCAN, a distributed algorithm
for big graph clustering based on the structural similarity. DIS-
CAN is build on top of a distributed and master/slaves architec-
ture which makes it scalable and works on the community of895

modest machines. The proposed algorithm is able to deal with
any graph size and is scalable with a large number of machines,
in a parallel way. We have presented the main functions of DIS-
CAN, starting from the partitioning to the combining of inter-
mediate results, for each worker. Also, we have performed an900

extensive experimental study to validate and compare our pro-
posed algorithm with other ones. The experiments have shown
that DISCAN featured an horizontal scalability that is not guar-
anteed with other algorithms.

In the future, we will improve DISCAN’s graph partitioning905

step. We plan to exploit the density feature during the graph
partitioning, whereas for the dynamic graph clustering, we plan
to make DISCAN support large and evolving graphs, in order
to check all the snapshots of a graph. Having this in hand, we
can assess and follow the evolution of each cluster, as well as910

other vertex types (border, outlier, and bridge).
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