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Abstract

The problem of latency reduction in direct Human-Computer interactions is
considered. The proposed method is based on a frequency-domain approxi-
mation of a non-causal ideal predictor with a finite impulse response filter.
Given a sufficiently rich dataset, the parameters of the filter can be either
optimized off-line or tuned on-line with the proposed adaptive algorithm.
The performance of the proposed solution is evaluated in an experimental
study consisting of drawings on a touchscreen.

Keywords: human-computer interaction, latency reduction, adaptive FIR
filter, human motion prediction, touchscreen

1. Introduction

Typically, human-computer interactions can be divided into two cate-
gories: direct and indirect interactions. In indirect interactions, the input
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device (e.g. a mice or a trackball) and the output device (e.g. a display)
are separated. In contrast, for direct interactions, the input and the output
devices are coupled together, and the input and the system output (observed
by the user) share the same screen. Examples of direct interactions include
smartphones, pads and touch screens.

For any type of interaction some time is required for the input device to
process the user input, to transfer it to the operating system, then to the
specific application, to the graphical layer, and finally to display the output.
This route gives rise to the end-to-end latency, which is the time lag between
the input action performed by the user and the reaction output displayed by
the hardware. The diagram of this route in direct interactions is given in Fig.
1. For modern touch-screen devices, it is reasonable to expect the end-to-end
latency about 60 ms or more, as measured by Ng et al. (2012a). As shown by
Casiez et al. (2017), even for high-end touch interfaces, end-to-end latency
is at least around 50 ms in an application simply changing the background
color, where most of the latency comes from the display. End-to-end latency
can be reduced with higher input and output frequencies (see Table 6 by
Casiez et al. (2017)), but this comes at the price of more expansive hardware
and higher power consumption.

Measuring the end-to-end latency and its variations is not a trivial task
itself, and several studies were taken on this issue recently (Bérard and Blanch
(2013); Casiez et al. (2015)). However, the detrimental impact of latency to
user performance has been known for a long time, see MacKenzie and Ware
(1993). Direct interactions are more sensitive to latency, and Jota et al.
(2013) found that latency greater than 25 ms can significantly affect the user
performance in touch dragging tasks. At the same time, Ng et al. (2012b)
show that latency as small as 10 ms can be perceived in direct interactions.

There are two ways to reduce the impact of latency. The first is at the
hardware level, e.g. by using more reactive and advanced elements and by
making the signal flow as fast as possible. This approach has two drawbacks,
the high cost of advanced components and the increased energy consumption,
which play a significant role for portable devices.

The second way to reduce latency is at the software level by using la-
tency reduction algorithms. From the control point of view, this problem
can be formulated as a trajectory prediction or forecasting problem, and
convenient prediction methods can be used. However, methods based on un-
derlying dynamic models cannot be easily applied for latency reduction since
dynamic models of user behavior are not typically available. There exist
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Figure 1: Direct interaction diagram (Ushirobira et al. (2016)).

several dynamic models of human movements, e.g. the open-loop minimum-
jerk optimal model used by Lank et al. (2007), and the recently proposed
dynamic models for indirect human-computer interaction (Aranovskiy et al.
(2016); Varnell et al. (2016)). However, Aranovskiy et al. (2016) and Var-
nell et al. (2016) study the problem of modeling of human movements for
a specific type of human-computer interaction, namely pointing motions in
indirect interaction, and do not propose any solution for movement forecast-
ing. Moreover, no systematic parameter identification procedure is known for
these models restricting their applicability to the latency reduction problem.
In contrast, this research is devoted to the problem of the user’s trajectory
prediction for general motions in direct human-computer interaction and it
is not based on a underlying dynamic model.

The lack of models motivates the use of model-free prediction methods.
For instance, a trajectory prediction using Kalman filter for a chain of in-
tegrators was proposed by Wu and Ouhyoung (2000), and a method based
on the first-order Taylor series was used by Cattan et al. (2015), where the
velocity was estimated using the two most recent position measurements. In
the recent paper by Ushirobira et al. (2016) a forecasting algorithm based
on the Taylor series expansion was proposed, where the derivatives were es-
timated using either algebraic (Mboup et al. (2009)), or homogeneous finite-
time (Perruquetti et al. (2008)) differentiators. The shortcoming is that, as
it was stated by Ushirobira et al. (2016), high non-linearity and interrela-
tions between differentiator parameters make the tuning of these algorithms
rather complicated. Also, some model-free approaches motivated by Kalman
filter, curve fitting, and heuristic considerations can be found in the patents
Moussavi (2014), Qingkui (2014), and Kim and Lim (2014), respectively.

To summarize, the problem of latency reduction can be translated to the
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problem of estimating the user’s trajectory or, equivalently, to the problem
of predicting further points on this trajectory. To this end, the state of the
art is to apply a model-free estimation/prediction algorithm, which performs
a prediction based on the past measurements. In this paper, a novel model-
free frequency-domain based approach for human movements forecasting is
proposed. It can be shown that the ideal predictor is a non-causal linear
time-invariant operator, which obviously cannot be implemented. However,
assuming that human movements can be sufficiently well approached with
a finite number of low-frequency components, the implementable forecast-
ing algorithm is constructed as a causal low-frequency approximation of the
ideal one. As it is shown in this paper, such an approximation can be either
computed analytically with a priori knowledge about movement character-
istics or obtained numerically as an optimization task that can be efficiently
solved given a sufficiently rich dataset. Next, an adaptive modification of
the design is proposed, which is intended to adapt to the changes of users
and/or movement types. Experimental results illustrate the applicability of
the proposed forecasting algorithm and its performance compared to other
methods.

Preliminary results of this study were reported in Aranovskiy et al. (2017b).
Extending that work, this manuscript contains i) the proof of the forecasting
accuracy bound (15), see Proposition 1, ii) the detailed description of the
experimental setup and iii) comparison to the methods currently available in
patents Moussavi (2014) and Qingkui (2014).

The rest of the paper is organized as follows. First, the problem statement
is given in Section 2. Next, the main forecasting algorithm is proposed in
Section 3, and its adaptive version is considered in Section 4. Experimental
results are described in Section 5, and concluding remarks are given in Section
6.

2. Problem statement

Consider a movement along a single axis. Motivated by physical reason-
ing, it is assumed that the trajectory x(t) is smooth and bounded. The raw
measurement x(tk) is the coordinate x measured at the time instance tk for
an integer k ≥ 0. Given the latency value tL > 0, the goal is to construct
the forecasting algorithm

x̂(tk + tL) = F (x̄(tk), tk) ,
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where x̄(tk) :=
[
x(tk), x(tk−1), . . . , x(t0)

]>
, and x̂(tk + tL) is the estimate of

x(tk + tL). In other words, given the history x̄(tk) up to the time instant tk,
the goal is to forecast the future value x(tk + tL). The forecasting algorithm
F(·) should be constructed in such a way that the forecasting error ex := x̂−x
is small in the sense of a certain norm.

It is also assumed that the coordinate x is measured with the constant
sampling interval Ts and tk = kTs. Moreover, the latency value tL is the
integer number L > 0 of sampling intervals, tL = LTs, and tk + tL = tk+L.

3. The forecasting algorithm

3.1. An ideal predictor approximation

The ideal predictor in discrete-time domain is the L steps ahead time
shift, i.e. F(x̄, tk) = x(tk+L) = qLx(tk), where q is the one step forward time
shift operator. The ideal predictor has the following linear transfer function

Fid(z) = zL,

where z is a complex variable. In the frequency domain, one obtains

Fid(iω) = eiωtL ,

where i is the imaginary unit and ω is the frequency (Goodwin et al. (2001)).
It follows

|Fid(iω)| ≡ 1,

argFid(iω) = ωtL.

Obviously, such a transfer function is not causal and cannot be imple-
mented. However, this concept of the ideal predictor motivates the construc-
tion of the forecasting algorithm as an approximation of the ideal one in the
frequency domain. Due to the assumptions on the trajectory x(t), for any
time instant tk and any window size TW , with tk > TW > 0, one can represent
x(t) for t ∈ [tk − TW , tk] as

x(t) =
∞∑
i=0

Ai sin(ωit) +Bi cos(ωit), (1)

where Ai and Bi are some constants and

ωi =
2πi

TW
.
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Next assume that there exists a known value ω†, such that any reasonable tra-
jectory generated by a user in human-computer interaction can be sufficiently
well approximated with the first N † + 1 elements of the series expansion (1),
where N † is chosen such that ωN† ≤ ω† and ωN†+1 > ω†; this approximation
is further denoted as x†,

x†(t) = B0 +
N†∑
i=1

Ai sin(ωit) +Bi cos(ωit). (2)

To support this assumption, note that a user cannot provide infinite acceler-
ations or decelerations to his hand (wrist). Consider a curve plotted by the
user in the x− y plane without lifting up the stylus. Even if this curve is not
smooth, the trajectory x(t) is necessary continuous and sufficiently smooth.

Then the forecast x̂†(tk + tL) of this approximation can be used as the
forecast of the coordinate x(tk + tL). The rest of the expansion (1)

δx(t) := x(t)− x†(t) =
∞∑

i=N†+1

Ai sin(ωit) +Bi cos(ωit)

is bounded and represents both negligible high-frequency trajectory devia-
tions and possible measurement noise (Goodwin et al. (2001)). Assuming
that the coefficients of the approximation (2) are slow-varying during the la-
tency interval tL, i.e. almost constant, the forecast x̂† of the approximation
x† is given by

x̂†(tk + tL) = B0 +
N†∑
i=1

Ai sin(ωi(tk + tL)) +Bi cos(ωi(tk + tL)).

This forecast can be constructed by applying a linear operator Fap to the
signal x†, where Fap satisfies

Fap(iωi) = Fid(iωi), i ∈ {0, 1, . . . , N †}. (3)

The operator Fap is thus an approximation of the ideal predictor Fid: its fre-
quency response coincides with the frequency response of Fid for frequencies
ωi ≤ ω†, and it does not necessary coincide for others. However, since the
approximation x† is not known, i.e. it is not measured, the operator Fap is
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applied to the measured signal x, and the frequency-domain approximation-
based forecasting algorithm takes the form

x̂(tk + tL) = Fap[x(t)] = x̂†(tk + tL) + Fap[δx(t)], (4)

where Fap[(·)(t)] denotes the operator Fap applied to the signal (·)(t). The
term Fap[δx(t)] in the right-hand side of (4) represents the high-frequency
distorting components and its impact should be minimized when possible.

3.2. Approximation using a finite impulse response filter

For any fixed ω† the operator Fap can be chosen as a causal stable lin-
ear time-invariant system of order N ≥ 2N †. One particular choice widely
accepted in digital signal processing is a Finite Impulse Response (FIR) filter

Fap(z) = c0 + c1z
−1 + . . .+ cNz

−N =
N∑
i=0

ciz
−i

yielding the forecasting algorithm

x̂(tk + tL) = c0x(tk) + c1x(tk−1) + . . .+ cNx(tk−N).

Given N † + 1 distinct frequencies ωi, i = 0, 1, . . . , N †, where

ωN† <
π

Ts
, (5)

there always exists a unique FIR filter Fap of order N = 2N † satisfying (3),
which can be constructed by solving a system of the following N + 1 linear
equations: 

1>N+1c̄ = 1,

Re (Ω) c̄ = Re
(
f̄ id
)
,

Im (Ω) c̄ = Im
(
f̄ id
)
,

(6)

where c̄ :=
[
c0 c1 . . . cN

]>
, Re(·) and Im(·) are the real and the imagi-

nary parts of a complex value (·), respectively, 1N+1 is the vector of 1’s of
dimension N + 1, f̄ id is a N †-dimensional vector with complex entries,

f̄ id :=
[
eiω1tL eiω2tL . . . eiωN† tL

]>
,
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Figure 2: Comparison of the ideal predictor and its approximations given by FIR filters
for ω† = 3Hz and ω† = 7Hz

and a N † × (N + 1) matrix with complex entries

Ω :=


1 e−iω1Ts e−iω12Ts . . . e−iω1NTs

1 e−iω2Ts e−iω22Ts . . . e−iω2NTs

...
...

...
. . .

...
1 e−iωN†Ts e−iωN†2Ts . . . e−iωN†NTs


is the complex generalization of the Vandermonde matrix. It can be shown
(see the proof of Theorem 1 in Aranovskiy and Freidovich (2013)) that the
system (6) has a unique solution if for all i ∈ {1, . . . , N †} it holds 0 < ωiTs <
π. The latter is satisfied due to (5).

An example of frequency responses of such approximating FIR filters with
N = 2N † for TW = 2s, L = 50 and Ts = 1ms is given in Fig. 2 for ω† = 3Hz
and ω† = 7Hz.

As it can be seen from Fig. 2, the filter computed in this way has sig-
nificant amplification for high frequencies, and it increases impact of the
Fap[δx(t)] term, which can lead to unacceptable fast oscillations in the fore-
cast x̂, known as jitter. One possible way to overcome this drawback is to
over-parametrize the FIR filter, i.e. to choose N > 2N †. Obviously, in such
a case there exists an infinite number of FIR filters satisfying the condition
(3), and the predictor can be constructed via optimization procedure. For
example, if no a priori information about δx is known, then it is reasonable
to choose c̄ as

c̄ = arg min
c̄
‖Fap(z)‖∞ subject to (3).
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Otherwise, if some information about δx is available, e.g. its frequency range,
the cost function may be modified to take this information into account.

3.3. Data-based filter tuning

The tuning procedure proposed in Subsection 3.2 requires a priori knowl-
edge of ω†, as well as δx frequency range, if available. However, these parame-
ters are not easy to obtain: they might depend on a specific input device and
thus are hardware-dependent. That makes the analytical tuning questionable
and gives rise to the experiment-based tuning approach.

Assume that a sufficiently large trajectory record R is available repre-
senting all kinds of possible/admissible movements. The record R consists
of NR measurements

R := {x(tk), k = 1, 2, . . . , NR}.

Given the FIR filter order N the forecasting error for k > L+N is computed
as

ex(tk) = x̂(tk)− x(tk) = c0x(tk−L) + c1x(tk−L−1)

+ . . .+ cNx(tk−L−N)− x(tk) =

− x(tk) +
N∑
i=0

cix(tk−L−i).

Define the vector of the forecasting errors as

ēx :=
[
ex(tNR

) ex(tNR−1) . . . ex(tL+N+1)
]>
.

Then the FIR filter coefficients c̄ can be tuned in order to minimize a certain
cost function J(ēx). Particularly, if the cost function is chosen as a vector
norm

J(ēx) = ‖ēx‖p, p = 1, 2,∞,

then the tuning procedure is translated to the linear programming problem
for p = 1,∞ or to the least squares problem for p = 2, which can be efficiently
solved even for a relatively large record size NR (Sturm (1999); Currie et al.
(2012)).

It is expected that the operator Fap tuned with a sufficiently large record
R represents the best possible approximation of the ideal predictor Fid with
respect to the ω† and δx information explicitly contained in the record.
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4. Adaptive forecast

The approach considered in Subsections 3.2 and 3.3 proposes to design a
single fixed-gain FIR filter and to use it for forecasting regardless the exact
movement performed by a user. It is assumed that this fixed FIR filter is
able to forecast sufficiently well for all possible trajectories and for all users.
On the other hand, it is reasonable to assume that the ω† parameter and
the characteristics of δx(t) can vary for different users and/or for different
kinds of movements, e.g. in drawing or pointing tasks. In this case, the
FIR filter tuned for a specific user and/or movement can provide a better
forecast accuracy for these specific conditions than a general fixed filter. In
this section, on-line tuning of the FIR filter parameters is proposed in order
to adapt to the exact user and/or to the specific movement being executed
at the moment.

4.1. Recursive least-squares algorithm

To this end, rewrite the forecasting algorithm as

x̂(tk+L) = φ>(tk)c̄(tk), (7)

where
φ(tk) :=

[
x(tk) x(tk−1) . . . x(tk−N)

]>
(8)

and c̄(tk) is the vector of FIR filter coefficients updated at the each step. The
goal is to update the coefficients c̄(tk) in order to minimize the cost function

J(tk) =
k∑

i=L+N+1

λk−i
(
x(ti)− φ>(ti−L)c̄(tk)

)2
,

where 0 < λ ≤ 1 is the forgetting factor, which provides higher weight to
recent measurements.

The desired update law is given with the recursive least-squares algorithm
(Aström and Wittenmark (1994)):

g(tk) =
P(tk−1)φ(tk−L)

λ+ φ>(tk−L)P(tk−1)φ(tk−L)
,

P(tk) =
1

λ

(
P(tk−1)− g(tk)φ

>(tk−L)P(tk−1)
)
,

c̄(tk) = c̄(tk−1) + g(tk)
(
x(tk)− φ>(tk−L)c̄(tk−1)

)
.

(9)
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At each step k the new measurement x(tk) is available and the gains c̄ are
updated using the earlier measurements φ(tk−L). The updated gains are
further used in the forecasting algorithm (7). The drawback of this approach
is that the most recent measurements x(tk−1), . . . , x(tk−L+1) are not actually
used in the gains update. In other words, if any changes in the movement
have occurred, they do not impact the gains for the next L steps.

4.2. Adaptive predictor

To take into account the most recent measurements, the following proce-
dure is proposed. First, the one-step-ahead adaptive predictor is constructed.
Next, the gains of this predictor are used to compute the gains c̄. The one-
step-ahead predictor is given by

x̂(tk+1) = φ>(tk)θ(tk), (10)

where θ ∈ RN+1 is the gains vector. The gains θ can be adaptively tuned
using the recursive least square algorithm (9) and substituting L = 1 and θ
in the place of c̄.

Next, to compute c̄(tk) it is assumed that θ(tk) is slow-varying for a time
window of at least L steps ahead, and the trajectory x can be approximated
on this window with the following autoregressive model with time-varying
gains

x(tk+1) = φ>(tk)θ(tk), (11)

where for all i ∈ {0, 1, . . . , L} it holds

‖θ(tk+i)− θ(tk)‖ ≤ εθ, (12)

and ‖ · ‖ is the Euclidean norm.

Proposition 1. Given the autoregressive model (11) under assumption (12),
set the vector c̄(tk) as

c̄(tk) =
[
θ(tk) e1 . . . eN

]L
e1, (13)

where ei denotes the i-th Euclidean basis vector, i.e. the N + 1 dimensional
vector with a 1 in the i-th coordinate and 0’s elsewhere. Then it holds

x(tk+L) = φ>(tk)c̄(tk) + σx(tk), (14)

11
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and
|σx(tk)| ≤

√
N + 1x∞H(εθ, ‖θ(tk)‖)εθ, (15)

where the hardware-dependent value x∞ is the maximum admissible position
value, the function

H(εθ, ‖θ(tk)‖) :=
L−1∑
i=1

(
L− 1

i

)
εi−1θ (‖θ(tk)‖+ 1)L−i, (16)

and
(
n
k

)
is the binomial coefficient.

Proof. Define the d-steps-ahead shift vector β(d, tk) ∈ RN+1 such that for
the autoregressive model (11) the following holds

x(tk+d) = φ>(tk)β(d, tk). (17)

Obviously, β(1, tk) = θ(tk) and c̄(tk) = β(L, tk). Moreover, for all k > N
it holds β(0, tk) = e1, β(−1, tk) = e2, and so on up to β(−N, tk) = eN+1.
Next define a (N + 1)× (N + 1) matrix B(d, tk) as

B(d, tk) :=
[
β(d, tk) β(d− 1, tk) . . . β(d−N, tk)

]
,

where by definition

B(1, tk) =
[
β(1, tk) e1 . . . eN

]
. (18)

Recalling (8) it can be verified that

x(tk+d+1) = φ>(tk+d)β(1, tk+d)

=
[
x(tk+d) x(tk+d−1) . . . x(tk+d−N)

]
β(1, tk+d)

= φ>(tk)
[
β(d, tk) . . . β(d−N, tk)

]
β(1, tk+d)

= φ>(tk)B(d, tk)β(1, tk+d).

On the other hand, from (17) it follows

x(tk+d+1) = φ>(tk)β(d+ 1, tk),

and thus
β(d+ 1, tk) = B(d, tk)β(1, tk+d). (19)
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Note that by definition the first column of B(d+1, tk) is β(d+ 1, tk), and the
i-th column of B(d+ 1, tk) coincides with the (i− 1)-th column of B(d, tk)
for i varying from 2 to N + 1. Then from (19) and recalling (18) one obtains

B(d+ 1, tk) = B(d, tk)B(1, tk+d).

The latter implies

B(2, tk) = B(1, tk)B(1, tk+1),

B(3, tk) = B(1, tk)B(1, tk+1)B(1, tk+2),

B(4, tk) = B(1, tk)B(1, tk+1)B(1, tk+2)B(1, tk+3),

and

B(d, tk) =
d−1∏
i=0

B(1, tk+i). (20)

Therefore
x(tk+d) = φ>(tk)B(d, tk)e1 = φ>(tk)β(d, tk).

However, at the step k the only available value is θ(tk), that gives β(1, tk)
and B(1, tk), but not B(d, tk). With the definitions in use, (13) can be
rewritten as

c̄(tk) = (B(1, tk))
L e1,

and σx(tk) in (14) is thus

σx(tk) = x(tk+L)− φ>(tk) (B(1, tk))
L e1

= φ>(tk)
(
B(L, tk)− (B(1, tk))

L
)

e1.

Define
∆B(d) := B(1, tk+d)−B(1, tk)

and note that

‖B(1, tk)‖ = sup
‖x‖=1

‖B(1, tk)x‖ = sup
‖x‖=1

∥∥[θ(tk) e1 . . . eN
]
x
∥∥

= sup
‖x‖=1

∥∥∥θ(tk)x1 +
[
x2 x3 . . . xN+1 0

]>∥∥∥ ≤ ‖θ(tk)‖+ 1,

and for all i ∈ {0, 1, . . . , L}

‖∆B(i)‖ ≤ εθ.
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From (20) it follows

B(L, tk) = B(1, tk)
L−1∏
i=1

(B(1, tk) + ∆B(i))

and
B(L, tk)− (B(1, tk))

L

= B(1, tk)

(
L−1∏
i=1

(B(1, tk) + ∆B(i))− (B(1, tk))
L−1

)
.

Therefore

‖B(L, tk)− (B(1, tk))
L ‖

≤ (‖θ(tk)‖+ 1)

(
L−1∑
i=1

(
L− 1

i

)
εiθ (‖θ(tk)‖+ 1)L−i−1

)
= εθH(εθ, ‖θ(tk)‖),

where H(·, ·) is defined in (16). Noting that

‖φ(tk)‖ ≤
√
N + 1x∞,

the upper bound (15) follows.

Remark 1. The upper bound (15) allows to establish some qualitative conclu-
sions, e.g. a relation between the upper bound and the maximum admissible
position x∞. One particularly important observation is that if θ(k) remains
constant and εθ equals zero, then |σx(k)| is zero as well.

Finally, the adaptive forecasting algorithm that uses the most recent mea-
surements can be formulated as follows.

Algorithm 1:

Step 1. At the k-th step get the new measurement x(tk).

Step 2. Update the one-step-ahead predictor gains θ(tk) using algorithm
(9) with L = 1 and substituting θ in the place of c̄.

Step 3. Compute c̄(tk) as (13) using the one-step-ahead predictor gains
θ(tk).

Step 4. Compute forecast x̂(tk+L) as (7).

14
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Figure 3: Geometric shapes used in the experiment.

5. Experimental results

An experiment where three participants were asked to draw some pre-
defined shapes on a screen using a stylus is considered. The shapes were
divided into three groups: a) the geometric shapes given in Fig. 3, b) the
Latin capital letters from A to F, and c) the digits from 0 to 9.

The hardware used in the experiment is the Touch X by 3D Systems
(2019), previously known as Phantom Desktop, which is a pen-type haptic
device. The Touch X is coupled with a horizontally oriented 15” display and
calibrated to get the stylus tip position co-located with the display, using an
optimal affine transformation between two 3D point sets using the RANdom
SAmple Consensus (RANSAC) algorithm (Fischler and Bolles (1981)). Thus,
this experimental setup mimics a touchscreen with a pen.

The measurements were captured with the sampling interval Ts = 1ms,
and the expected latency value tL = 50 ms, that is L = 50. The movements
were performed in the plane, and the x and y axes are considered separately
(human movements along different axes typically have different magnitudes
and velocities, and the predictors for x and y may have different order N and
operate over time windows of different length L).

This section presents a comparison of online forecasting algorithms which
do not require a rich dataset to tune them. These algorithms are motivated
by the patents Moussavi (2014) and Qingkui (2014) and are based on Kalman
filtering and curve fitting. The 3-rd order Kalman filter is chosen, where the
process and measurement model matrices are given by Moussavi (2014). For
the curve fitting forecast, the 2-nd order polynomial fitted with the last 30
samples is used. These two predictors are compared with the adaptive FIR
filter given by Algorithm 1. The FIR filters is of order N = 15, that implies
16 tunable gains. The forgetting factor is a tuning parameter and is chosen
such that it provides the discounting factor 1

2
for the measurements obtained

one second ago yielding

λ
1
Ts = 2⇔ λ = exp(−Ts log(2)) ≈ 0.9993.
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The performance indices used for comparison are:

• the mean absolute error MAE computed as

MAE :=
1

Nsamples

Nsamples∑
k=1

|ex(tk)|,

where Nsamples is the number of samples used for performance evalua-
tion;

• the mean squared error MSE computed as

MSE :=
1

Nsamples

Nsamples∑
k=1

e2x(tk);

• the maximum error ME computed as

ME := max
k=1,...,Nsamples

|ex(tk)|.

Note that MAE and ME are measured in pixels, while MSE is measured in
pixels2.

Comparison results divided by figure groups are given in Table 1, and the
same performance indices computed for the whole dataset are given in Table
2. It can be seen from the experimental results that the proposed adaptive
FIR prediction algorithm provides the most accurate prediction in the terms
of MAE, MSE and ME. The only case when the adaptive FIR has the
ME value slightly higher than the competitors is the Latin Letters scenario
and probably this can be related to transients in adaptive gains tuning. The
Kalman filter predictor has the second best accuracy in terms of MAE and
MSE. The ME value of the Kalman filter predictor is, in general, higher
than the one of the curve fitting predictor, which, however, has the poorest
MAE and MSE accuracy.

To evaluate how does prediction error depend on the movement velocity,
the numerical differentiation was performed as

v(tk) =
x(tk+d)− x(tk−d)

2dTs
,

16
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Table 1: Prediction performance comparison divided by figure groups.

MAE MSE ME
pixel pixel2 pixel

Geometric shapes
Kalman filter 2.05 9.89 56.94
Curve fitting 2.27 11.44 50.09
Algorithm 1 1.97 8.22 46.82

Latin letters
Kalman filter 2.84 16.22 36.12
Curve fitting 3.21 20.09 37.21
Algorithm 1 2.33 10.48 39.76

Digits
Kalman filter 3.13 18.56 34.97
Curve fitting 3.63 24.71 34.12
Algorithm 1 2.32 10.13 25.77

Table 2: Prediction performance comparison for the whole dataset.

MAE MSE ME
pixel pixel2 pixel

Kalman filter 2.70 15.15 56.94
Curve fitting 3.08 19.17 50.09
Algorithm 1 2.21 9.66 46.82

where v(tk) is the velocity estimate, and the differentiation window length
d = 5. It was found that the majority of the movements is performed with
the absolute velocity in the range form zero to 1200 pixels per second. This
range is uniformly divided into 20 intervals, and for each interval the mean
absolute error (MAE) is computed for the adaptive FIR, Kalman filter, and
curve fitting predictors. The resulting plot is given in Figure 4. As it can
be seen, the adaptive predictor outperforms it competitors in the considered
velocity range.

Remark 2. As it is discussed in Section 3.3, the fixed-gains FIR filter re-
quires sufficiently rich records to be tuned off-line, and thus it is not included
in comparison. However, the frequency response of the fixed-gains FIR filter
optimized over the whole dataset is given as an illustration in Fig. 5. The
phase response shows that the ω† value approximated from the given experi-
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Figure 4: MAE (in pixels) versus the movement velocity (in pixels per second).

mental data is close to 5 Hz.

6. Conclusion

The problem of latency compensation in direct human-computer inter-
actions was considered in this paper. This problem can be formulated as
a forecasting algorithm design, and a novel approach was proposed, based
on a frequency-domain approximation of the ideal predictor. Such an ap-
proximation can be either computed analytically or constructed by solving
optimization problem for a sufficiently rich dataset. Also, an adaptive modifi-
cation of the forecasting algorithm was developed allowing possible variations
of the user behavior to be taken into account. Experimental studies illus-
trate the applicability of the proposed solution for a trajectory forecasting
with reasonable accuracy.

One possible direction of further studies is to apply for adaptive param-
eters tuning some techniques with enhanced transient performance, e.g. the
one recently proposed by Aranovskiy et al. (2017a). Hopefully, this modifi-
cation can reduce the maximum prediction error value ME. Another chal-
lenging problem is to consider model-based trajectory prediction algorithms
that involve the design of user behavior models.
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