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Abstract—In this paper, we propose an analytical approach to study the impact of floating point (FLP) precision variation on the square root operation, in terms of computational accuracy and performance gain. We estimate the round-off error resulting from reduced precision. We also inspect the Newton Raphson algorithm used to approximate the square root in order to bound the error caused by algorithmic deviation. Consequently, the implementation of the square root can be optimized by fittingly adjusting its number of iterations with respect to any given FLP precision specification, without the need for long simulation times. We evaluate our error analysis of the square root operation as part of approximating a classic data clustering algorithm known as K-means, for the purpose of reducing its energy footprint. We compare the resulting inexact K-means to its exact counterpart, in the context of color quantization, in terms of energy gain and quality of the output. The experimental results show that energy savings could be achieved without penalizing the quality of the output (e.g., up to 41.87% of energy gain for an output quality, measured using structural similarity, within a range of [0.95,1]).
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I. INTRODUCTION

The ever increasing volume, diversity and high dimensionality of data goes hand in hand with the rapid growth of energy consumption of computer systems. Thus, improving the energy efficiency of computer systems that try to keep pace with the constant growth of information is a critical concern.

In many application domains that deal with huge amounts of data such as multimedia processing (images, audio, video, etc.), data mining and machine learning, computations can be tolerant to some degree of error without critical degradation in the quality of the output. For example, a small image quality loss due to some modification of the color of a group of pixels can be hardly noticed by the user due to the limited capabilities of human perception. In such classes of applications, output accuracy could be traded for energy reduction.

Performance gains can be achieved at the application level using software techniques, thanks to a relatively new computing paradigm called approximate computing [1]. Introducing inexactness in computations may lead to energy scaling with little to no loss in accuracy. A way to introduce inexactness in an application is by precision reduction of FLP variables and computations [2], [3]. Finding the sweet spot between the numerical accuracy and the performance of the application (e.g. energy consumption) by refining the bit-width of the FLP variables is known as precision tuning.

A loss in computational accuracy is inevitable due to reduced precision. However, to be able to determine the optimal precision (i.e. bit-width) of FLP variables that minimizes energy cost with the least impact on computational accuracy, two approaches can be considered: FLP simulation and analytical techniques to track round-off error (i.e. error introduced due to limited precision). FLP simulation consists in using libraries (e.g. MPFR) that allow the definition of FLP variables with adjustable bit-widths and provide the appropriate arithmetic operations. Nonetheless, the search space of the optimal bit-width can be very large, in that every change in the format of a FLP variable requires a new simulation, which can be very time consuming.

Analytical approaches, on the other hand, try to determine a mathematical formula that models the impact of quantization error on the accuracy of the output [4], [5]. Once this formula is established, it can be applied to any application with different FLP formats. Unfortunately, this only works with smooth operations (arithmetic operations like addition, subtraction, multiplication, division, etc.). So, analytical approaches help save the time spent on tuning FLP precision but fail to estimate the computational error in the presence of non-smooth operations. In this case, simulation becomes inescapable. Thus, we advocate through our work the combination of simulation and analytical techniques.

A plethora of work using simulation-based approaches for the purpose of FLP precision tuning was propounded [3], [6], [7], etc. As for analytical approaches, efforts were made in the context of fixed-point word-length optimization [4], [8] and mainly focused on common arithmetic operations like addition and multiplication. Square root operation is significantly more costly, in terms of energy consumption, than addition or multiplication and requires several iterative cycles to complete. Moreover, unlike simple arithmetic operations, the square root is usually implemented using the Newton Raphson method, which is an approximation of the operation itself, and adds another type of error referred to as algorithmic deviation besides the round-off error. Consequently, error analysis of a square
root operation is not a straightforward task and entails a two-fold method.

The main contribution of this paper consists in conducting static error analysis of the square root operation and estimating a bound on the errors caused by limited precision and algorithmic deviation. Based on the formally derived error bound, the number of iterations of the square root operation is automatically adjusted for each precision. Therefore, the implementation of the square root (in terms of number of iterations) can be optimized with respect to any given FLP precision specification without the need for long simulation times.

In addition to the stand-alone analysis of the square root operation and for a more complete evaluation of our proposition, the second contribution of this paper consists in evaluating our analytical approach by studying the square root operation as part of a whole application. Our choice fell on a data clustering algorithm called K-means a.k.a. Lloyd’s algorithm [9]. It is a type of unsupervised learning algorithm used to cluster a set of unlabeled data into $k$ clusters based on data feature similarity [10]. The similarity is typically determined using the Euclidean distance measure, which involves square root operations. The distance function is the mainstay of the majority of clustering and classification algorithms, which will help us highlight the impact of square root optimization on the performance of the application as a whole.

It should be noted that the proposed analytical approach for the square root operation is independent of the application itself. Any clustering algorithm or any other application (e.g., digital signal and image processing, 3D graphics, spectrum analysis, wireless communications, etc.), for that matter, where square root computations can be found, would also benefit from our error analysis method. The importance of our contribution lies within the integration of our analytical approach, which is aimed for a smooth operation, namely the square root, in an application that also contains non-smooth operations. Hence, the combined effort of simulation and analytical results is needed for precision tuning. We quantify the efficiency of the proposed approach by measuring the quality degradation of K-means’ output as well as its energy gain.

The rest of this paper is organized as follows. After overviewing contributions dealing with approximate computing in Section II, we detail our error analysis approach of the square root operation in Section III. We explain the process of sensitivity analysis of K-means, based on our square root analysis results and variable-precision FLP simulation in Section IV. We validate the efficiency of approximate K-means by measuring both SSIM and energy gain and we also discuss the experimental results in Section V, before concluding the paper in Section VI.

II. RELATED WORK

Precision tuning is a research direction that has received significant attention and is motivated by the fact that FLP operations contribute to the energy footprint of an application. In [6], a framework called ASAC using statistical methods was proposed. This framework helps discover approximable and non-approximable program parts through sensitivity analysis. The main idea is to perturb program variables and check the resultant output against a correct output, i.e. one fulfilling an acceptable QoS threshold.

Precimonious [7], a dynamic program analysis tool, was proposed to assist developers in choosing the lowest precision that satisfies accuracy and performance constraints. Given a set of FLP variables and their possible types, a search based on the delta-debugging algorithm is performed. The search outputs a type configuration that maps each variable to a type. However, Precimonious requires a representative set of program inputs provided by the user. If the same type configuration is applied on a much worse conditioned input then no guarantees can be made.

The method proposed in [2] is not limited to determining the best mix of single or double precision in a program as in [7], but it computes the precision of FLP variables down to the bit level of the mantissa. A heuristic precision tuning algorithm based on a binary search is performed in order to find the smallest precision possible for each variable while keeping the output error within some user-given bound. The results show that the speedup gained by tuning some programs may be diminished or even eliminated because of the overhead due to data type conversions performed by the compiler.

In [3], hardware implementations of fixed-point and FLP arithmetic operators are compared in terms of area, delay and energy. A custom FLP library called ct_float was devised to vary the bit width of the variables. The authors concluded that FLP operators provide a better energy/accuracy tradeoff for small bitwidths but important area, delay and energy overhead for larger bitwidths, compared to fixed-point operators.

The common denominator in the majority of FLP precision tuning approaches is that they rely on varying the precision of the different FLP variables in an application (usually with the help of a multiple precision FLP library) and testing different combinations before deciding on the optimal precision. This process is prohibitively expensive, time wise. Furthermore, when big applications with a huge set of input is under optimization, the search space for optimal precision can be enormous and it might be impossible to cover fully.

Analytical approaches are faster than simulation because once a mathematical expression that models (or bounds) the round-off error is determined, it can be applied to different precisions. So, it is a one-time effort whose results can be applied to multiple FLP formats. Efforts have been made to find analytical models in the context of accuracy evaluation of fixed-point systems. A series of propositions of analytical methods to measure the output noise of signal processing systems were presented in [4], which dealt with smooth operations, then in [5], which catered for decision operators and recently in [8], where a hybrid approach based on both simulation and analytical results was highlighted.

A parametric error analysis of a version of Goldschmidt’s square root algorithm that uses directed rounding implemen-
lations, was proposed in [11]. The error analysis is based on relative errors of intermediate computations. The proposed error formulae were intended to help determine the optimal hardware implementation (i.e. multiplier dimensions). However, their analysis was not demonstrated on a real architecture.

In our work, we study analytically the square root operation, which is the backbone of many algorithms such as clustering, data mining and signal processing algorithms, with respect to FLP precision tuning. Moreover, we quantify the efficiency of the proposed error bound in the context of K-means by comparing the QoS of the inexact version of K-means to its exact counterpart. We also measure relative energy gains using energy costs obtained from [3], [12] and profiling information.

III. ANALYSIS OF THE SQUARE ROOT OPERATION

First, to eliminate any confusion, it should be noted that the terms accuracy and precision are not used interchangeably in this paper. Nearly all processors and programming languages support FLP numbers, which are defined in the IEEE-754 normalization. A FLP number $f$ is represented by an exponent $e$, a mantissa $m$ and a sign bit $s$: $f = (-1)^s \times m \times 2^e$. We designate by precision the number of bits used to represent the mantissa of a FLP variable, whereas we refer by accuracy to the quality of the result, i.e., the degree of error in the output, compared to a reference or a golden output.

The square root operation is usually approximated with the Newton Raphson method. To compute $y = \sqrt{a}$, $a > 0$, the Newton Raphson method starts with an initial guess (i.e. initial seed value) $y_0 > 0$. The initial guess is then refined by iterating over:

$$y_{n+1} = \frac{1}{2}(y_n + \frac{a}{y_n})$$

However, this conventional iteration for the square root computation is not frequently used because it entails a division at each step. Since division is generally much slower than multiplication, the square root reciprocal is usually advocated. The square root reciprocal converges to $\frac{1}{\sqrt{a}}$ and iterates over:

$$x_{n+1} = \frac{2}{\sqrt{a}} \times \left(3 - a \times x_n^2\right)$$

In order to get $\frac{1}{\sqrt{a}}$, the result is multiplied by $a$.

To optimize the implementation of the Newton Raphson method, we aim at adjusting the number of its iterations according to the selected precision, without jeopardizing the accuracy of the result. To do so, we perform error analysis to statically determine at which iteration it is preferable to stop the computations, for a specific precision $p$, without causing further error. The two main causes of error that we investigated are:

- the round-off error caused by FLP representation and FLP operations,
- and the systematic error (a.k.a. unavoidable error or algorithmic deviation), which results from the Newton Raphson approximation itself.

A. Bounding the Round-off Error

Let $f(x+y) = (x+y)(1+\epsilon_{add})$ and $f(x \times y) = (x \times y)(1+\epsilon_{mul})$, be approximations of the exact mathematical operations + and $\times$ respectively, $\forall x, y \in \mathbb{R}$, such that $|\epsilon_{add,mul}| \leq \epsilon_m$. $\epsilon_m$, called machine epsilon or the unit roundoff, is defined as the smallest number such that $1 + \epsilon_m > 1$ [13], $\epsilon_m = \beta^{-p}$, where $\beta$ is the base and $p$ is the number of bits used for the magnitude of the mantissa of a FLP number represented as $r_0r_1r_2...r_{p-1} \times \beta^p$. We assume that $\epsilon_{add} = \epsilon_{mul} = \epsilon$ and that multiplication by $\frac{1}{2}$ does not incur round-off error. $\forall x_i \in \mathbb{R}$, let $\hat{x}_i = \hat{f}(x_i)$ be the FLP representation of $x_i$; $i = 1..n+1$. Machine epsilon is an upper bound on the relative error in representing a FLP number: $\frac{|x_i - \hat{x}_i|}{|x_i|} \leq \epsilon_m$.

We would like to bound the round-off error of the Newton Raphson reciprocal. To do so, we aim at expressing $\hat{x}_{n+1}$ as: $\hat{x}_{n+1} \leq x_{n+1} \times (1 + \delta)$, where $\delta$ is the round-off error.

$$\hat{x}_{n+1} = \hat{f}(x_{n+1}) = \hat{f}(\frac{\hat{x}_n^2}{2} \times \hat{f}(3 - \hat{f}(a \times \hat{f}(\hat{x}_n^2))))$$

$$\hat{x}_{n+1} = \frac{\hat{x}_n}{2} \times \left(3 - a \times \hat{x}_n^2(1 + \epsilon)^2\right)(1 + \epsilon)^2$$

Let $e(\hat{x}_n) = 3 - a \times \hat{x}_n^2(1 + \epsilon)^2$.

$$|e(\hat{x}_n)| \leq |3 - a \times \hat{x}_n^2| + |2a \times \hat{x}_n^2 \times \epsilon|$$

We have:

$$\sqrt{a} \times x_n < 1$$

*Proof.* $x_{n+1}\sqrt{a} - 1 = -(1 + x_n \frac{1}{\sqrt{a}})(x_n \sqrt{a} - 1)^2 < 0$

Based on Equation 3 we can conclude that

$$\epsilon < \frac{(3 - a \times x_n^2) \times \epsilon}{2}.$$ (4)

Then, combining Equations 2 and 4 gives:

$$|e(x_n)| < (3 - a \times x_n^2) \times (1 + \epsilon),$$ (5)

and combining Equations 1 and 5 gives

$$\hat{x}_{n+1} < \frac{\hat{x}_n}{2} \times (3 - a \times \hat{x}_n^2)(1 + 3\epsilon).$$ (6)

Disregarding $O(\epsilon^n)$ terms, $n > 1$, in the previous inequality [13], we obtain

$$\hat{x}_{n+1} < \frac{\hat{x}_n}{2} \times (3 - a \times \hat{x}_n^2)(1 + 3\epsilon),$$ (6)

from which we can conclude that the round-off error is $3\epsilon$ per iteration. Note that $\hat{x}_{n+1}$ converges towards $\frac{1}{\sqrt{a}}$ and that we want to bound the error of $\hat{y}_{n+1}$, which converges towards $\sqrt{a}$. So, only the last iteration should be multiplied by $a$:

$$x_{n+1} \times a = y_{n+1} \implies \hat{f}(x_{n+1} \times a) = \hat{f}(y_{n+1})$$

$$\implies \hat{x}_{n+1} \times a \times (1 + \epsilon) = \hat{y}_{n+1}.$$ Consequently, the overall round-off error is $\delta \leq n \times 3\epsilon + \epsilon$.

B. Bounding the Systematic Error

The absolute systematic error in computing $\frac{1}{\sqrt{a}}$ is

$$|x_i - \frac{1}{\sqrt{a}}| = \frac{|x_i|}{\sqrt{a} + 1}.$$
The relative systematic error in computing \( \sqrt{a} \) is

\[
\frac{|x_i - \frac{1}{\sqrt{a}}|}{\frac{1}{\sqrt{a}}} = |\sqrt{a}x_i - 1|.
\]

To find an upper bound for the systematic error, we start with a reasonable initial value defined as

\[
\frac{1}{2} \times \frac{1}{\sqrt{p}} \leq x_0 \leq \frac{3}{2} \times \frac{1}{\sqrt{p}} \implies 1 + \frac{1}{\sqrt{a}} \times x_0 \leq \frac{7}{4} \quad \text{and} \quad \sqrt{a} \times x_0 - 1 \leq \frac{1}{2}.
\]

So, according to the proof of Equation 3:

\[
|\sqrt{a} \times x_1 - 1| \leq \frac{7}{4} \times (\sqrt{a} \times x_0 - 1)^2.
\]

Since \( \frac{1}{2} \times (\sqrt{a} \times x_0 - 1) \leq \frac{7}{8} \), then, \( |\sqrt{a} \times x_1 - 1| \leq \frac{1}{2} \times \frac{7}{8} \),

It is safe to conclude that the systematic error in computing \( \frac{1}{\sqrt{a}} \) at iteration \( i = 0..n \) is

\[
|\sqrt{a} \times x_i - 1| \leq \frac{1}{2} \times \left(\frac{7}{8}\right)^{2^{i-1}}. \tag{7}
\]

The relative systematic error for \( \frac{1}{\sqrt{a}} \) is the same as the one for \( \sqrt{a} \):

\[
\frac{|a_{x_i} - \sqrt{a}|}{\sqrt{a}} = |\sqrt{a}x_i - 1| = |\sqrt{a}x_i - 1|.
\]

Both the systematic and round-off errors are plotted for different precision values \( p \) in Fig. 1. For space reason, only two of the resulting graphs are illustrated. The straight line corresponds to the round-off error, which increases proportionally to the number of iterations of the Newton Raphson method, whereas the curve designates the systematic error, which declines as the number of iterations grows.

The rise of the round-off error is remarkably rapid at lower precision values (e.g. Fig. 1(a)) but it slows down at higher precision (e.g. Fig. 1(b)).

The systematic error, on the other hand, is independent of the precision. It stabilizes at zero around the sixth iteration. This means that, disregarding the round-off error (round-off error equal to 0), six Newton Raphson iterations are sufficient in producing accurate (i.e. error=0) square root approximation. However, when the round-off error is in the picture, which is usually the case, the higher the number of iterations, the higher the round-off error is. Although at six \( \sqrt{a} \) iterations the systematic error is 0, the round-off error is 0.6 for \( p = 4 \) and 0.05 for \( p = 9 \).

The round-off error accumulates as the number of iterations rises, which counteracts the decline of the unavoidable error. That is why, the round-off error should not exceed the systematic error. Thus, the intersection between the two lines is indicative of the optimal number of iterations at which we have a good enough result.

**IV. APPLICATION TO K-MEANS**

So far, we studied the square root operation individually, in the context of error analysis for the purpose of precision tuning. It would be interesting to apply our study of the square root in a fullblown application that encompasses both smooth and non-smooth operations. We chose a clustering algorithm called K-means that uses the square root operation in the computation of the Euclidean distance function.

In this section, we start by describing K-means and its use in color quantization. Then, we present precision tuning of K-means that involves both FLP simulation and our analytical results.

**A. Color Quantization Using K-Means**

The basic principle of the clustering problem is as follows. A data set \( X = (x_1, x_2, ..., x_n) \) is composed of data elements, where each data element \( x_i \) is a \( d \)-dimensional vector. This data set is partitioned into \( k \) clusters of similar data points [14].

In the particular case of color quantization, one of K-means’ applications, an image represented as an array of size \( N \times d \) where \( N \) is the number of pixels in the image and \( d \) is the color space (referred to as data dimension or data features), is represented with a smaller number of colors. Most commonly, the space is 3-dimensional \( (d = 3) \) and the coordinates encode the color. For example, \( RGB \) is a color space usually encoded as a 3-tuple of 8 bits each. The value of each dimension is within the range of \([0, 255]\).

The flowchart in Fig. 2 gives an overview of the different steps of the clustering process in the context of color quantization with K-means.

The goal of the K-means clustering algorithm is to generate a compressed image out of the original image. To this end, a palette, i.e. a set of centroids \( C = (c_1, c_2, ..., c_k) \), is firstly chosen by selecting data elements (i.e. colors or pixels) that best represent the original image, for each cluster. In other words, the number of centroids is the number of colors that the palette is made of. Then, each data element is mapped to the closest
Fig. 2: Flowchart of the K-means algorithm

Introducing inexactness by reducing the number of bits of the mantissa can sometimes provide results of the same accuracy but with better energy efficiency than the exact version of the program. To this aim, we studied the sensitivity of K-means by arbitrarily varying the number of bits of the mantissa (2-23 bits) and observing the repercussions on the output.

As was established in our analytical study of the square root operation (Section III), the number of bits of the mantissa has an impact on the number of square root iterations. So, to study the sensitivity of K-means, we re-wrote K-means’ Euclidean distance function using the MPFR library, which is a smooth extension of the IEEE-754 standard where any FLP number can have its own precision [17], and we assigned to each precision its corresponding number of square root iterations according to the analysis in Section III. Our analytical results come in handy in the precision tuning of K-means in that, we do not have to vary the number of square root iterations for each precision simulation in order to determine the optimal pair (p, sqrt). The optimal number of square root iterations is statically determined for each precision (Section III). For example, for a precision p = 4, the FLP variables in K-means’ Euclidean distance function are transformed into MPFR variables (mpfr_t var), their precision is set to 4 (mpfr_init2(var, 4)) and the number of iterations in the Newton Raphson method implementation is set directly to sqrt = 2.

In addition to the FLP variables, we tracked the operations that use these variables and changed them into MPFR operations. The Euclidean distance function encompasses multiplication, addition, subtraction and square root operations.

Listing 1: MPFR operations

```
2  mpfr_sub(r, r, r1, MPFR_RNDN); /* r=r-r1; */
3  mpfr_mul(r, r, r, MPFR_RNDN); /* r=r*r; */
4  mpfr_add(r, r, r2, MPFR_RNDN); /* r=r+r2; */
5  mpfr_sqrt(r, r, MPFR_RNDN); /* r=mpfr_sqrt(r); */
```

Listing 1 showcases the transformation of different operations into MPFR operations. We implemented two inexact versions of the Euclidean distance function. We called these versions fused and unfused. In the first, the sub, mul and add operations are computed with full precision and the result is rounded once to N significant bits and then passed to the reduced-precision square root function. In the latter, all the operations are performed with reduced-precision, which means that the value is rounded four times before yielding the final result. We examine both fused and unfused versions in Section V to determine which version is more beneficial to implement.

The quality of the result as well as the energy consumption depend not only on the precision p of the FLP variables but also on other parameters such as the number of clusters k and the number of iterations n needed for the clustering process to converge. More clusters means that the compressed image will contain more colors, which is in favor of a better quality. With more iterations, there is a better chance for K-means to converge, which also contributes to the quality of the output. So, we investigated precision variation and its impact on the
square root iterations over a range of different values of \((k, n)\) pairs. Thus, we also varied the \((k, n)\) parameters along with the precision and quantified the impact on the output in order to discern the best configuration that yields the desired energy-QoS tradeoff.

V. EXPERIMENTAL RESULTS

To determine whether a configuration \((k, n)\) for a given precision \(p\) is favorable, we transform the original source code of K-means [18] using the configuration in question, compile it to an ARM binary, execute it while using energy and instruction counters, and check for two criteria: energy consumption and QoS.

A. Experimental Setup

In order to quantify the impact of approximation on energy consumption, we make use of an energy model based on energy measurements of ARM Cortex-A7 instructions at a frequency of 500 MHz and without dependencies between instructions [12]. We also make use of profile information, i.e., instruction types (e.g., add, mul, div) and the number of execution of each type. ARM’s Cortex-A7 core is a dual issue in-order core that consists of one load/store, one multiply, one FLP and two integer units. A thorough characterization of the ARM Cortex-A7 instruction set with energy metrics for every instruction type could be found in [12].

The energy values of integer and FLP instructions are normalized with reference to integer multiplication, i.e., integer multiplication is used as a unit of measure throughout the experiments. Normalized energy values of 32-bit integer and FLP instructions are listed in Table I. These normalized energy values are used to compute the energy consumption of exact K-means, which is considered as a touchstone. As for the energy values of variable precision (2-16 bits) operations, namely addition, multiplication and division, they are computed according to [3] and shown in Fig. 3. It is noticeable from Fig. 3 that energy consumption is influenced by the number of bits of the mantissa; the higher the precision the higher the energy cost.

The overall energy consumption is computed by combining the profile information and the energy values

\[
E_{\text{total}} = \sum_{i=1}^{\#\text{types}} n_{pi} \times e_i,
\]

where \(n_{pi}\) is the number of operations of type \(i\) and \(e_i\) is the energy consumed per operation of type \(i\) (normalized to \textit{multi}). We estimate the energy savings by comparing the energy consumption obtained by executing the exact version of K-means (i.e. with the highest precision \(p = 23\)) to the approximated version.

The quality of the result is measured using the SSIM index. SSIM is a perception-based metric that compares two images by incorporating a number of terms including contrast, luminance and structural information. The degradation of the image quality, due to compression with inexact K-means (reduced precision and structural information. The degradation of the image quality, due to compression with inexact K-means (reduced precision

<table>
<thead>
<tr>
<th>instr</th>
<th>add</th>
<th>mul</th>
<th>si</th>
<th>li</th>
<th>addf</th>
<th>mulf</th>
<th>sf</th>
<th>lf</th>
<th>divf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>1.02</td>
<td>1.0</td>
<td>2.41</td>
<td>1.79</td>
<td>1.16</td>
<td>1.16</td>
<td>2.34</td>
<td>1.92</td>
<td>7.80</td>
</tr>
</tbody>
</table>

Table I: Energy values (normalized to \textit{multi}) of a sample of integer and 32-bit FLP instructions

![Fig. 3: Normalized energy values for different precisions](image)

and/or parameter variation), is determined with respect to the compressed image with the highest precision.

B. Results

In this section, we study the impact of the precision and square root iterations \((p, \text{sqrt})\) on the quality of the output for various \(n\) (number of iterations needed for K-means to converge) and \(k\) (number of clusters) configurations. To do so, we start by jointly varying the precision bits \(p\) and the number of K-means iterations \(n\), while fixing the number of clusters to \(k = 50\), for both unfused and fused operations.

Then, we vary the number of clusters \(k\) and the precision \(p\) while fixing the number of K-means iterations to \(n = 10\). The SSIM values are averaged over 10 different RGB images chosen from [19]. An SSIM value is within the interval \([0, 1]\), 1 designating the best image quality.

The first set of experiments that we conducted, i.e., SSIM\((p, n)\) shows that the number of iterations \(n\) has little to no impact on SSIM for different precisions and for both the fused and unfused cases. This is true for other \(k\) values as well \((10, 100, 500, 1000)\). Accordingly, the number of iterations \(n\) is fixed to 10 for the rest of the experiments.

However, by varying the precision with the number of clusters while fixing \(n\) to 10, a noticeable change in SSIM is observed and the results are reported in Fig. 4. For instance, in case of unfused operations (Fig. 4(a)), SSIM increased from 0.791 with \(k = 10\) to 0.969 with \(k = 1000\), for \(p = 10\). Regarding the fused operations’ case (Fig. 4(b)), the results are almost identical to the unfused case except for \(k = 10\), where the unfused version yielded better SSIM values for the different tested precisions, and for \(p = 2\) and \(k > 10\), where the fused version yielded better SSIM values.

Based on our experiments (SSIM\((p, k)\) in Fig. 4 and SSIM\((p, n)\)), fused and unfused operations generate similar
SSIM values for the majority of the configurations. Taking into consideration the additional requirements that come with fused operations (i.e., dedicated hardware), which is not always supported by all architectures, as well as a compiler that allows the program to make use of the fused operations, we deem it too big an effort for an insignificant quality enhancement. Consequently, we advocate the use of unfused operations in the context of reduced-precision K-means.

It is also worth mentioning that we conducted the experiments from $p = 2$ to $p = 23$, but no noticeable change was detected starting from $p = 16$, as can be observed in Fig. 4. Thus, the rest of the graphs presented in this paper stop at $p = 16$.

To conclude whether approximating K-means is worthwhile, we also measured the energy gains. Fig. 5 displays the number of executed instructions of the Euclidean distance function per instruction type: integer arithmetic, FLP arithmetic, load/store (both FLP and integer) and other instructions (e.g. branch, comparison, conversion). The values are generated by applying exact K-means ($p = 23$) while varying the number of clusters and the square root iterations. For the different configurations of $(k, sqrt)$, the FLP arithmetic operations contribute with around 19% of the total number of executed instructions compared to integer arithmetic operations, which represent only 2% when $sqrt = 6$ and almost 3% when $sqrt = 3$.

Fig. 6 shows the energy consumption breakdown for exact K-means with different $(k, sqrt)$ configurations. It is clear that the number of clusters $k$ as well as the number of square root iterations $sqrt$ have a significant impact on the energy footprint of the program. For instance, for the same number of clusters $k = 50$, energy consumption increases by approximately $6 \times 10^9$ from $sqrt = 3$ to $sqrt = 6$.

The percentages of energy savings are plotted against $p$ for different $(k, sqrt)$ configurations in Fig. 7. Each precision is attributed its optimal number of square root iterations according to our analytical study (Section III). For example, for $p = 4$, $sqrt = 2$. The graph indicates that there are energy gains for the different $(p, k, sqrt)$ configurations but with different magnitudes. The energy gain of each configuration $(p, k, sqrt)$ is computed with respect to the reference configuration $(p = 23, k = 100, sqrt = 6)$. The smallest gain is observed at $p = 16$ and $(k = 100, sqrt = 6)$ with a value of 14.09%. The biggest gain is at $p = 2$ and $(k = 10, sqrt = 1)$ with a value of 96.57%. To be able to determine the best energy-QoS tradeoff
for each precision, SSIM is plotted against $p$ in Fig. 8 with the same ($k, sqrt$) configurations as in Fig. 7. The same reference ($p = 23$, $k = 100$, $sqrt = 6$) also serves as a baseline. The best quality is reached at $p = 16$ and ($k = 100$, $sqrt = 6$) with an SSIM value of 1. The worst quality is noticed at $p = 2$ and ($k = 10$, $sqrt = 1$) with an SSIM value of 0.67.

Assuming that an output image with an SSIM value lying within the range of $[0.95, 1]$ is considered a good quality image, then configuring K-means with a 6-bit mantissa, 100 clusters and 4 square root iterations is sufficient in producing such an image while saving 41.87% of energy.

VI. CONCLUSION

This paper focused on optimizing the implementation of the square root operation. An analytical examination of the Newton Raphson approximation of the square root showed that the number of square root iterations is influenced by the precision bits. Consequently, we associated to each precision its optimal number of Newton Raphson iterations. For a well-rounded evaluation of our proposition, we aimed at finding opportunities to reduce energy consumption of a classic clustering algorithm called K-means by varying the precision of its FLP variables and adjusting the number of square root iterations of its distance function.

The various approximated versions of K-means were compared to the exact version in terms of QoS, measured with SSIM, and relative energy gain. The obtained results can serve as a guideline in choosing the best configuration of precision bits, number of clusters and square root iterations ($p, k, sqrt$), i.e., one that yields the most energy gains, for a desired QoS (e.g., for an SSIM within $[0.95, 1]$, an energy gain of 41.87% is achieved with a $(6, 100, 4)$ configuration).
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