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Abstract. Feature selection are highly important to improve the classification 

accuracy of recognition systems for foreign matter in cotton. To address this 

problem, this paper presents six filter approaches of feature selection for 

obtaining the good feature combination with high classification accuracy and 

small size, and make comparisons using support vector machine and k-nearest 

neighbor classifier. The result shows that filter approach can efficiently find the 

good feature sets with high classification accuracy and small size, and the 

selected feature sets can effectively improve the performane of recognition 

system for foreign matter in cotton. The selected feature combination has smaller 

size and higher accuracy than original feature combination. It is important for 

developing the recognition systems for cotton matter using machine vision 

technology. 
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Introduction 

Foreign matter in cotton including hair, plastic films, polypropylene twines and so on, 

seriously damage the quality of cotton [1, 2]. Currently, recognition systems based on 

machine vision are an affective approach to detect the foreign matter in cotton [2]. For 

recognition systems, to determine an good feature combination with high classification 

accuracy and small size is very important to improve the performance of classifier. 

Feature Selection (FS) is finding optimal feature subsets by reducing the useless 

features without sacrificing predictive accuracy [4]. However, this is difficult because 

it is NP-hard problem, so that lots of FS methods are used to find the near optimal 

feature subsets, such as filter approaches [5], branch and bound algorithm [6], 

sequential forward/backward search [7], metaheuristic-based algorithms [8]. Currently, 

there are three kinds of FS methods: filter methods, wrapper methods and embedded 

models. The filter methods does not involve any prediction model. the wapper methods 

need use prediction model to evaluate the performce of selected feature sets. The 

methods with embedded model consider feature selection into the training process, and 

learning model is used to evaluate the relevance between features. The wrapper mothds 

have high time complexity and the feature sets only are good for the corresponding 

prediction model. In comparison, the filter methods are computationally efficient. 
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In this paper, six filter FS methods are considered to determine the good feature 

combination of foreign matter in cotton for improving the classifiction accuracy of 

recognition systems and the feature sets selected by six methods are validated in dataset 

of cottom foreign matter using support vector machine (SVM for short) and k-nearest 

neighbor classifier (kNN for short). This study aims at determining the good feature 

combination to improve the classification accuracy of foreign matter in cotton. To 

determine the good feature combination, 75 features are extracted in cotton images to 

build the original feature vector and comparisons are made to determine the good 

feature combination. The results illustrates filter FS methods can efficiently determine 

the good feature combination with high classifiction and small size, and improve the 

classification accuracy of cotton foreign matter. 

The remainder is organized as follows. Section 2 describes six filter FS appoaches. 

Section 3 presents the experiments. Section 4 describes the conclusions. 

Methods 

We describe the six filter FS methods [9], which include fisher FS method (FisherFS), 

reliefF FS (ReliefFS), Chi-square FS method (ChiFS), Gini index FS method (GiniFS), 

information gain FS method (IGFS) and Kruskal Wallis FS method (KruskalFS). 

FisherFS. The FisherFS evaluates each feature according to the following criterion 

which is formulated as: 
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where fi is the feature, µ and σ respectively denotes the mean and variance, n denotes 

the number of samples, j is the class. 

ReliefFS. The ReliefFS evaluates each feature according to the following criterion 

which is formulated as: 
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where p is the number of samples, d(·) denotes the distance, fti is the value of feature fi 

in sample xt, yxt denotes the class of the sample xt, P(y) denotes the probability of 

sample. NH(x) is a set of nearest sample to x, mxt denotes the sizes of NH(xt), mxt,y 

denotes the size of NM(xt, y). 



ChiFS. The ChiFS evaluates each feature according to the following criterion which is 

formulated as: 
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where r denotes the different values of one feature, C denotes the classes, nij, ni*,  n*j 

and n respectively denote the number for instances with the i-th value, the i-th value, in 

the j-th class and instances. 

GiniFS. GiniFS evaluates each feature according to the following criterion which is 

formulated as: 
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where C denotes the class set. Smaller the value of the GiniFS for one feature is, more 

relevant the feature is. 

IGFS. IGFS evaluates each feature according to the following criterion which is 

formulated as: 

 2 2( , ) ( ) log ( ( )) ( ) ( | ) log ( ( | ))i i j i j i j

i j i

IGFS X Y P x P x P y P x y P x y      (6) 

where X denotes the feature and Y  denotes the class labels, H(·) denotes the entropy, 

H(X|Y ) denotes the entropy of X after observing Y. 

KWFS. KWFS evaluates each feature according to the following criterion which is 

formulated as: 
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where ni denotes the number of samples included in class i, rij denotes the rank of 

sample j in the class I, N denotes the number of samples included in all classes, 



Experiments 

Data Preparation 

The data is obtained according the following steps: (1) 1800 images containing foreign 

fibers first are collected. (2) These images are divided into six classes: black plastic 

film, polypropylene, hemp rope, cloth, hair and feather, every class includes 300 

images. (3) These images are segmented and the foreign matter objects are generated, 

the number of hair, polypropylene, film, rope, cloth and black plastic objects is 210, 

720, 422541,, 504, 395, respectively. (4) The features are extracted in these objects. In 

this study, the number of the extracted features is 75, the 75-dimensional feature vector 

is built to denote the samples of cotton foreign matter. 

Experimental Set 

In our experiments, Lenovo personal computer with Windows 7, Intel i5, 8.0GB main 

memory is adopted, six algorithms are coded by the Matlab 2010b, kNN [10] and SVM 

[11] are selected as classifiers, the cross validation is used to evaluate of the algorithms. 

Results and Discussion 

Fig.1 shows the performance with kNN of the selected feature combination from six 

methods. For six methods, the accuracy is improved when the size of feature 

combination increases, the curve start smooth until the size of feature combination 

arrives a specific value. For example, the number of features is more than 20 for 

ReliefFS, 30 for GiniFS and 30 for KruskalFS. This indicates the original feature set 

includes the redundant and irrelevant features and the good feature combination can 

found by six methods. 
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(c) ChiFS                                                              (d) GiniFS 

 
(e) IGFS                                                    (f) KruskalFS 

Fig. 1. Accuracy with kNN of feature subset of six methods. 

 

Table 1. The selected best feature sets by six methods with kNN 

Methods Number of features Accuracy 

Original set 75 0.8704 

FisherFS 63 0.8969 

ReliefFS 46 0.9054 

ChiFS 34 0.9062 

GiniFS 68 0.9056 

IGFS 74 0.9022 

KruskalFS 57 0.9024 

 

Table 1 lists the best selected feature combination by six methods. As we can see in 

Table 1, for all six methods, the size of features combination is less than the size of the 

combination built by original features, the accuracy is higher than that of original 

feature combination. Especially, the feature combination from ChiFS method has the 

best result with the 34 features and 0.9062 classification accuracy. This indicates the 

selected feature sets can affectively improve the classification accuracy. 

The performance with SVM of feature sets is shown in Fig.2 shows. As we can see, 

the accuracy rate increases with the size of feature combination, the curve becomes 

smooth until the size of feature sets arrives a certain specific value. For example, the 
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number of features is more than 18 for FisherFS, 17 for ReliefFS, 19 for ChiFS, 18 for 

GiniFS, 20 for IGFS and 18 for KruskalFS. 
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Fig. 2.  Accuracy of feature subset of six methods with SVM. 

Table 2. The best feature sets selected by six methods with SVM. 

Methods Number of features Accuracy 

Original set 75 0.8704 

FisherFS 66 0.9061 

ReliefFS 35 0.9186 

ChiFS 43 0.9148 

GiniFS 51 0.9106 

IGFS 39 0.9186 
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KruskalFS 35 0.9110 

 

Table 2 lists the selected best feature combination by six methods. As we can see in 

Table 2, comparisons with the original feature set, the accuracy rate of the selected 

feature combination of six methods is higher and the size of feature combination is less. 

The selected feature combination by ReliefFS is better than that by other five methods, 

which contain 35 features with 0.9186 accuracy rate. This indicates the selected feature 

combination can affectively improve the classification accuracy of recognition system. 

Conclusions 

One of key problems for foreign matter recognition in cotton is to determining the good 

feature combination representing foreign matter. In our work, six filter methods for 

feature selection, which are respectively FisherFS, ReliefFS, ChiFS, GiniFS, IGFS and 

KruskalFS, are used to determine the good feature combination with high classification 

accuracy and small size. The found feature sets is tested in KNN and SVM, 

respectively. The results shows the filter methods can get the good feature sets with 

high accuracy and small size to efficiently improve the classification accuracy of 

recognition system. For kNN, the ChiFS can obtain the feature subset with 34 features 

and 0.9062 accuracy rate. For SVM, the ReliefFS can find the optimal feature set with 

35 features and 0.9186 accuracy rate. It is significant for improving the classification 

accuracy of recognition system based on machine vision. 
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