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SPLITTING METHODS FOR ROTATIONS:

APPLICATION TO VLASOV EQUATIONS

by

Joackim Bernier, Fernando Casas & Nicolas Crouseilles

Abstract. — In this work, a splitting strategy is introduced to approximate
two-dimensional rotation motions. Unlike standard approaches based on di-
rectional splitting which usually lead to a wrong angular velocity and then to
large error, the splitting studied here turns out to be exact in time. Combined
with spectral methods, the so-obtained numerical method is able to capture
the solution to the associated partial differential equation with a very high
accuracy. A complete numerical analysis of this method is given in this work.
Then, the method is used to design highly accurate time integrators for Vlasov
type equations: the Vlasov-Maxwell system and the Vlasov-HMF model. Fi-
nally, several numerical illustrations and comparisons with methods from the
literature are discussed.

1. Introduction

The main goal of this work is to introduce a splitting strategy to deal with
rotations motions and to apply it to construct efficient high order time inte-
grators for Vlasov type equations. The splitting is based on the fact that a
rotation of angle θ can be decomposed into a product of three shear transfor-
mations
(1.1)(

1 − tan θ/2
0 1

)(
1 0

sin θ 1

)(
1 − tan θ/2
0 1

)
=

(
cos θ − sin θ
sin θ cos θ

)
= eθJ ,

2000 Mathematics Subject Classification. — .
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grators.
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for θ 6= kπ, k ∈ Z? and where J is the fundamental symplectic matrix

(1.2) J =

(
0 −1
1 0

)
.

Note that this decomposition into shear matrices can be derived using for-
mal computations and has been already introduced in the image processing
community (see [24, 27, 1, 29, 12]), in which several approaches have been
developed to rotate an image on a computer screen. Moreover, this approach
has also been used to design numerical methods for Gross-Pitaevskii equa-
tions (see [14] and [4], Lemma II.2) in which this underlying splitting is used
to solve exactly the harmonic oscillator.

To make the link between (1.1) and the underlying partial differential equa-
tion, we introduce the following two-dimensional transport equation

(1.3) ∂tu = Jx · ∇u, x ∈ R2,

with the initial condition u(t = 0, x) = uin(x). The exact solution of (1.3) at
time t writes u(t, x) = uin(etJx) which is nothing but the rotation of angle t of
the initial condition uin. When the initial condition is not known analytically
or when equation (1.3) is a part of a more complicated model, then one only
has access to a discrete information of the initial condition and a numerical
method is required to approximate (1.3). Our goal in this work is to introduce
a directional splitting inspired by (1.1) which is exact with respect to the time
variable.

Obviously, standard finite differences or finite volumes based methods can
be used to approximate the spatial direction x and coupled to Runge-Kutta
strategies in time. However, this leads to methods which usually suffer from
strong CFL condition on the time step. Then, semi-Lagrangian methods are
preferred, since they are free from stability condition still keeping Eulerian
accuracy (see [25, 18, 31, 15]). For (1.3), the feet of the characteristics can
be computed exactly and a two-dimensional interpolation has to be performed
to update the numerical unknown. However, high-dimensional interpolation
is known to be non conservative and it is obviously more demanding in terms
of complexity and time. Then, splitting methods are very competitive since
they reduce the problem into very simple one-dimensional linear transport
equations which can be solved efficiently with semi-Lagrangian methods (using
high-order or even spectral interpolation). Moreover, in a splitting procedure,
the variable that does not appear in the derivative is just a parameter so that a
very simple parallelization can be performed by distributing the computation
on the processors according to the values of this parameter.

For rotation dynamics however, the standard splitting strategy (like Strang
or Lie splitting for example) can induce some error since it involves a wrong
rotational velocity (see [10]). Here, we propose a new splitting which enables
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to solve (1.3) exactly in time (like in [14, 4]). Moreover, when this splitting is
coupled with spectral methods (and under some assumptions detailed in the
sequel), the so-obtained method is able to capture to a very high accuracy the
exact solution (spectral accuracy in practice). A complete proof of convergence
of the fully discretized numerical method is performed. We will see that this
strategy and some simple extensions turn out to be very efficient compared to
standard methods when applied to the following problems. First, it enables
us to design high order (in time) methods for the Vlasov-Maxwell system.
Second, when applied to the Vlasov-HMF model in the close-to-equilibrium
regime, as in [21], this splitting turns out to be more accurate than the Strang
one, at the same cost.

Concerning the Vlasov-Maxwell solvers, our goal was to improve the method
introduced in [16] in which a splitting into three parts has been proposed.
Among these three parts, two were solved exactly in time whereas for the
magnetic part, a standard directional splitting was performed. Here, the
new method enables us to also solve this part exactly in time. This is then
very helpful when designing high order splitting methods for the full Vlasov-
Maxwell system. The resulting schemes are fourth order accurate in time
and preserve the Gauss condition exactly. We also use the new splitting to
approximate the solution of the Vlasov-HMF system, for which the close to
equilibrium dynamics is driven by the linearized Hamiltonian part (see [21]).
For such Hamiltonian, the new splitting has a good behavior (see [5]) and we
compare its efficiency with the standard Strang splitting by studying pertur-
bations of a non homogeneous equilibrium state.

The rest of the paper is organized as follows. First, the method is presented
in the context of the numerical approximation of transport equation of the form
(1.3) and a complete proof of convergence is performed with some numerical
illustrations. Then, the Vlasov-Maxwell system is presented and we explain
how the new method is used to design high-order Vlasov-Maxwell solvers.
Finally, some numerical results are given to show the benefit of the new method
in the Vlasov context.

2. Presentation of the method and its numerical analysis

In this section, we focus on the following two-dimensional equation

(2.1) ∂tu = Jx · ∇u, x = (x1, x2) ∈ R2,

supplemented with an initial condition u(t = 0, x) = uin(x).
We intend to analyse the convergence of a splitting in time based numerical

scheme coupled with a spectral method in space (i.e., in the x-direction).
More precisely, we want to solve (2.1) on [tn, tn+1]; then we want to compute
un+1(x), an approximation of u(tn+1, x1, x2), the solution at time tn+1 = tn +
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δt (δt > 0 being the time step and n ∈ N) of (2.1) with initial condition
uin(x1, x2) = u(tn, x1, x2) at time tn = nδt, n ∈ N. To do so, we propose a
new splitting in which each step is a shear transformation.

Let us introduce some notations. For a given 2× 2 matrix A, we denote by
exp(δtAx · ∇)un the solution at time tn+1 of

(2.2)

{
∂tu(t, x) = Ax · ∇u(t, x), x ∈ R2

uin(x) = un(x).
,

Then, inspired by (1.1), we search for a, b ∈ R so that the following relation
holds true

(2.3) e−
a
2
x2∂x1ebx1∂x2e−

a
2
x2∂x1un = eδtJx·∇un,

which can be written equivalently as

(2.4) eA1x·∇eA2x·∇eA1x·∇un = eδtJx·∇un,

with

(2.5) A1 =

(
0 −a/2
0 0

)
, A2 =

(
0 0
b 0

)
.

Using the method of characteristics, we have for (2.2)

eδtAx·∇un = un ◦ eδtA, δt ≥ 0,

so that (2.4) is nothing but

un(eA1eA2eA1x) = un(eδtJx).

Since A1 and A2 are nilpotent matrices, their exponential follows readily

eA1 =

(
1 −a/2
0 1

)
, eA2 =

(
1 0
b 1

)
,

and it is clear from (1.1) that the choice a = 2 tan(δt/2) and b = sin(δt) leads
to an exact splitting in time, so that the scheme then writes as un+1(x) =
un(eA1eA2eA1x), with A1 and A2 given by (2.5). Let us remark that the usual
Strang splitting corresponds to a = b = δt.

In consequence, now we have to solve shear transformations which is noth-
ing but one-dimensional linear advections. We consider here using a pseudo-
spectral method. To do so, we discretize a square, of size R, centered in 0, (i.e.[
−R

2 ,
R
2

]2
) with a regular grid with N ∈ N∗ points per direction. Its stepsize

is h = R/N . We denote this grid by G2, with

(2.6) G = h

s
−
⌊
N − 1

2

⌋
,

⌊
N

2

⌋{
.
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Then, we define the discrete partial Fourier transforms

F1 :

 CG2 → CĜ×G

u 7→ h
∑
g1∈G

ug1,g2 e
−ig1ξ1 and F2 :

 CG2 → CG×Ĝ

u 7→ h
∑
g2∈G

ug1,g2 e
−ig2ξ2 ,

where Ĝ = η
q
−
⌊
N−1
2

⌋
,
⌊
N
2

⌋y
stands for the set of discrete frequencies with

η = 2π/R.
Now, we want to solve the continuous shear transformations (α ∈ R):

∂tu = αx2∂x1u,

∂tu = αx1∂x2u,(2.7)

which are the basic building blocks of the splitting presented above. These
shear transformations are particularly simple to solve and we shall use a
pseudo-spectral method. Then, for any parameter α ∈ R, we introduce two
pseudo-spectral shear transformations,

(2.8) Sα1 :

{
CG2 → CG2

u 7→ F−11

[
eiαξ1g2F1 u

]
and

(2.9) Sα2 :

{
CG2 → CG2

u 7→ F−12

[
eiαξ2g1F2 u

]
Remark 2.1. — If N is even, we have to pay attention to the mode N

2 as-

sociated to the frequency ηN
2 . Indeed, we can easily verify that Sαi RG2 ⊂ RG2

(for i = 1, 2) if and only if N is odd or α ∈ Z.

Finally, the numerical solution (un)n∈N of the numerical schemes we con-
sider are defined by (for δt 6= kπ, k ∈ Z?)
(2.10)

un = (Lδt)n uin|G2 := (Sδt2 S
−δt
1 )n uin|G2 , (Lie)

un = (Tδt)n uin|G2 := (S−δt/21 Sδt2 S
−δt/2
1 )n uin|G2 , (Strang)

un = (Mδt)
n uin|G2 := (S− tan(δt/2)

1 Ssin(δt)2 S− tan(δt/2)
1 )n uin|G2 , (New)

where uin|G2 is the evaluation of the initial condition uin on the grid G2.

The main goal of this section is now to perform a complete numerical analysis
of these splittings defined in (2.10).

2.1. Numerical analysis. — We define some associated discrete Lebesgue

norms. They are defined for u ∈ CG2
by

‖u ‖2L2(G2) = h2
∑
g∈G2

|ug |2 and ‖u ‖L∞(G2) = max
g∈G2

|ug |.
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We also use the Schwartz space S (R2) and introduce a scale of spaces, denoted
(Xs)s≥0, defined by

Xs =

{
u ∈ L2(R2), ‖u‖2Xs :=

∫
〈x〉2s|u(x)|2dx+

∫
〈ξ〉2s|Fu(ξ)|2dξ <∞

}
,

where 〈x〉 =
√

1 + |x|2 and Fu denotes the Fourier transform of u.

2.1.1. Consistency. — First, we prove that the pseudo-spectral shear trans-
formations (2.8) and (2.9) are consistent with the continuous ones (2.7). Let
us remark that in addition to the analysis of the spectral consistency, we will
also pay attention to the truncation R. The consistency error is of the pseudo-
spectral shear transformations is stated in the following proposition for Sα1 but
the result is also valid for Sα2 .

Proposition 2.2. — For all s > 1 and for all M > 0, there exists c > 0 such
that for all u ∈ S (R2), α ∈ (−M,M), R > 0 and N ∈ N∗ we have

‖Sα1 u−v ‖L2(G2) ≤ c |α|
R−s + hs√

h
‖u‖Xs+6 .

where u = u|G2 and v = v|G2 with v(x) = u(x1 + αx2, x2).

Proof. — Applying the discrete Fourier-Plancherel isometry, we get

(2.11) h2
∑
g∈G2

| (Sα1 u)g−vg |
2 =

hη

2π

∑
(ξ1,g2)∈Ĝ×G

| (F1Sα1 u)ξ1,g2 − (F1 v)ξ1,g2 |
2.

Thus, we are going to expand F1 v and F1 u with respect to u. More precisely,
we apply the Poisson formula to get

F1 u = h
∑
g1∈hZ

u(g1, g2)e
−iξ1g1 − h

∑
g1∈Gc

u(g1, g2)e
−iξ1g1

= F1u(ξ1, g2) +
∑
k∈Z∗

F1u(ξ1 +
2kπ

h
, g2)− h

∑
g1∈Gc

u(g1, g2)e
−iξ1g1 ,

where F1u(ξ1, x2) =

∫
u(x)e−iξ1x1dx1 is the continuous Fourier transform of

u along the first direction and Gc = hZ\G. Consequently, since F1v(ξ1, x2) =
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eiαξ1x2F1u, we decompose the consistency error into three terms

(F1Sα1 u)ξ1,g2 − (F1 v)ξ1,g2 =
∑
k∈Z∗

(
1− eiα

2kπ
h
g2
)
eiαξ1g2F1u(ξ1 +

2kπ

h
, g2) (ε1ξ1,g2)

+ h
∑
g1∈Gc

(
1− eiαξ1g2

)
u(g1, g2)e

−iξ1g1 (ε2ξ1,g2)

+ h
∑
g1∈Gc

[u(g1 + αg2, g2)− u(g1, g2)] e
−iξ1g1 . (ε3ξ1,g2)

Now we bound each one of these three consistency errors.

Estimation of ε1:
First, we have

| ε1ξ1,g2 | ≤
∑
k∈Z∗

∣∣∣∣α2kπ

h
g2

∣∣∣∣ ∣∣∣∣F1u(ξ1 +
2kπ

h
, g2)

∣∣∣∣
=
∑
k∈Z∗

∣∣∣∣α2kπ

h
g2

∣∣∣∣ ∣∣∣∣ξ1 +
2kπ

h

∣∣∣∣−s−1 ∣∣∣∣F1(|∂x1 |s+1u)(ξ1 +
2kπ

h
, g2)

∣∣∣∣
≤
∑
k∈Z∗

∣∣∣∣α2kπ

h
g2

∣∣∣∣ ((2|k| − 1)π

h

)−s−1 ∣∣∣∣F1(|∂x1 |s+1u)(ξ1 +
2kπ

h
, g2)

∣∣∣∣
≤ 4|α|ζ(s+ 1)√

1 + g22

(π
h

)s
sup
x2∈R

∫
R
(1 + x22)|(|∂x1 |su)(x1, x2)|dx1,

where ζ denotes the Riemann function. This estimate involves a norm of u
that is neither usual nor isotropic. Furthermore, the estimates of ε2 and ε3

will lead to some other norms of this kind. Consequently, in order to get an
estimate as readable as possible, we control these norms by the Xs+6 norm.
Such a control can be realized with classical techniques of pseudo-differential
calculus. As these estimates are technical but not crucial here, we omit details
(the interested reader could refer for example to [23]).

Now, we observe that by monotonicity we have

(2.12) h
∑

g2∈G\{0}

1

1 + g22
≤
∫

R

1

1 + y2
dy ≤ π.

Thus, since ε1ξ1,0 = 0, there exists a constant c > 0, depending only on s,
such that

hη

2π

∑
(ξ1,g2)∈Ĝ×G

| ε1ξ1,g2 |
2 ≤ c|α|2R−1h2s(#Ĝ)‖u‖Xs+6 ≤ c|α|2h2s−1‖u‖2Xs+6 .
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Estimation of ε2:
First, naturally, we control ε2 by

(2.13) | ε2ξ1,g2 | ≤ α|ξ1||g2|

∣∣∣∣∣∣h
∑
g1∈Gc

u(g1, g2)e
−iξ1g1

∣∣∣∣∣∣ .
In order to absorb the factor ξ1 on the left, we perform a discrete integration
by parts. So, we assume that ξ1 6= 0, we denote ξ1 = k1η and g1 = g1 = n1h,
where k1 ∈

q
−
⌊
N−1
2

⌋
,
⌊
N
2

⌋y
and n1 ∈ Z \

q
−
⌊
N−1
2

⌋
,
⌊
N
2

⌋y
.

Then we introduce N+ = 1 + bN/2c and N− = −1− b(N − 1)/2c. Conse-
quently, we have

h
∑
g1∈Gc

u(g1, g2)e
−iξ1g1 =h

∑
n1≥N+

u(g1, g2)e
− 2iπn1k1

N + h
∑

n1≤N−
u(g1, g2)e

− 2iπn1k1
N

=h
∑

n1≥N+

u(g1, g2)− u(g1 + h, g2)

h
h

n1∑
n=N+

e−
2iπnk1
N (E+)

+ h
∑

n1≤N−

u(g1, g2)− u(g1 − h, g2)
h

h

N−∑
n=n1

e−
2iπnk1
N . (E−)

To control (E+), first we observe that since 0 ≤ |k1| ≤ N/2, we have∣∣∣∣∣h
n1∑

n=N+

e−
2iπnk1
N

∣∣∣∣∣ ≤ 2h

|1− e−
2iπk1
N |
≤ c hN

2π|k1|
=

c

|ξ1|
,

where c is a universal constant.
Then, by application of the mean value theorem, we get

|E+| ≤
c

|ξ1|(1 + g22)

(
sup
x∈R2

(1 + x22)|x1|s+1|∂x1u(x)|
)
h
∑

n1≥N+

gs+1
1

≤ cs
|ξ1|(1 + g22)

‖u‖Xs+6R−s
1

N

∑
n1≥0

(
N+ + n1

N

)s+1

≤ cs
|ξ1|(1 + g22)

‖u‖Xs+6R−s
1

N

∑
n1≥0

(
1

2
+
n1
N

)s+1

(2.14)

where cs > 0 is a constant depending only on s. We recognize a Riemann sum,
so we have

1

N

∑
n1≥0

(
1

2
+
n1
N

)s+1

−−−−→
N→∞

2−s−2
∫ ∞
1

y−s−1dy =
2−s−2

s
.
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In particular, since this sequence converges, it is bounded by a constant de-
pending only on s. Thus, we obtain the following bound for |E+|:

|E+| ≤
cs

|ξ1|(1 + g22)
‖u‖Xs+6R−s,

where cs is another constant depending only on s. Note that, by symmetry,
the same control holds for E−.

Finally, coming back to (2.13) and using (2.12), we have another constant,
denoted cs, depending only on s such that

hη

2π

∑
(ξ1,g2)∈Ĝ×G

| ε2ξ1,g2 |
2 ≤ cs|α|2R−1R−2s(#Ĝ)‖u‖2Xs+6 ≤ cs|α|2h−1R−2s‖u‖2Xs+6 .

(2.15)

Estimation of ε3:
Let us introduce a useful technical lemma whose proof is postponed to the
Appendix.

Lemma 2.3. — If y1, y2, y3, λ ∈ R are such that y3 ∈ [y1; y1 + λy2] then we
have ∣∣∣∣(y3y2

)∣∣∣∣ ≥ |y1|√
1 + λ2

.

Then applying the mean value theorem, for any g1, g2, α ∈ R, there exists
mg1,g2,α in [g1; g1 + αg2] such that

u(g1 + αg2, g2)− u(g1, g2) = αg2∂x1u(mg1,g2,α, g2).

Since |α| ≤M , applying Lemma 2.3, we get

| ε3ξ1,g2 | ≤ h
∑
g1∈Gc

|α||g2||∂x1u(mg1,g2,α, g2)|

≤ h
∑
g1∈Gc

|α|√
1 + g22

∣∣∣∣(mg1,g2,α

g2

)∣∣∣∣−s−1 sup
x∈R2

(1 + x22)|x|s+1|∂x1u(x)|

≤ cs
|α|√
1 + g22

∣∣∣∣ R

2
√

1 +M2

∣∣∣∣−s−1 ‖u‖Xs+6

h ∑
g1∈Gc

∣∣∣∣2g1R
∣∣∣∣−s−1

 ,

where cs is a constant depending only on s.
Then, carrying out the same procedure as in (2.14), we get another constant

cs depending only on s such thath ∑
g1∈Gc

∣∣∣∣2g1R
∣∣∣∣−s−1

 ≤ csR.



10 J. BERNIER, F. CASAS & N. CROUSEILLES

Thus we have the estimate

| ε3ξ1,g2 | ≤ cs,M
|α|√
1 + g22

R−s‖u‖Xs+6 ,

where cs,M is a constant depending only on s and M . Consequently, we can
repeat the same argument as (2.15) to get

hη

2π

∑
(ξ1,g2)∈Ĝ×G

| ε3ξ1,g2 |
2 ≤ cs,M |α|2h−1R−2s‖u‖2Xs+6 ,

where cs,M is another constant depending only on s and M .
We conclude by summing the different contributions of ε1, ε2 and ε3.

2.1.2. Backward error analysis. — We aim at describing the long time be-
havior of the splitting methods. So, we perform a general backward error
analysis(1) for a large class of methods including Lie and Strang splittings but
also the new splitting. Note that since we deal with a linear problem the
expansions are convergent.

Proposition 2.4. — If a, b ∈ R satisfy ab < 2 then

(2.16) ebx1∂x2e−ax2∂x1 = eJLa,bx·∇,

and

(2.17) e−
a
2
x2∂x1ebx1∂x2e−

a
2
x2∂x1 = eJSa,bx·∇,

where

(2.18) La,b = µa,b

(
b ab

2
ab
2 a

)
and Sa,b = µa,b

(
b 0

0 a(1− ab
4 )

)
with µa,b = F (ab(1 − ab/4)), where F is the continuous function on (−∞, 1]
defined by

F (x) =


arcsin(

√
x)√

x
if 0 < x ≤ 1

asinh(
√
−x)√

−x if x < 0

1 if x = 0.

Proof. — Considering the transport equation (2.2) which can be solved with
the method of characteristics, we have

etAx·∇u0 = uin ◦ etA.
Thus (2.16) is equivalent to

exp

(
0 −a
0 0

)
exp

(
0 0
b 0

)
= eJLa,b ,

(1)The reader can refer to [20] for an overview on backward error analysis.
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with J given by (1.2). These exponentials of matrices can be written as shear
transforms. So (2.16) is equivalent to

(2.19) Pa,b :=

(
1 −a
0 1

)(
1 0
b 1

)
=

(
1− ab −a
b 1

)
= eJLa,b .

Similarly, (2.17) is equivalent to

(2.20)

(
1 −a/2
0 1

)(
1 0
b 1

)(
1 −a/2
0 1

)
= eJSa,b .

First, we prove that if (2.19) holds with La,b given by (2.18) then (2.19)
also holds with Sa,b given by (2.18). Indeed, observing that a Lie splitting is
always conjugate to the Strang splitting we have(

1 −a/2
0 1

)(
1 0
b 1

)(
1 −a/2
0 1

)
=

(
1 a/2
0 1

)
Pa,b

(
1 −a/2
0 1

)
=

(
1 a/2
0 1

)
eJLa,b

(
1 −a/2
0 1

)
.

But

(
1 −a/2
0 1

)
is symplectic, i.e.

t(
1 −a/2
0 1

)
J

(
1 −a/2
0 1

)
= J.

Thus, we have(
1 a/2
0 1

)
eJLa,b

(
1 −a/2
0 1

)
= exp

(
J

t(
1 −a/2
0 1

)
La,b

(
1 −a/2
0 1

))
= eJSa,b ,

where Sa,b is given by (2.18).
So, now we aim at proving (2.19). The existence of such a La,b is ensured

by the following lemma (an elementary proof is given in the Appendix).

Lemma 2.5. — If a, b are small enough, there exists a symmetric matrix La,b
such that La,b goes to 0 as (a, b) goes to 0 and Pa,b = exp(JLa,b).

Then, we have to determine a formula for La,b. Since La,b is a symmetric

matrix, eJLa,b is a Hamiltonian flow at time 1. A fortiori, La,b is a constant of
motion. So we have

t
(eJLa,b)La,be

JLa,b = La,b.

But, by construction, eJLa,b = Pa,b, so La,b is an eigenvector associated with
the eigenvalue 1 of the linear application

Ra,b :

{
S2(R) → S2(R)
Q 7→ tPa,bQPa,b.
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By a straightforward calculation, we observe that

(2.21) Qa,b =

(
b ab

2
ab
2 a

)
satisfies Ra,b(Qa,b) = Qa,b.

Then we deduce of the following lemma (proven in Appendix) that if 0 < ab <
4 then there exists µa,b ∈ R such that

(2.22) La,b = µa,bQa,b.

Lemma 2.6. — If 0 < ab < 4 the eigenspace of Ra,b associated with the
eigenvalue 1 is of dimension 1.

Now, we just have to determine µa,b. Since La,b is symmetric, it is diago-
nalizable in an orthonormal basis, i.e.

∃λ ∈ R2,∃Ω ∈ O2(R), La,b = Ω−1
(
λ1

λ2

)
Ω = Ω−1DΩ.

So, since J and Ω commute, we have

Pa,b = Ω−1eJDΩ.

Since we assume that 0 < ab < 4, we deduce from (2.22) that La,b is either
positive or negative. In particular we have λ1λ2 > 0. Thus we can define the
symplectic matrix

K =

(
4
√
λ1/λ2

4
√
λ2/λ1

)
.

This matrix satisfies
√
λ1λ2

tKK = D and J tK = K−1J . Thus, we have
(2.23)

Pa,b = (KΩ)−1e
√
λ1λ2J(KΩ) = (KΩ)−1

(
cos(
√
λ1λ2) − sin(

√
λ1λ2)

sin(
√
λ1λ2) cos(

√
λ1λ2)

)
(KΩ).

In particular, we have

TrPa,b = 2 cos(
√
λ1λ2) = 2 cos(

√
detLa,b) = 2 cos(µa,b

√
detQa,b).

As a consequence, since
√

detLa,b goes to zero when (a, b) goes to 0, we deduce
of a straightforward calculation that if ab is small enough then

µa,b = ±F (ab(1− ab/4)).

Finally, we have to determine the sign of µa,b. First, observe that by continuity,
we have either µa,b > 0 for all a, b small enough satisfying ab > 0 or µa,b < 0 for
all a, b small enough satisfying ab > 0. This second case is excluded because
when a goes to zero we have

e−F (a2(1−a2/4))JQa,a = e−aJ+O(a
2) = P−a,−a +O(a2) 6= Pa,a +O(a2).
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To conclude, we have proved that if ab > 0 and (a, b) is small enough then

Pa,b = eF (ab(1−ab/4))JQa,b .

Furthermore, this relation is analytic with respect to a and b, so it can be
extended to all a, b ∈ R such that ab < 2. Indeed, under this assumption we
have ab(1− ab/4) ∈ (−∞, 1) which is the domain of analyticity of F .

The classical splitting formulas of Lie and Strang correspond to the choice
a = b = δt in (2.16) and (2.17). However, as mentioned in the introduction,
these choices are not necessarily the best. For the Strang like splittings, a
straigthforward calculation proves that there exists an optimal choice for which
the splitting is exact. This choice can be obtained by direct formal calculations
by assuming a decomposition of the rotation matrix.

Lemma 2.7. — If δt ∈ (−π, π) then we have

S2 tan(δt/2),sin(δt) = δt

(
1 0
0 1

)
.

Note that due to the non-diagonal terms of La,b, it is impossible to design
an exact splitting based on the Lie splitting.

2.1.3. Convergence. — We now consider the convergence of the pseudo-
spectral splittings (2.10) to approximate our problem (2.1). Then, for a
discrete initial condition u = uin|G2 , the numerical solution at time tn = nδt
(n ∈ N) is given by n compositions of the operators defined in (2.10). For
instance, for the standard Strang splitting, the numerical solution at time tn
is (Tδt)n u. In the following theorem, we show that, up to a spectral spatial
error, the dynamics generated by the Strang pseudo-spectral method Tδt and
by the Lie pseudo-spectral method Lδt over very long times.

Theorem 2.8. — For all s > 0 there exists c > 0 such that for all N ∈ N∗,
all R > 0, all u ∈ S (R2), all n ∈ N and all δt ∈ [−1, 1] with tn = nδt, we have

‖(Lδt)n u−
(
e
tnJSLδt

x·∇
u
)
|G2
‖L2(G2) ≤ c tn

R−s + hs√
h
‖u‖Xs+6 ,

and

‖(Tδt)n u−
(
e
tnJSTδt

x·∇
u
)
|G2
‖L2(G2) ≤ c tn

R−s + hs√
h
‖u‖Xs+6 ,

where u = u|G2, SLδt := Lδt,δt/δt = I2+O(δt) and STδt := Sδt,δt/δt = I2+O(δ2t ).
The definitions of Sa,b and La,b are given by (2.18) in Proposition 2.4, whereas
Lδt and Tδt are given by (2.10).
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Proof. — We focus only on proving the convergence estimate for the Lie split-
ting. The same proof could be applied to prove the estimate for the Strang
splitting.

Let εn ∈ L2(G2) be the consistency error at time tn. It is defined by

εn = Lδt
(
e
tnJSLδt

x·∇
u
)
|G2
−
(
e
tn+1JSLδt

x·∇
u
)
|G2

.

As usual, for linear schemes, the convergence error is given by

(Lδt)n u−
(
e
tnJSLδt

x·∇
u
)
|G2

=
n−1∑
k=0

Ln−1−kδt
εk .

Here, Lδt is an isometry of L2(G2), so we have

‖(Lδt)n u−
(
e
tnJSLδt

x·∇
u
)
|G2
‖L2(G2) ≤

n−1∑
k=0

‖ εk ‖L2(G2) ≤ n sup
k∈N
‖ εk ‖L2(G2).

Thus, we just have to bound εk. Using formulas of Proposition 2.4, we de-
compose εk into two consistency errors for the pseudo-spectral shear transfor-
mations

εk = Sδt2
(
e−δtx2∂x1e

tnJSLδt
x·∇

u
)
|G2
−
(
eδtx1∂x2e−δtx2∂x1e

tnJSLδt
x·∇

u
)
|G2

+ Sδt2
[
S−δt1

(
e
tnJSLδt

x·∇
u
)
|G2
−
(
e−δtx2∂x1e

tnJSLδt
x·∇

u
)
|G2

]
.

Then applying Proposition 2.2, we get a constant c > 0, depending only on
s > 0 such that

‖ εk ‖L2(G2) ≤ c |δt|
R−s + hs√

h
s

(
‖etnJS

L
δt
x·∇

u‖Xs+6 + ‖e−δtx2∂x1etnJS
L
δt
x·∇

u‖Xs+6

)
.

Now, we introduce a lemma to control these norms, whose proof is available
in the Appendix.

Lemma 2.9. — For all κ > 0 and all s > 0 there exists a constant c > 0
such that if τ ∈ GL2(R) satisfies

(2.24) ∀x ∈ R2, κ−1|x| ≤ |τ(x)| ≤ κ|x|

then for all u ∈ S (R2) we have

‖u ◦ τ‖Xs ≤ c ‖u‖Xs .

We recall that if A ∈ M2(R) then e(Ax·∇)u = uin ◦ eA. Thus we just have

to get estimates of the form (2.24) for τ = exp(tJSLδt) and τ =

(
1 −δt
0 1

)
,

uniformly with respect to t ∈ R and δt satisfying |δt| ≤ 1.
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Since

(
1 −δt
0 1

)−1
=

(
1 δt
0 1

)
and δt ∈ [−1, 1] which is compact, by conti-

nuity, we get κ > 0 such that

∀δt ∈ [−1, 1],∀x ∈ R2, κ−1|x| ≤
∣∣∣∣(1 δt

0 1

)
x

∣∣∣∣ ≤ κ|x|.
For the other estimate, we observe that the associated quadratic form SLδt is a

constant of the motion of exp(tJSLδt): for all t ∈ R and all δt ∈ [−1, 1] we have

(2.25) ∀x ∈ R2,
t(
e
tJSLδtx

)
SLδte

tJSLδtx = txSLδtx.

Furthermore, for all δt ∈ [−1, 1], we have

detSLδt = δ−2t arcsin2

(√
δ2t (1− δ2t /4)

)
> 0.

So, SLδt is either a positive or negative. Thus, since (SLδt)1,1 > 0, it is positive.

Then, since δt 7→ SLδt is a continuous map, SLδt and (SLδt)
−1 are bounded uni-

formly with respect to δt ∈ [−1, 1]. Consequently, there exists κ > 0 such that
for all δt ∈ [−1, 1] and all x ∈ R2 we have

κ−1 txSLδtx ≤ κ
−1|SLδt ||x|

2 ≤ |x|2 ≤ κ|(SLδt)
−1|−1|x|2 ≤ κ txSLδtx.

Thus we deduce of (2.25) that for all t ∈ R, all δt ∈ [−1, 1] and all x ∈ R2 we
have

|etJS
L
δtx|2 ≤ κ

t(
e
tJSLδtx

)
SLδte

tJSLδtx = κ txSLδtx ≤ κ
2|x|2.

and

|etJS
L
δtx|2 ≥ κ−1

t(
e
tJSLδtx

)
SLδte

tJSLδtx = κ−1 txSLδtx ≥ κ
−2|x|2.

As a corollary, we deduce the convergence error of these methods.

Corollary 2.10. — For all s > 0 and all h0 > 0, there exists c > 0 such that
for all N ∈ N∗, all R > 0, all u ∈ S (R2), all n ∈ N and all δt ∈ [−1, 1] and
h = R/N ≤ h0, denoting tn = nδt, we have

‖(Lδt)n u−
(
etnJx·∇u

)
|G2 ‖L2(G2) ≤ c tn

R−s + hs√
h
‖u‖Xs+6+c |etnJ−etnJS

L
δt |‖u‖X4 ,

and

‖(Tδt)n u−
(
etnJx·∇u

)
|G2 ‖L2(G2) ≤ c tn

R−s + hs√
h
‖u‖Xs+6+c |etnJ−etnJS

T
δt |‖u‖X4 ,

where u = u|G2, Lδt and Tδt are given by (2.10)
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Proof of Corollary 2.10. — We only focus on proving the convergence esti-
mate for the Lie splitting, the case of the Strang splitting being similar. Ap-
plying Theorem 2.8 and the triangle inequality, we have

‖(Lδt)n u−
(
etnJx·∇u

)
|G2 ‖L2(G2) ≤ c tn

R−s + hs√
h
‖u‖Xs+6 + Eu,δt,n,G,

with

Eu,δt,n,G = ‖
(
e
tnJSLδt

x·∇
u− etnJx·∇u

)
|G2
‖L2(G2).

Consequently, to prove the corollary, we just have to bound Eu,δt,n,G by

|etnJ − etnJS
L
δt |‖u‖X4 .

First, we introduce a technical lemma that will be proved in the Appendix.

Lemma 2.11. — There exists an universal constant c > 0 such that for all
v ∈ H2(R2), all R > 0 and all N ∈ N∗ we have

‖v|G2‖L2(G2) ≤ ‖u‖L2(R2) + c h2‖∆u‖L2(R2).

Since h ≤ h0, applying this lemma we get a constant c > 0, depending only
on h0 > 0, such that

Eu,δt,n,G ≤ c ‖(1−∆)
(
e
tnJSLδt

x.∇
u− etnJx.∇u

)
‖L2(R2).

Then applying the Fourier Plancherel isometry, we get

Eu,δt,n,G ≤
c

2π
‖(1 + |ξ|2)

(
Fu ◦

t(
e
−tnJSLδt

)
−Fu ◦ t(

e−tnJ
))
‖L2(R2).

Then introducing a Taylor remainder under its integral form, it comes

Eu,δt,n,G ≤ ‖(1 + |ξ|2)
∫ 1

0
∇ξFu(yα,ξ,n,δt) ·

t(
e
−tnJSLδt − e−tnJ

)
ξ dα‖L2(R2)

≤ |e−tnJS
L
δt − e−tnJ | max

α∈(0,1)
‖(1 + |ξ|2)3/2∇ξFu(yα,ξ,n,δt)‖L2(R2)

(2.26)

where yα,ξ,n,δt = tMα,n,δtξ and Mα,n,δt = I2 − α
(
e
−tnJSLδt − e−tnJ

)
.

Now, we distinguish two cases. If |e−tnJS
L
δt − e−tnJ | ≤ 1/2 then we deduce

that we have |Mα,n,δt − I2| ≤ 1
2 . Consequently, we have

|detMα,n,δt | ≥ κ and |M−1α,n,δt | ≤ 2,

where κ is an universal constant.
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Thus, by performing a natural change of coordinates, we get

Eu,δt,n,G ≤
|e−tnJS

L
δt − e−tnJ |
κ

‖(1 + | tMα,n,δt
−1ξ|2)3/2∇ξFu‖L2(R2)

≤ 8
|e−tnJS

L
δt − e−tnJ |
κ

‖(1+ |ξ|2)3/2∇ξFu‖L2(R2) ≤ c|e
−tnJSLδt −e−tnJ |‖u‖X4

where c > 0 is an universal constant.

Finally, we have to consider the case where |e−tnJS
L
δt − e−tnJ | ≥ 1/2. Ap-

plying Lemma 2.11 and the Fourier-Plancherel isometry we get two constant
c, κ > 0 depending only on h0 such that

Eu,δt,n,G ≤ ‖u ‖L2(G2) + ‖
(
etnJx·∇u

)
|G2 ‖L2(G2) ≤ c‖(1−∆)u‖L2(R)

≤ κ|e−tnJS
L
δt − e−tnJ |‖u‖X4 .

Next, we focus on the new splitting Mδt . We provide a theorem showing
that its dynamics corresponds, up to a spectral spatial error, to the rotation
with the exact speed, for very long times.

Theorem 2.12. — For all s, ν > 0 there exists c > 0 such that for all N ∈
N∗, all R > 0, all u ∈ S (R2), all n ∈ N and all δt ∈ R satisfying |δt| < π − ν,
denoting tn = nδt, we have

(2.27) ‖(Mδt)
n u−

(
etnJx·∇u

)
|G2 ‖L2(G2) ≤ c tn

R−s + hs√
h
‖u‖Xs+6 ,

where u = u|G2 , and Mδt is given by (2.10).

Proof. — By carrying out the same proof as in Theorem 2.8, we could easily
prove that for all s, ν > 0 there exists c > 0 such that for all N ∈ N∗, all
R > 0, all u ∈ S (R2), all n ∈ N and all δt ∈ R satisfying |δt| < π−ν, denoting
tn = nδt, we have

‖(Mδt)
n u−

(
e
tnJSMδt

x·∇
u
)
|G2
‖L2(G2) ≤ c tn

R−s + hs√
h
‖u‖Xs+6

where u = u|G2 and SMδt := S2 tan(δt/2),sin(δt)/δt where Sa,b is given by (2.18).
Thus, to conclude this proof, we just have to observe that by Lemma 2.7

we have S2 tan(δt/2),sin(δt) = δtI2.

Remark 2.13. — For all u ∈ L2(G2) we have ‖u ‖L∞(G2) ≤ h−1‖u ‖L2(G2),
thus (2.27) gives a control of convergence error with the discrete L∞ norm for
very long times:

‖(Mδt)
n u−

(
etnJx·∇u

)
|G2 ‖L∞(G2) ≤ c tn

R−s + hs

h3/2
‖u‖Xs+6 .
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2.2. Numerical illustrations. — In this subsection, we intend to illus-
trate the different results obtained previously, namely the spatial accuracy of
pseudo-spectral method and the time accuracy of the time splitting.
Spatial accuracy
First, we present some numerical results to illustrate the estimates obtained
in Proposition 2.2. To do so, we consider the following function

u(x) = exp

(
−|x|

2

2

)
, x = (x1, x2) ∈ R2,

which is shifted by α = 0.01. We denote v|G2 where v(x) = u(x1 + αx2, x2)

the exact shifted solution, and we compute the (discrete) L2 norm of the
difference between Sα1 u|G2 and v|G2 . The spatial grid G2 is defined by (2.6)
where h = R/N , R = 15 and different values of N are considered to check
the spatial accuracy. The results are displayed in Figures 1 and 2. One can
observe that for large h (or small N), the term R−s is negligible and the term
hs gives the exponential decreasing of the error which is the typical behavior of
spectral methods. On the contrary, for very small values of h (or large values

of N), the term R−s/h−1/2 becomes prominent even if the error is quite small
(around 10−11).

Time accuracy
In this part, we give some numerical illustrations of the efficiency of the new
splitting. To do so, we consider the following equation

(2.28) ∂tu = Jx · ∇xu, x = (x1, x2) ∈ R2,

with the initial condition

uin(x) =
1

2πβ

[
exp

(
−(x1 − 0.3)2

β

)
+ exp

(
−(x1 + 0.3)2

β

)]
exp

(
−x

2
2

β

)
,

with β = 0.01. The spatial truncated domain [−2, 2]2 is discretized with the
grid G2 defined by (2.6) with R = 4 and a space step h = R/N , N = 243 = 35.
The time step is h ≈ 0.139 and the final time is T = 105 (the number of
iterations is 71888). In Figures 3-6, some results are displayed where we
compare the exact solution, the solution given by (Tδt)n uin|G2 (Strang splitting

and spectral interpolation), the solution given (Lδt)n uin|G2 (Lie splitting and

spectral interpolation) and the solution given by the new method (Mδt)
n uin|G2

(see (2.10)). First, in Figure 3, the three solution are plotted at the final time.
We can observe that the exact solution and the solution obtained by the new
method are very close whereas the solution obtained by the Strang splitting is
not good due to the fact that the angular velocity of the Strang method is not
exact. To precise these observations, we plot on Figure 4 (Figure 5 is a zoom)
the relative L∞ error of the new method, the Strang and the Lie methods.
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Figure 1. Spatial error (log− log scale) as a function of the number
of points N between the exact shifted solution and the approximation
computed using fast Fourier transform.

The error produced by the new method is close to 10−13 which is the spectral
error. On the contrary, the Strang and Lie methods periodically produce an
error of order one. This is due to its wrong angular velocity: the solution
moves away from the exact solution producing large error and at some times,
the Strang method recover the exact solution so that the error becomes very
small. These times can be computed from the above analysis. Indeed, from

the rotation speed of the Strang splitting ωδt =
arcsin(

√
δ2t (1−δ2t /4))
δt

, we deduce

that the exact solution (which rotates with a speed ωex = 1) and the numerical
solution obtained by the Strang method will coincide every times T̄ such that
tn + ωexT̄ = tn + ωδt T̄ [π] (the factor π (instead of a factor 2π) is due to our
choice of a symmetric initial condition). Then, we have T̄ = π/(ωδt−1) which
gives with our choice of time step δt ≈ 0.139, T̄ ≈ 3888. We can observe a very
good agreement on Figures 4 and 5 and also on Figure 6 for which δt = π/4
and then T̄ ≈ 113.
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Figure 2. Zoom of Figure 1.

Finally, we study the performance of the new method. Indeed, we compare
the new splitting and a direct two-dimensional solving of (2.28). The direct
resolution is done by a semi-Lagrangian type strategy: at each time step, we
first compute exactly the feet of the characteristics equations and we then
use a two-dimensional spectral interpolation by means of the non uniform
fast Fourier transform (the so-called nufft procedure introduced in [19]). We
checked that this approach also leads to spectral accuracy, and we want here
to compare the two spectral methods in terms of CPU time with respect to the
total number of points N2 (N being the number of points per direction). The
results are displayed in Figure 7: the time execution (for 10 iterations) for both
methods (new splitting and nufft) as a function of N2 (for N = 25, . . . , 211), in
log− log scale. Even if both methods have the same complexity O(N2 log(N)),
the new approach clearly has a smaller constant (around ten times smaller).
Moreover, in such a splitting procedure, a simple and efficient parallelization
can be performed since the variable that does not appear in the derivative is
just a parameter.
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Figure 3. Solution u(T, x) of (2.28). Left: Exact solution u(T, x).
Middle: Numerical solution obtained by the new splitting. Right:
Numerical solution obtained by the Strang splitting.
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Figure 4. Time history of the relative errors between the exact
solution of (2.28) and the numerical solution obtained by the new
splitting (’New’), the Lie splitting (’Lie’) and the Strang splitting

(’Strang’).

3. Application to the Vlasov–Maxwell equations

In this section, we intend to apply the above splitting to the context of the
1+1/2 Vlasov–Maxwell system. Indeed, the time discretization of this system
is based on a time splitting, and one of the pieces (the so-called magnetic part)
corresponds to a rotation in the velocity direction due to the presence of the
self-consistent electromagnetic field. Then, instead of using a Strang splitting
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Figure 5. Time history of the relative errors (zoom of Figure 4
around T̄ ≈ 3188 (left) and T̄ ≈ 2× 3188 (right).
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Figure 6. Time history of the relative errors between the exact
solution of (2.28) and the numerical solution obtained by the new
splitting (’New’), the Lie splitting (’Lie’) and the Strang splitting
(’Strang’), with δt = π/4. The right figure is a zoom of the left one
around kT̄ with T̄ ≈ 113, k = 1, 2, 3, 4.

like in [16], we shall use the exact splitting presented in the previous section,
so that this magnetic part will be solved exactly in time and with a spectral
accuracy in the velocity directions. This is very helpful to design high order
methods for the full Vlasov–Maxwell system. After introducing the 1+1/2
Vlasov–Maxwell system we intend to solve, the splitting method introduced
in [16] is recalled and then high order methods dedicated to systems split into
three parts are introduced.

3.1. Reduced 1+1/2 Vlasov–Maxwell equations. — We consider the
phase space (x1, v1, v2) ∈ L × R2, where L = R/2πZ is a one-dimensional
torus, and the unknown functions f(t, x1, v1, v2), B(t, x1) and E(t, x1) =
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the feet of the characteristics and two-dimensional non uniform fast
Fourier transform.

(E1, E2)(t, x1) which are determined by solving the following system of evolu-
tion equations

(3.1)

∂tf + v1∂x1f + E · ∇vf −BJv · ∇vf = 0,

∂tB = −∂x1E2,

∂tE2 = −∂x1B −
∫

R2

v2f(t, x1, v)dv + J 2(t),

∂tE1 = −
∫

R2

v1f(t, x1, v)dv + J 1(t),

where v = (v1, v2), J i(t) = 1/|L|
∫
L

∫
R2 vif(t, x1, v)dx1dv, i = 1, 2 (|L| denotes

the measure of L) and J denotes the symplectic matrix (1.2). This reduced
system, which has been considered in several former studies (see [11, 13, 16]),
has to be supplemented with the Gauss condition

(3.2) ∂x1E1(t, x1) =

∫
R2

f(t, x1, v)dv − 1, ∀t ≥ 0,

and with initial conditions f(t = 0, x1, v) = f in(x1, v), E2(t = 0, x1) = Ein2 (x1)
and B(t = 0, x1) = Bin(x1). Notice that Ein1 (x1) is implied by the Gauss
condition (3.2) at the initial time.

3.2. Splitting method. — Here we propose to use the splitting method
introduced in [16], by reformulating the Vlasov–Maxwell system into

dF

dt
= HE(F ) +Hf (F ) +HB(F ), F (0) = F in,
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where the fields HE(F ),Hf (F ) and HB(F ) will be written below. We denote
by F (δt) = (f,E1, E2, B)(δt) the solution of the Vlasov–Maxwell system (3.1).
This solution can be formally written as F (δt) = ϕδt(F

in) := exp((HE +Hf +
HB)δt)F

in, where F in = (f in, Ein1 , E
in
2 , B

in) denotes the initial condition.
Now, we want to use a splitting method to approximate the system (3.1).

To do so, we shall use the splitting introduced in [16, 17] based on a decompo-
sition into three parts corresponding respectively to the fields HE(F ),Hf (F )
andHB(F ). Then, a first order Lie method based on this decomposition writes
χδt(F

in) = ϕδt(F
in) +O(δt

2) with

(3.3) χδt = ϕ
[HE ]
δt
◦ ϕ[Hf ]

δt
◦ ϕ[HB ]

δt

where ϕ
[HE ]
δt

, ϕ
[Hf ]
δt

, ϕ
[HB ]
δt

denotes the exact solutions corresponding to the

fields HE , Hf and HB. Using these notations, the adjoint [20] of the Lie
method χ?t writes

(3.4) χ?δt = ϕ
[HB ]
δt
◦ ϕ[Hf ]

δt
◦ ϕ[HE ]

δt
.

In the following we write down the equations associated to the fields HE ,Hf
and HB:

ϕ
[HE ]
δt

: ∂tf + E · ∇vf = 0, ∂tE = 0, ∂tB = −∂x1E2,

ϕ
[Hf ]
δt

: ∂tf + v1∂x1f = 0, ∂tE = −
∫

R2

vfdv + J , ∂tB = 0,

ϕ
[HB ]
δt

: ∂tf −BJv · ∇vf = 0, ∂tE1 = 0, ∂tE2 = −∂x1B, ∂tB = 0.

Then, as mentioned in [16], ϕ
[HE ]
δt

and ϕ
[Hf ]
δt

can be computed exactly in
time and efficiently in phase space using spectral methods. However, the

computation of ϕ
[HB ]
δt

was performed using a Strang splitting. Instead, we
shall use the new splitting Mδt introduced above to compute exactly in time

ϕ
[HB ]
δt

and efficiently in phase space using spectral methods. Let us remark
that the application of the new splitting to the HB part requires a slight
modification. Indeed, to solve ∂tf −BJv · ∇vf = 0 (with B constant in time
during this part) on one time step δt from an initial condition f in (defined on
the velocity grid), we will use the new splitting with a modified time step Bδt
to capture the right rotation speed, i.e. (MBδt) with (Mδt) defined by (2.10).

Based on the fact that each step can be computed exactly in time, we now
look for efficient integration methods for systems separable into three parts
which enable us to design efficient high order methods in time. A simple and
efficient way to achieve this goal is to consider compositions of a first-order
method with its adjoint computed at fractional step sizes. This is the main
subject of the next part.
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3.3. Composition methods for systems separable into three parts.
— To simplify the presentation, we restrict ourselves to ordinary differential
equations (ODEs). The so-obtained composition methods will then be used
within the Vlasov–Maxwell framework.

Let us consider the following ODE

(3.5)
dx

dt
(t) = u(x(t)), x(0) = xin ∈ RD,

with D ∈ N?, whose exact solution at time t = δt will be denoted by x(δt) =
ϕδt(x

in). We are interested in problems where u in (3.5) can be split into three
parts,

u(x) = ua(x) + ub(x) + uc(x)

in such a way that the exact flows ϕ
[a]
δt

, ϕ
[b]
δt

, ϕ
[c]
δt

, corresponding to ua, ub,
uc, respectively, can be computed exactly. One might consider then splitting
methods of the form

(3.6) ϕ
[a]
asδt
◦ ϕ[b]

bsδt
◦ ϕ[c]

csδt
◦ · · · ◦ ϕ[a]

a1δt
◦ ϕ[b]

b1δt
◦ ϕ[c]

c1δt

and fix the coefficients ai, bi, ci, i = 1, . . . , s so that it provides an approxima-
tion of order, say, p. It turns out, however, that the number of order conditions
to be satisfied by these parameters grows very rapidly with the order. Thus,
time-symmetric schemes of order p = 4 (resp. p = 6) require solving 11 (resp.
56) conditions. A more convenient way consists in considering compositions
of χδt and its adjoint χ?δt , with

(3.7) χδt = ϕ
[a]
δt
◦ ϕ[b]

δt
◦ ϕ[c]

δt
and χ?δt = ϕ

[c]
δt
◦ ϕ[b]

δt
◦ ϕ[a]

δt
.

More specifically, we construct integrators within the family
(3.8)
G1 ≡

{
ψδt = χα1δt ◦ χ?α2δt ◦ · · · ◦ χα2s−1δt ◦ χ?α2sδt : s ≥ 1, (αj)1≤j≤2s ∈ R2s

}
,

where χδt and χ?δt are given by (3.7), so that

(3.9) χδt(x
in) = ϕδt(x

in) +O(δ2t ),

and an analogous relation for χ?δt . Composition integrators ψδt ∈ G1 are time-
symmetric (self-adjoint) whenever they have left-right palindromic sequences
of coefficients αi, i.e. if α2s+1−i = αi, i = 1, . . . , s [20].

Notice that one could achieve methods of order p within this family even if

only first-order approximations to the flows ϕ
[a]
δt

, ϕ
[b]
δt

, and ϕ
[c]
δt

are available,
as long as one is able to construct the corresponding adjoint χ?δt .

Remark 3.1. — Another well-known class G2 of integrators is formed by
compositions

(3.10) G2 = {ψδt = φα1δt ◦ · · · ◦ φαsδt : s ≥ 1, (α1, . . . , αs) ∈ Rs} ,
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where φδt : RD −→ RD is any second-order self-adjoint integrator. Notice
that, if φδt is chosen as φδt = χδt/2 ◦ χ?δt/2, then G2 is contained in G1. These

integrators also enjoy the time-symmetric property if αs+1−i = αi, i = 1, . . . , s.

3.3.1. Analysis of the methods. — For the analysis, it is convenient to intro-
duce the graded Lie algebra associated with the vector field defining the ODE
(3.5) and its corresponding exact flow ϕδt . As is well known, for each infinitely
differentiable map g : RD −→ R, g(ϕδt(x)) admits an expansion of the form

g(ϕδt(x)) = eδtF [g](x) = g(x) +
∑
k≥1

δt
k

k!
F k[g](x), x ∈ RD,

where F is the vector field associated with u,

(3.11) F =
D∑
i=1

ui(x)
∂

∂xi
.

Similarly, for the basic first-order method χδt defined by (3.9), one has

g(χδt(x)) = eYδt [g](x) with Yδt =
∑

k≥1 δt
kYk and for its adjoint χ?δt also

defined in (3.9), one has g(χ?δt(x)) = e−Y−δt [g](x). Then, one can formally
compute the operator series associated to any integrator ψδt ∈ G1 defined by
(3.8)

Ψδt = exp(Yδtα1) exp(−Y−δtα2) · · · exp(Yδtα2s−1) exp(−Y−δtα2s).

By repeated application of the Baker–Campbell–Hausdorff formula we can
express formally Ψδt as the exponential of an operator Fδt ,

Ψδt = eFδt , with Fδt =
∑
k≥1

δt
kFk,

δt
kFk ∈ Lk for each k ≥ 1 and L =

⊕
k≥1 Lk is the graded Lie algebra gener-

ated by the vector fields {δtY1, δ2t Y2, δ3t Y3, . . .} where, by consistency, Y1 = F .
Notice that

Yδtαi = δtαiY1 + (δtαi)
2Y2 + (δtαi)

3Y3 + · · ·
−Y−δtαi = δtαiY1 − (δtαi)

2Y2 + (δtαi)
3Y3 − · · ·

so that

Ψδt = exp
(
δtw1Y1 + δt

2w2Y2 + δt
3(w3Y3 + w12[Y1, Y2])

+δt
4(w4Y4 + w13[Y1, Y3] + w112[Y1, [Y1, Y2]]) +O(δt

5)
)
,
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where w1, w2, . . . are polynomials in the coefficients αi. In particular [9],

w1 =

2s∑
i=1

αi, w2 =

2s∑
i=1

(−1)iα2
i ,

w3 =

2s∑
i=1

α3
i , w4 =

2s∑
i=1

(−1)iα4
i ,

w12 =
1

2

2s−1∑
i=1

(−1)i+1α2
i

2s∑
j=i+1

αj +

2s−1∑
i=1

αi

2s∑
j=i+1

(−1)jα2
j


Then, a time-symmetric 4th-order method has to satisfy only consistency
(w1 = 1) and the order conditions at order three, that is w3 = w12 = 0.
Let us remark that conditions at even order (w2 = w4 = 0) are automatically
verified by symmetry. Notice, then, that the minimum number of maps to be
considered in ψδt ∈ G1 is s = 3.

3.3.2. Methods of order 4. — It turns out, however, that methods involving
the minimum number of maps (or stages) do not usually provide the best
efficiency. In other words, considering additional stages (and thus some free
parameters) leads to more efficient schemes, even when the computational cost
per step is also higher. The difficulty then lies in the way the free parameters
are fixed. In this respect, several objective functions have been considered in
the literature. In particular we mention the following [8] (let us recall that
α = (α1, . . . , α2s) ∈ R2s)

(3.12) E1(α) =
2s∑
i=1

|αi| and E2(α) = 2s

∣∣∣∣∣
2s∑
i=1

α5
i

∣∣∣∣∣
1/4

.

The quantity E2 is usually the dominant error term for a number of problems.
The criterion we follow here will be to look for symmetric methods with small
values of E1 which, in addition, have also small values of E2. In the sequel,
we consider composition methods in the class G1 with s = 3, 4, 5, 6 (see (3.8))
which have been designed by optimizing both functions E1 and E2.

Case s = 3. The integrator reads

(3.13) ψ
[3]
δt

= χα1δt ◦ χ?α2δt ◦ χα3δt ◦ χ?α3δt ◦ χα2δt ◦ χ?α1δt

and the unique (real) solution to the order conditions w1 = 1, w3 = w12 = 0
is given by

α1 = α2 =
1

2(2− 21/3)
, α3 =

1

2
− 2α1.
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If χδt = ϕ
[a]
δt
◦ ϕ[b]

δt
◦ ϕ[c]

δt
, then it involves 13 maps (the minimum num-

ber). For future reference, the values of the objective functions are
E1(α) = 4.40483, E2(α) = 4.55004.

Remark 3.2. — Notice that this corresponds to the familiar scheme of
Yoshida [30]

ψδt = φγδt/2 ◦ φβδt ◦ φγδt/2
in G2 with γ = 1/(2 − 21/3). Moreover, this method is also recovered in [22]
when considering splitting methods of the form (3.6).

Case s = 4. The composition is

(3.14) ψ
[4]
δt

= χα1δt ◦ χ?α2δt ◦ χα3δt ◦ χ?α4δt ◦ χα4δt ◦ χ?α3δt ◦ χα2δt ◦ χ?α1δt ,

involving 17 maps. Now we have a free parameter, which we take as α1. The
minima of both E1 and E2 are achieved at approximately α1 = 0.358, and so
the coefficients are

α1 = 0.358 α2 = −0.47710242361717810834

α3 = 0.35230499471528197958 α4 = 0.26679742890189612876

with E1(α) = 2.9084, E2(α) = 3.1527.

Case s = 5. Now the composition

(3.15) ψ
[5]
δt

= χα1δt◦χ?α2δt◦χα3δt◦χ?α4δt◦χα5δt◦χ?α5δt◦χα4δt◦χ?α3δt◦χα2δt◦χ?α1δt

involves 21 maps when applied to a system separable into three parts. By
carrying out a similar analysis we conclude that the best solution according
with the criterion adopted is achieved when

α1 = α2 = α3 = α4 =
1

2(4− 41/3)
, α5 =

1

2
− 4α1,

which give E1(α) = 2.3159, E2(α) = 2.6111.

Remark 3.3. — This method also belongs to G2 since it can be written as

ψδt = φγδt ◦ φγδt ◦ φβδt ◦ φγδt ◦ φγδt
belonging to G2 with coefficients

γ = 2α1, β = 2α5.

This method was originally presented in [26].

Case s = 6. Analogously we have considered a composition involving three
free parameters and 25 maps:
(3.16)

ψ
[6]
δt

= χα1δt◦χ?α2δt◦χα3δt◦χ?α4δt◦χα5δt◦χ?α6δt◦χα6δt◦χ?α5δt◦χα4δt◦χ?α3δt◦χα2δt◦χ?α1δt .
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A solution leading to small values of E1 and E2 is

α1 = α2 =
3

20
α3 =

17

100
α4 = −0.2628463256938681137 α5 = 0.16217658484020533783

α6 = 0.13066974085366277593

with E1(α) = 2.0513, E2(α) = 2.4078.

Remark 3.4. — Although the optimization criterion we have adopted here
usually leads to good methods, one can find schemes in the literature with larger
values of E1 and E2 which are very efficient in practice. Thus, in particular, we
mention the fourth-order splitting method designed in [7] which, once written
as a method in G1, also involves s = 6 stages.

4. Numerical results

In this section, we show some numerical results to illustrate the efficiency
and performance of the methods previously derived. We focus on Vlasov
applications by considering the Vlasov-HMF and the Vlasov–Maxwell system.

4.1. Vlasov–Maxwell system.— The composition methods introduced in
the previous sections can then be used to derive a global 4th order method for
the Vlasov–Maxwell equation. As an example, the Yoshida (or triple-jump)
method (s = 3) in the Vlasov–Maxwell context writes

ψ
[3]
δt

= χα1δt ◦ χ?α2δt ◦ χα3δt ◦ χ?α3δt ◦ χα2δt ◦ χ?α1δt ,

with α1 = α2 = 1
2(2−21/3) , α3 = 1

2 − 2α1, and where χδt and χ?δt are given

by (3.3) and (3.4). Then, if we denote by Fn an approximation at time
tn = nδt, n ∈ N of the Vlasov–Maxwell solution F (tn), we have

Fn =
(
ψ
[3]
δt

)n
(F in),

and Fn is a 4th order approximation of F (tn). The other 4th order methods

ψ
[s]
δt
, s = 4, 5, 6 are defined by (3.14), (3.15) and (3.16) in Subsection 3.3.2. We

also define the standard Strang splitting ψ
[2]
δt

which, with our notations writes

ψ
[2]
δt

= χδt/2 ◦ χ
?
δt/2

= ϕ
[HE ]
δt/2
◦ ϕ[Hf ]

δt/2
◦ ϕ[HB ]

δt/2
◦ ϕ[HB ]

δt/2
◦ ϕ[Hf ]

δt/2
◦ ϕ[HE ]

δt/2

= ϕ
[HE ]
δt/2
◦ ϕ[Hf ]

δt/2
◦ ϕ[HB ]

δt
◦ ϕ[Hf ]

δt/2
◦ ϕ[HE ]

δt/2
.

The Strang splitting for a decomposition into three parts involves 5 maps
since, as usual, the first and the last maps can be concatenated.
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We present some numerical results to illustrate the efficiency of the different

methods. First of all, we used the methods ψ
[s]
δt
, s = 2, 3, 4, 5, 6. In this context,

one goal is to compare the new exact splitting for the rotation applied to the

field HB to a standard Strang method. In the methods ψ
[s]
δt

, the flow ϕ
[HB ]
δt

is

then approximated by the Strang splitting T [HB ]
δt

given by (2.10). This means
that in this method, χδt is now replaced by χ̃δt defined by

χ̃δt = ϕ
[HE ]
δt
◦ ϕ[Hf ]

δt
◦ T [HB ]

δt
.

The global Strang splitting is then defined by ψ̃
[2]
δt

ψ̃
[2]
δt

= χ̃δt/2 ◦ χ̃
?
δt/2

,

and the definition of ψ̃
[s]
δt

for s = 3, 4, 5, 6 follows directly. Let us remark that
even if the magnetic part HB is not solved exactly in time, the global method

ψ̃
[s]
δt

still have the same order as ψ
[s]
δt

(i.e. of order 2 for s = 2 or of order 4 for

s = 3, 4, 5, 6). We then want to investigate the impact of this approximation
on the global error of the so-obtained splitting.

To do so, we consider the following initial condition for (3.1)

f in(x1, v1, v2) =
1

πvth2
√
Tr

e−(v
2
1+v

2
2/Tr)/vth(1 + α cos(kx1)),

and Bin(x1) = 10 + 3 cos(kx1), E
in
2 (x1) = 0. We consider α = 10−4, k =

0.4, vth = 0.02, k = 0.4 and Tr = 12. The phase space domain is (x1, v1, v2) ∈
[0, 2π/k]× [−1, 1]2 and the number of points is Nx = 8 in space and Nv = 513
per direction in velocity. The runs are performed up to a final time T = 2 and
different values of the time step δt are considered between 10−3 to 0.4. The
results are given in Figures 8 and 9, where we have plotted the L∞ error on
the total energy with respect to δt/M , where M is the number of maps. The
total energy (which is conserved with time at the continuous level) is defined
by

(4.1) H(t) =
1

2

∫
L
|E|2dx+

1

2

∫
L
|B|2dx+

1

2

∫
L×R2

|v|2fdvdx

with L = [0, 2π/k], and the error we consider is

(4.2) err := max
t∈[0,T ]

∣∣∣H(t)−H(0)

H(0)

∣∣∣.
First, one can see that the order of convergence is well recovered for all the
methods but some fourth order methods present some better efficiency. For
instance, the two methods corresponding to s = 5 and s = 6 are clearly the
best, and are much more efficient that the triple jump method (s = 3) or the
Strang one (s = 2) even if they involve a larger number of maps. Second, we
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can observe than the error produced by the methods ψ
[s]
δt

(i.e. when the exact

splitting is used for the part HB) is smaller than the error performed by the

methods ψ̃
[s]
δt

(i.e. when a Strang splitting is used for the part HB). Note that
on Figures 8 and 9, the lines indicating the order are kept fixed. Moreover,

on Figure 9, in addition to the error produced by the methods ψ̃
[s]
δt

, the error

curves produced by the methods ψ
[2]
δt

and ψ
[5]
δt

(labelled by s = 2 new (5) and

s = 5 new (21) in the legend) have been displayed to ease the comparisons.

Note that we have chosen to plot the ψ
[5]
δt

method but very similar conclusions

arise with the choice ψ
[6]
δt

since the two methods ψ
[5]
δt

and ψ
[6]
δt

have a very close
efficiency in our context. For the global Strang method the ratio between the

error produced by ψ̃
[2]
δt

and ψ
[2]
δt

is about 2.5 whereas the ratio between the

error produced by ψ̃
[5]
δt

and ψ
[5]
δt

is about 6 (the same ratio is observed between

ψ̃
[6]
δt

and ψ
[6]
δt

). Let us remark that, for a given method (i.e. a given s), the

cost of a ψ̃
[s]
δt

method is the same as a the one ψ
[s]
δt

method.
We end this subsection by considering other splitting methods from the lit-

erature, namely the splitting methods of the form (3.6) from [2] which assume
that each subpart is solved exactly, which is our case when the exact splitting
is used for the magnetic part. The results are displayed in Figure 10 where
we have tested second order methods (AK 3-2 and AK 5-2 involve 9 maps),
a fourth order method (AK 11-4 involves 21 maps) and even a sixth order
method (AY 15-6 involves 29 maps). We refer to [2] for more details on these

methods. As previously we also added ψ
[2]
δt

(second order) and ψ
[5]
δt

(fourth

order) for comparison, whereas the slope 2 and 4 are the same as in Figures
8 and 9. First, we observe that AK 3-2 is the best second order method. The
third order PP method is not very attractive in this context compared to sec-
ond order methods. Second, among the two fourth order methods (AK 11-4

and ψ
[5]
δt

), the method ψ
[5]
δt

offers a better efficiency since the error is about 5
times smaller. Finally, the method AY 15-6 offers sixth order accuracy but
this extra accuracy is only apparent for very small time steps.

4.2. Vlasov–Maxwell system: long time test. — We now present a test
to highlight the fact that the new methods are able to capture the long time
dynamics of the Vlasov–Maxwell solution. Then, we consider the same initial
condition as in the previous test

f in(x1, v1, v2) =
1

2πβ
e−v

2
2/β
[
e−(v1−0.1)

2/β + e−(v1+0.3)2/β
]
,

where (x1, v1, v2) ∈ [0, 2π]× [−1, 1]2 and we have chosen β = 0.002. The elec-
tric field Ein1 and Ein2 are set to zero whereas the magnetic field is prescribed
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Figure 8. Efficiency diagrams obtained by different composition

methods ψ
[s]
δt
, s = 2, 3, 4, 5, 6 for the Vlasov–Maxwell system. The

number of maps for each method is indicated into parenthesis.

as Bin(x1) = 1 + 0.0001 sin(x1). The number of points in space is Nx = 32,
whereas we took Nv = 257 points per velocity direction.

We compare the ψ
[5]
δt

method (which is the best method according to the

previous tests) with the two second order splittings ψ
[2]
δt

(referred as ’s = 2

new’) and ψ̃
[2]
δt

(referred as ’Strang’). Let us recall that these two second order
splittings only differ in the solving of the magnetic part. The time step is

chosen as δt = 0.125 or δt = 0.025 so that we will compare ψ
[5]
δt

and ψ
[2]
δt

at a
fixed computational cost and the final time is tf = 500.

In Figure 11 (left), we plot the time evolution of the relative total energy
given by (4.2) for the two second order splittings with a small time step (δt =
0.025). The cost of these two methods is the same, but we can see that the

relative total energy is better preserved for the ψ
[2]
δt

method (about 2× 10−9)

compared to the standard ψ̃
[2]
δt

method (about 2× 10−6). On the right part of
Figure 11, we compare the methods for which the rotation is solved exactly,

namely ψ
[2]
δt

(with δt = 0.025 and 0.125) and ψ
[5]
δt

(with δt = 0.125). Let us

mention that ψ
[2]
δt

for δt = 0.025 and ψ
[5]
δt

for δt = 0.125 have the same number
of stages so that the same computational cost. We can observe that the high
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Figure 9. Efficiency diagrams obtained by different composition

methods ψ̃
[s]
δt
, s = 2, 3, 4, 5, 6 and ψ

[2]
δt

, ψ
[5]
δt

for the Vlasov–Maxwell
system. The order lines ’slope 2’ and ’slope 4’ are the same as in
Figure 8. The number of maps for each method is indicated into
parenthesis.

order method ψ
[5]
δt

preserves very well the total energy (about 6×10−12) which
confirms the results obtained in the previous subsection.

Finally, the time history of first mode of E1 is plotted in Figure 12, for ψ
[2]
δt

and ψ
[5]
δt

method, with δt = 0.125. We can observe that after a linear phase
during which the amplitude of the mode grows exponentially, a saturation
phase is well captured by the two methods, even if the saturation level is not
the same (see the small figure with a zoom for t ∈ [400, 500]). Refining the

time step by considering δt = 0.025 enables the ψ
[2]
δt

method to recover the

results obtained by ψ
[5]
δt

.

4.3. Vlasov-HMF system.— Our goal is to solve numerically the Vlasov-
HMF model satisfied by f(t, x, v), (x, v) ∈ L×R, with L = R/2πZ (see [3, 21])

(4.3) ∂tf + {f,H[f ]} = 0,
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[2] and ψ
[2]
δt

, ψ
[5]
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for the Vlasov–Maxwell system. The order lines
’slope 2’ and ’slope 4’ are the same as in Figure 8. The number of
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Figure 11. Time history of the relative total energy. Left: ψ
[2]
δt

and

ψ̃
[2]
δt

with δt = 0.125. Right: ψ
[2]
δt

with δt = 0.125 and δt = 0.025, ψ
[5]
δt

with δt = 0.125.
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Figure 12. Time history of the first mode of E1 (semi-log scale):

ψ
[2]
δt

and ψ
[5]
δt

with δt = 0.125.

where {f, g} = ∂xf∂vg − ∂vf∂xg and H[f ] is given by

H[f ] =
v2

2
− Φ[f ](x).

Finally, the potential is defined by

(4.4) Φ[f ](x) = cosx

∫
L×R

cos(y)f(y, u)dydu + sinx

∫
L×R

sin(y)f(y, u)dydu.

We consider the following stationary solution (see [21] for more details)

(4.5) feq(x, v) = γe
−β
(
v2

2
−M0 cosx

)
with M0 =

∫
L×R

cos(y)feq(y, u)dydu,

where γ, β,M0 ∈ R will be explicitly given below. Following [21], the long
time behavior of (4.3) is driven by the linearized Hamiltonian part, i.e. ∂tf +

{f,H[feq]} = 0, with H[feq] = v2

2 −M0 cos(x). We recognize the pendulum
Hamiltonian for which a slight modification of the new splitting is able to cap-
ture the rotation phenomena with high accuracy compare to standard Strang
splitting (see [5]). In this HMF context, the material introduced before has
to be slightly modified.

First, let us introduce the discretization of the phase space L×[−vmax, vmax],
with vmax > 0 a truncation of the velocity direction. We consider Gx :=
hx J0, Nx − 1K the space grid (with hx = L/Nx the stepsize and Nx ∈ N∗ the
number of points) and Gv := hv J−b(Nv − 1)/2c, bNv/2cK the speed grid (with
hv = 2vmax/Nv the stepsize and Nv ∈ N∗ the number of points). We also

introduce the set of discrete frequencies: Ĝx = ηx J−b(Nx − 1)/2c, bNx/2cK
and Ĝv = ηv J−b(Nv − 1)/2c, bNv/2cK with ηx = 2π/L and ηv = π/vmax.



36 J. BERNIER, F. CASAS & N. CROUSEILLES

Then, we define the discrete partial Fourier transforms

F1 :

 CGx×Gv → CĜx×Gv

u 7→ hx
∑
g1∈Gx

ug1,g2 e
−ig1ξ1

and

F2 :

 CGx×Gv → CGx×Ĝv

u 7→ hv
∑
g2∈Gv

ug1,g2 e
−ig2ξ2 ,

whereas the shears are now defined by

Sα1 :

{
CGx×Gv → CGx×Gv

u 7→ F−11

[
eiαξ1g2F1 u

]
and

S̃α2 :

{
CGx×Gv → CGx×Gv

u 7→ F−12

[
eiαξ2E[u]g1F2u

] ,

where E[u]g1 is deduced from the relation E[u](x) = −∂xΦ[u](x) and (4.4)

E[u]g1 = sin(g1hx)hxhv
∑

(g1,g2)∈Gx×Gv

cos(g1hx)ug1,g2

− cos(g1hx)hxhv
∑

(g1,g2)∈Gx×Gv

sin(g1hx)ug1,g2 .(4.6)

Then, at time tn = nδt, we denote by fn an approximation of the solution

f(tn) on the phase space grid computed by the Strang splitting T̃δt and the

new splitting M̃δt which are defined by

(4.7)

fn+1 = T̃δt fn := S−δt/21 S̃δt2 S
−δt/2
1 fn, (Strang)

fn+1 = M̃δt f
n

:= S−tc tan(δt/(2tc))1 S̃tc sin(δt/tc)2 S−tc tan(δt/(2tc))1 fn, (New)

where f0 := f in, and tc = 1√
M0

is the characteristic time of the Vlasov-HMF

model which has been introduced to capture the correct angular velocity. Let
us remark that the electric field E[f ] has to be solved using (4.6) before the

shear S̃α2 in the splittings (4.7).
To evaluate the performance of the new splitting compare to the Strang

one, we consider an initial condition f in as a perturbation of the equi-
librium solution (4.5) (with β = 10,M0 = 0.9455421864232981 and
α = 0.0001194365987897421)

f in(x, v) = feq(x, v)(1 + ε cos(x)), (x, v) ∈ [−π, π]× R,

with ε = 10−3. We consider a truncated velocity domain of [−8, 8], the number
of points in the spatial direction is Nx = 128 whereas we considered Nv = 256
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Figure 13. Error as a function of the number of iterations for the
HMF-Poisson system. Comparison of the Strang splitting (’strang’)
and the New splitting (’new’).

points in the velocity direction, and the final time is T = 25. Note that the
splitting can also be coupled to a semi-Lagrangian method; the shears S1 and

S̃2 have to be modified accordingly (see [6] for instance).
We look at the L∞ error between a reference distribution function (obtained

with the new splitting with a small time step δt = T/1000) and the one
obtained by Strang or new splitting given by (4.7) (with tc = 1.0283940255)
for different time steps δt ∈ {T/50, T/100, T/150, T/200, T/250}. The results
are displayed in Figure 13 in log-log scale. First we observe that, as expected,
the two methods are second order accurate in time. But, one can remark that
the error produced by the new splitting is much more smaller that the error
produced by the Strang splitting, at the same cost (the number of maps is the
same for the two methods).

5. Conclusion

In this work, we have studied a directional splitting which preserves exactly
the rotations and apply to the PDE context. A careful numerical analysis
of this splitting coupled with spectral interpolation techniques has been per-
formed. These results are illustrated by some numerical experiments.

Then, this step serves as a building block of a splitting for the Vlasov–
Maxwell system. Indeed, this system can be split into three parts which,
thanks to this new splitting, can all be solved exactly. New high order com-
position methods are then designed to accurately and efficiently solve the full
Vlasov–Maxwell system. Numerical results show the good behavior of these
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methods. Finally, a direct application of the new splitting for close to equi-
librium simulations of the Vlasov-HMF model also shows very good results
compared to the standard Strang splitting, with no additional cost.

The extension to the relativistic Vlasov–Maxwell equations in two or three
dimensions in the velocity space are planned. The approach should be even
more attractive in this context.
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6. Appendix

In this Appendix, we gather the proofs of the different lemmas used in the
proof of convergence of the pseudo-spectral splitting methods.

6.1. Proof of Lemma 2.3. — If 0 ∈ [y1; y1 +λy2] then we have |y1| ≤ λ|y2|
and so we get ∣∣∣∣(y3y2

)∣∣∣∣ ≥ |y2| ≥ |y1||λ| ≥ |y1|√
1 + λ2

.

Else we have |y3| = |y1| or |y3| = |y1 + λy2|. If |y3| = |y1| then we have∣∣∣∣(y3y2
)∣∣∣∣ ≥ |y3| = |y1| ≥ |y1|√

1 + λ2
.

Else if |y3| = |y1 + λy2|, we have∣∣∣∣(y3y2
)∣∣∣∣2 = y22 + (y1 + λy2)

2.

This last quantity is a second order polynomial with respect to y2. Thus its
infimum can be determined explicitly. More precisely, we have

y22 + (y1 + λy2)
2 ≥ |y1|2

1 + λ2
.
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6.2. Proof of Lemma 2.5. — Notice that, if a and b are small enough, Pa,b
defined in (2.19 is close to the identity. Consequently, it admits a logarithm
Ma,b ∈M2(R), defined by

Ma,b =
∑
n∈N

(−1)n

n+ 1
(Pa,b − I2)n,

and satisfying
eMa,b = Pa,b.

A fortiori, we have exp(TrMa,b) = detPa,b = 1. Hence we have TrMa,b = 0.
Furthermore, the following application define an isomorphism of vector spaces
(it is an injection between two spaces of dimension 3){

S2(R) → sl2(R)
L 7→ JL

,

where sl2(R) = {M ∈ M2(R) | TrM = 0}. As a consequence, there exists a
symmetric matrix La,b ∈ S2(R) such that

Ma,b = JLa,b.

6.3. Proof of Lemma 2.6. — Since 0 < ab < 4, Qa,b is either positive or
negative, and, as a consequence, the following Euclidean norm is well defined
on S2(R)

∀K ∈ S2(R), ‖K‖2a,b :=

∫
R2

(txKx)2e−|
txQa,bx|dx.

Since detPa,b = 1, computing ‖R−1a,bK‖a,b, we deduce from a change of variables

and from (2.21) that

∀K ∈ S2(R), ‖Ra,bK‖a,b = ‖K‖a,b.
This relation means that Ra,b is an isometry for the Euclidean norm ‖ · ‖a,b.
A fortiori, we have detRa,b = ±1. But, since R0,0 = I2 and (a, b) 7→ detRa,b
is a continuous map, we deduce that detRa,b = 1. Consequently, Ra,b is a
rotation in a space of dimension 3. So, there are only two possibilities: either
Ra,b is the identity or the eigenspace of Ra,b associated with the eigenvalue 1
is of dimension 1.

To conclude, we just have to verify that Pa,b is not the identity. First, we
observe that Pa,b is not a scalar matrix, so there exists x ∈ R2 such that x is
not an eigenvector of Pa,b. Then, we consider a vector y ∈ R2 \ {0} such that
x and y are orthogonal. By construction, we have

tyPa,bx 6= 0.

Consequently, if K = y ty ∈ S2(R), we have
txRa,b(K)x = (tyPa,bx)2 6= 0 = (tyx)2 = txKx.
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Thus, we have Ra,b(K) 6= K.

6.4. Proof of Lemma 2.9. — We have to bound ‖|x|s(u ◦ τ)‖L2(R2) and
‖|ξ|sF (u ◦ τ)‖L2(R2). However, a straightforward calculation shows that

F (u ◦ τ) = |det τ |−1 (Fu) ◦t τ−1,

and equation (2.24) is clearly equivalent to

|τ | ≤ κ and |τ−1| ≤ κ.

Thus, since |τ | = |tτ |, if we get a bound on ‖|x|s(u ◦ τ)‖L2(R2), uniform with
respect to τ , we also a a bound on ‖|ξ|sF (u ◦ τ)‖L2(R2) uniform with respect
to τ .

Finally, to bound ‖|x|s(u ◦ τ)‖L2(R2), we just have to apply a change of
coordinates:

‖|x|s(u◦τ)‖L2(R2) =
√
| det τ |−1‖|τ(x)|su‖L2(R2) ≤

√
| det τ−1||τ |s‖u‖Xs ≤ κs+1‖u‖Xs .

6.5. Proof of Lemma 2.11. — First, we apply the Poisson formula and
the discrete Fourier Plancherel isometry to get

‖v|G2‖L2(G2) ≤ ‖v|hZ2‖L2(hZ2) =
1

2π
‖
∑
k∈Z2

Fv(·+ 2kπ

h
)‖L2((−π

h
,π
h
)2).

Then we observe that if k ∈ Z2 \ {0} and ξ ∈ (−π
h ,

π
h )2 then

|ξ +
2kπ

h
| ≥ π

h
(2|k| −

√
2).

Thus, we control ‖v|G2‖L2(G2) by

1

2π
‖Fv‖L2((−π

h
,π
h
)2)+

h2

2π3

∑
k∈Z2\{0}

1

(2|k| −
√

2)2
‖(|ξ|2Fv)(·+2kπ

h
)‖L2((−π

h
,π
h
)2).

Finally, applying the Cauchy Schwarz inequality and the Chasles relation, we
control the second term by

h2

2π3
‖|ξ|2Fv‖L2(R2)

√√√√ ∑
k∈Z2\{0}

1

(2|k| −
√

2)4
.
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