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Tracking of Non-Rigid Objects using RGB-D Camera

Agniva Sengupta, Alexandre Krupa and Eric Marchand
Univ Rennes, Inria, CNRS, IRISA, France

Abstract— A method to accurately track deformable objects
using a RGB-D camera with the help of a coarse object model
is presented in this paper. The deformation model is based
on corotational FEM formulation. The physical model of the
object does not need to be exact, nor do we require the precise
physical properties for accurately tracking the object. The
position of the vertices of the surface mesh of the tracked
object is deformed using a set of virtual forces. A point-to-plane
distance based geometric error between the pointcloud and the
mesh is minimized with respect to these virtual forces. The point
of application of force is determined by analysis of the error
obtained from rigid tracking, which is done in parallel with the
non-rigid tracking. This architecture also enables the overall
system to be realtime. The proposed approach is evaluated on
a synthetic data with ground-truth for deformation at every
frame, as well as on real data.

I. INTRODUCTION
Interaction with soft objects using machines remain a chal-

lenging problem in the field of robotics. To precisely interact
with deforming objects using any robotic manipulator, it is
necessary to track the surface of the object with high ac-
curacy. Non-rigid object tracking also finds implementation
in the field of augmented/mixed reality systems. This is an
open area of research and the available literature that aims
to tackle this problem is not very extensive.

Real-time tracking of the surface of non-rigid objects using
RGB-D camera has become possible only very recently.
However, most of the proposed approaches for non-rigid
object tracking either requires a detailed model or considers
tracking and reconstruction as intertwined problems. The
tracking and reconstruction algorithm usually generates im-
pressive visual results, but the accuracy of the final recon-
struction does not necessarily imply accurate frame-to-frame
tracking of the non-rigid object. Moreover, for model-based
tracking, a detailed model of the physical properties of the
object may not always be available in practice.

In this paper, we propose a method to handle the problem
of accurate tracking of the surface of non-rigid objects
undergoing deformation. A commodity-level RGB-D camera
is used for sensing. It is assumed that we know the visual-
surface model of the object (which can be a CAD model),
but this model does not have to be precise.

A. Related Work

We propose to track the object using its 3D model, which
consists of a mathematical representation of the surface of the
object in 3D. To track the complete surface of deforming ob-
jects using depth (or monocular) camera when its 3D model
is available, there are three components which are generally
used: a) an algorithm to track each face of the model w.r.t the

observed 3D depth, possibly along with the corresponding
image intensity values of the pixels, b) a mechanism to
impart coherence to the motion of these individual faces,
which is done either with the help of a geometric shape
preserving function (also called a regularizer), such as [1],
[2] or [3], or with some assumptions about the underlying
physical properties of the material of the object, such as [4]
or [5], and c) some strategy to combine the tracking of the
surface with the regularizer or the physical model of the
object (e.g: ‘deterministic annealing’ in case of [2]).

Some of the popular methods for geometrically regular-
izing the deformations includes as-rigid-as-possible (ARAP)
regularizer [6], embedded deformation graphs [7] and thin
plate spline model [8]. The physics based framework for
deformation modelling includes mass-spring-damper systems
[9], finite element model (FEM) [10] and kinematic chain
[11]. For model based tracking of non-rigid objects, the
representation of the model is usually done by a set of
triangular faces representing the surface of the object. How-
ever, tetrahedral, volumetric model is preferred [12] for
tracking using mass-spring-damper systems, while the FEM
based systems available in the literature typically preferred
to use a combination of surface model and volumetric model.
Haouchine et. al. [13] proposed a linear tetrahedral co-
rotational FEM based model for tracking large deformations.
[14] uses co-rotation FEM based model to track deformation
by estimating the direction and magnitude of elastic force
acting on the object using depth information. As summarized
in [15], FEM based approaches suffer from excessive depen-
dency on the availability of the accurate physical properties
of the object being tracked. The approach we propose in this
paper removes this dependency using a novel, closed loop
minimization technique.

The recent advancements in non-rigid object tracking
should also include a survey of tracking and reconstruction
algorithms. [16] uses ARAP to regularize a warp field
from the current state of deformation to a canonical model.
The reconstructed model is visually coherent and accurate.
[17] improves upon this work and proposes to enhance the
accuracy by introducing SIFT based sparse correspondence.
[18] achieves the same objective, but uses Approximately
Killing Vector Field (AKVF) to regularize the deformation.
However, these approaches do not evaluate the per-frame
tracking accuracy. The use of Truncated Signed Distance
Field (TSDF) makes it easier to reconstruct the model,
despite minor inaccuracies in tracking.



B. Contribution

We propose a method for tracking the entire visible surface
of a deforming, non-rigid object in 3D, such that it:
• requires only a very approximate estimate of the phys-

ical properties (Young’s modulus and Poisson ratio) of
the object.

• performs accurate frame-to-frame tracking of deforma-
tion of the non-rigid object.

• has been validated on a simulated data with ground
truth, as well as real data.

The method that we present in this paper is closely related
to [14]. We use co-rotational FEM to simulate the physics
behind the deformation of non-rigid objects and we use a
tetrahedral mesh as the physical model of the object. But,
unlike the approaches in the literature, we extend the method
to perform a closed-loop optimization based on a point-to-
plane geometric error. This additional step of minimization
effectively reduces the dependency of the system on the
accuracy of the physical properties of matter used for the
finite element modelling. Moreover, we dissociate the rigid
and non-rigid tracking into two parallel modules. The rigid
tracking is purely based on the surface model, while the
FEM is used strictly for tracking the non-rigid deformations.
This parallel system is capable of real-time performance.
Our approach has been both quantitatively and qualitatively
evaluated using a combination of ground-truthed, simulated
data and real data.

II. METHOD

We will now describe the details of the methodology that
we use for tracking deformable objects. We begin by de-
scribing the preliminary notations and the elastic deformation
model that we use for interpreting the physics behind the
objects we track. This is followed by a brief description
of the rigid registration module (section II-C). The descrip-
tion of matching the deformable object between consequent
frames is discussed next (section II-D). We follow this up
with the mechanism for computing the Jacobian that links
the variation in the geometric error with the variation of
force applied on a particular vertex. We use this Jacobian
for minimizing the error using an Iteratively Reweighted
Least Square (IRLS) formulation. We finish this section by
summarizing the steps for minimizing the non-rigid error.

A. Notation

We use two types of 3D model for the non-rigid tracking.
The first is a visual-surface model, denoted by V , and
the other one is a tetrahedral, volumetric, internal model,
denoted byM. The visual-surface model is described using a
set of planes which are represented using the nodes defining
the boundary of the surface (usually a triangle) and the
connectivity between these nodes. We can represent this
surface as V =

[
p1 p2 ... pM

]
, where M is the number

of vertices in V and the i-th vertex is pi =
(
Xi, Yi, Zi

)
,

the 3D coordinate of a point in the reference frame of
the base model. We have a corresponding, connectivity

Fig. 1: The depth camera and the base model is centered at
FC , the tracked model is used for the rigid registration of

the pointcloud

map, given by XV =
{{
a1, b1, c1

}
...
{
aN , bN , cN

}}
, where

ai, bi, ci ∈ [0..M ] denotes the indices in V and N is the
number of faces in V , thereby defining connectivity between
its elements. Clearly, the normal ni = (nXi , n

Y
i , n

Z
i ) and

distance to origin di for any given face can be derived from
V and XV using elementary geometry. We similarly define
a tetrahedral, volumetric, internal model M along with its
connectivity map XM, such that every element of XM has
four indices, instead of three. The visual-surface model and
the internal model is maintained at the same reference frame
and together, we refer to them as the base model.

In the proposed approach, a depth camera is used to track
the object from the observed pointcloud. The camera is
maintained at a camera-centered frame of reference FC . The
intrinsic parameters of this camera are denoted by fx, fy , the
focal lengths and cx, cy the optical centers of the image. The
pointcloud captured by the depth camera is represented as a
set of points Pi = (xi, yi, zi), which are the 3D coordinate
of the points in the camera’s reference frame. The visual-
surface model of the object being tracked, denoted by the
tuple {V,XV}, is also based on this same frame of reference,
as shown in Fig. 1.

We use the homogeneous matrix ATB =[
ARB

AtB

0 1

]
to define the rigid transformation

between any two arbitrary Cartesian frame FA and FB ,
where T ∈ SE3. In between frames, the rigid motion of
the object with respect to its previous pose is denoted by
q = (AtB , θu), where θ and u are the angle and axis of the
rotation ARB . The time derivative of q is given as v = δq,
where v ∈ se(3) is the velocity screw.

CTO denotes the transformation from the camera-centered
coordinate frame FC to the object in the pointcloud. For
rigid tracking, we define a tracked model using the tuple
{OV,XV}, such that:

OV = ORC
CV +

(
OtC · · · OtC

)
3×M

(1)

During non-rigid deformation of the base model (CV)
centered at FC , the transformation of (1) is repeated, so that
the model at the object centered reference frame always stays
updated according to the deformation.



B. Deformation Modelling

We use Finite Element Model (FEM) for modelling the
deformation. For the object representation, we consider the
visual-surface model and the internal model to be coupled
with each other in a master-slave configuration. The internal
model acts as the mechanical model, which is the master of
the system [19]. We use a function J to map the position
of CM to CV such that pVi = J

(
pMi

)
.

We use a co-rotational FEM formulation for estimating
the displacement of the nodes after being acted upon by an
external force (for a detailed background on FEM, interested
readers may refer to [20]). Beginning from the previous
description of the visual and the internal model, we describe
the co-rotational model for a single, tetrahedral element of
M. Let the four vertices of this particular face be denoted
by p1, p2, p3 and p4. Let the centroid be FC , as shown in
Fig. 2.

Let us assume that in the next frame, the model undergoes
a rigid rotation, as well as a deformation. Let the rotated
centroid at the new frame be given by CR. An arbitrary
point px in the first frame gets deformed to p in the next
frame. Using the corotational model [21], it can be shown
that:

d̃ = R>
(
U−C + px

)
− px (2)

where R is the rotation matrix (also called the rotator), U
is the total displacement of px, expressed in the base frame
C, and d̃ is the deformational displacement of px, expressed
in the corotated frame CR (all variables with ·̃ are expressed
in the corotated frame CR). Now, applying similar motion to
the nodes of the tetrahedron, we can represent the internal,
elastic forces acting on the nodes by:

Fe = ReBeŨ
R (3)

Here, ŨR = (p̃1, p̃2, p̃3, p̃4)
12×1

, Be
12×12

is the stiffness matrix

and Re
12×12

is the block diagonal matrix of four R rotation

matrices stacked diagonally. Fe
12×1

is the elastic forces acting

on the nodes of this tetrahedral element.
To resolve the interaction between forces and their result-

ing displacement using the FEM, we solve a second order
differential equation, given by:

Mp̈ + Dṗ + Bp = Fext + Fe (4)

Fig. 2: Demonstration of the kinematics of a single element
of a corotated, tetrahedral mesh. In the corotated frame, the

red outline shows the deformed surface

where M and D are the model’s mass and damping matrices
respectively. B is the global stiffness matrix. Fext are
the external forces acting on the vertices. The method for
determining Fext is discussed in the subsequent sections. To
solve this differential equation, we use a linear solver based
on conjugate gradient descent [19]. To impose additional
constraint on the solution of (4), it can be multiplied using
a projection matrix that sets the values of certain indices to
zero. We use the projective constraint to eliminate the rigid
motion of the object. This is discussed in the next section

It must be noted that the force Fext is just the deforming
force acting on the model, and does not include the forces
causing the rigid transformation of the body. In fact, the
deformation model proposed here is completely independent
of rigid motion, the effects of gravity and interaction with
other contact surfaces. As described in section II-C, the
rigid motion is tracked separately. This separation of rigid
and non-rigid tracking method, along with the minimization
described section II-D, makes the overall system independent
from the inaccuracies of the physical parameters.

C. Rigid Registration
The rigid registration is a joint minimization of two

error terms: depth based geometric error and keypoint based
feature tracking [22]. The two error terms are explained
below:

1) Depth based geometric error: Assuming that we know
the accurate CTn−1

O at the (n − 1)-the frame and n−1Tn

gives the initial estimate of transformation between previous
and current frame, the error is given as:

eD(n−1qn) =
((

n−1RnP + n−1tn
)
· nk

)
− dk (5)

where nk and dk are the normal and distance to origin
respectively, for the k-th planar face that corresponds with
the point P in the pointcloud. The Jacobian that links the
variation of the error eD(n−1qn) with the time varying
n−1q̇n, is given by:

JD
i =

[
n>k

[
nk

]
×Pi

>
]

(6)

2) Feature based minimization: The Harris corner fea-
tures are used for tracking with keypoints. This is based on
the classical KLT algorithm [23]. Let u = (x, y, 1) be the
homogeneous 2D coordinate of a feature point in the (n−1)-
th image and u∗ = (x∗, y∗, 1) be the matched coordinate for
the same point in the n-th frame. We define the error term
as:

eK(n−1qn) =

(
x(n−1qn)− x∗
y(n−1qn)− y∗

)
(7)

where (x(n−1qn), y(n−1qn), 1) = n−1Hnp, given that:

n−1Hn = n−1Rn +
n−1tn
d

n> (8)

where n and d are interpreted in the same way as (5).
The corresponding Jacobian that relates the variation of
eK(n−1qn) with the time variation of n−1qn is given by:

JK =

[
− 1

Z 0 x
Z xy −(1 + x2) y

0 − 1
Z

y
Z (1 + y2) −xy −x

]
(9)



Given these two errors and their corresponding Jacobian,
the combined error e(n−1qn) is obtained by stacking the
vectors eD(n−1qn) and eK(n−1qn), while the combined
Jacobian J is obtained by stacking JD on JK . The combined
error is minimized with the update given by:

v = −λ
(
WJ

)+
We (10)

where W is the weight matrix for outlier removal using the
Tukey m-estimator [24], and v ∈ se(3). This becomes an
iteratively re-weighted least squares problem.

D. Non Rigid Tracking

Before starting the non-rigid tracking using a minimization
technique, it is necessary to determine the possible points of
application of forces that needs to be tracked. It is sufficient
to track only a small subset of nodes, depending upon a
set of criteria. These criteria, as detailed below, is obtained
by clustering the error from the rigid tracking step. Only
regions surrounding the clusters with higher value of errors
are considered to be relevant for non-rigid tracking.

At the end of the rigid registration process, we can easily
construct a map that links the points in the 3D pointcloud to
their corresponding geometric error from (5). Given that eDi
denotes the error for the i-th point Pi in the entire pointcloud
P, it is possible to derive a new pointcloud P∗ using a linear
thresholding operation, such that P∗ = {Pi ∈ P|eDi ≥ θD},
where θD is a threshold that depends on the geometry of
the object being tracked. We subject the pointcloud P∗ to
a clustering step using Eucledian distances [25]. Very small
clusters and clusters spanning more than half of the size of
the entire pointcloud are discarded. Let us assume that we
obtain j clusters from this operation, denoted by K1,K2, · ·
·,Kj , and their corresponding centroids are represented by
k1,k2, ···,kj , where k = (x, y, z, 1) is the homogeneous 3D
coordinate of the point w.r.t FC . These points are inverse
transformed with the last estimate of CTO obtained after
minimization with (10), such that k∗i =

(
CTO

)−1
ki. For

all these j centroids, we determine their nearest neighbors
in CM using the k-nearest neighbor algorithm [26]. Let the
nearest neighbors of k∗1,k

∗
2, · · ·,k∗j in CM be denoted by

CMk1,
CMk2, · · ·,CMkj .

For the following discussion, let us consider an arbitrary
ki-th cluster alone, which we refer to as CMi for the sake of
simplicity. At this stage, we must modify (5) to accommodate
a slightly different variant of the same error function. We re-
define it as eN

(
OVi

)
= nr · Ps − dr assuming the r-th

plane corresponds to the s-th point in the pointcloud, and
the normal nr and the distance to origin dr is derived from
OVi.

Jacobian Computation: The Jacobian that relates the
variation of eN

(
OVi

)
with the variation of the applied force

is computed numerically by perturbing the node CMi by a
very small, constant force ∆FJ successively along the three
axes, as shown in Fig. 3. After applying the force on the
node, a simulation of FEM is done using the minimization
described in section II-B - (4). After the conjugate gradient

Fig. 3: The node closest to the centroid of a cluster is
perturbed by a small force along the three axes in both
positive and negative direction, producing six deformed

configurations per node

solver optimizes (4), the system will attain a static condition.
There will be six such configurations of the mesh, obtained
by the perturbation along the positive and the negative direc-
tion of the three axes. We denote these new configurations
of CMi as CMX+

Ji
, CMX−

Ji
, CMY+

Ji
, CMY−

Ji
, CMZ+

Ji
and

CMZ−
Ji

. This is immediately propagated down to the visual-
surface model via the map CVJi

= J (CMJi
). We take these

modified, visual mesh and transform it back to the registered
pointcloud using (1). The relation of the variation of the
external force with the variation in error can be expressed as
ėN (OVJi) = JiḞext The term Ji is obtained numerically
by finite difference computation. The final Jacobian used
is: Ji =

(
JX
i JY

i JZ
i

)
. The temporary deformation of

the model for Jacobian computation is discarded, once the
Jacobian has been determined.

Minimization: So far, j nodes have been selected for
application of external force to deform the model. We have
n points in the pointcloud, and their correspondence with
the model is known. At the first iteration, the initial estimate
of the vertically stacked force vector Fn−1

ext︸ ︷︷ ︸
3j×1

is set to zero.

These Jacobian matrices are stacked up horizontally, such
that J︸︷︷︸

n×3j

=
(
J1 J2 · · · Jj

)
The update is computed as:

∆F = −λ
(
W︸︷︷︸
n×n

J
)+

WeN (OV)︸ ︷︷ ︸
n×1

The force vector is updated

by Fn
ext = Fn−1

ext + ∆F. This force is applied on the base
model and the final node displacements are determined, once
again, using (4).

III. IMPLEMENTATION

There are a few practical aspects of implementing this
algorithm which needs to be discussed. It is necessary to
associate every 3D point Pi with one of the planes of the
visual-surface model OV . At every frame, we know the value
of CTO obtained at the previous frame. We project the 3D
points OV for all visible planes into the image obtained in the
current frame. The visibility is checked using the classical
ray-casting algorithm [27]. The ray-casting is also necessary
for imposing the projective constraints. The nodes invisible



to the camera are considered to be immobile. We do not
consider the volumetric, internal mesh to be an input to the
system. The mesh is rather generated apriori, using Dirichlet
tessellation, followed by Delaunay tetrahedralization of the
input mesh using the Bowyer-Watson algorithm [28].

The approach proposed here does not require a visual
segmentation for separating the region of interest from the
background. This is done by initializing the pose of the object
at the first frame using pre-trained markers on the object. It is
done using the ViSP library [29], by matching the keypoints
detected in the very first image with those extracted in the
training images using an approach similar to [30].

The algorithm is implemented using a parallel framework,
where two different processes are involved with the rigid and
non-rigid tracking of the object. The rigid tracking module
is capable of processing each frame at < 100 ms, thereby
ensuring real-time interaction. The un-optimized, non-rigid
tracking code runs at 800ms to 1.3s (approximately) per
frame, depending on the size of the object and its proximity
to the camera. The results reported here have been achieved
using processes running on a single core of a i7-6600U CPU
with 16GB of RAM. An Intel Skylake GT2 GPU has been
utilized, but only for the ray-casting. The FEM solvers are
implemented using the SOFA library [19], without using
CUDA. The rigid tracking process runs at > 10 fps, while the
non-rigid tracking module handles every 10-th/12-th frame
coming from the sensor.

IV. RESULTS

The results are validated on two sets of simulated data, as
well as on multiple real objects1.

Simulation: For the simulated data, the deformation of
the objects were generated using simulation of co-rotational
FEM. Two objects are considered, a cube and a rectangular
board. They are made to undergo simple but large deforma-
tions, as shown in Fig. 4. We made the dataset available at:
github.com/lagadic/nr-dataset. The visual models produced
as an output of the simulation were subjected to texturing,
shading and rendering using the Blender2 software, followed
by the generation of the pointcloud using a RGB-D camera
simulator. In the simulation, both the objects were modelled
using Young’s modulus (YM) of 50000 Pa and Poisson’s
ratio of 0.3. Rayleigh mass was assumed to be 0.1 and
Rayleigh stiffness to be 0.3.

The simulated dataset is used not only to validate our
approach, but also to compare the proposed method to a
partial re-implementation of [14], where a co-rotational FEM
is simulated for non-rigid object tracking. The external,
elastic forces, fext, acting on the object is given by fext,i =
kext,i(xi − yi), where kext is the stiffness corresponding to
the external elastic force and yi is a point in the pointcloud
which has been matched to xi, a vertex on the mesh. We re-
implemented this method. Moreover, to reduce ambiguity, the

1All results can be viewed at: youtu.be/2aqrGtLcrqU
2https://www.blender.org/

Fig. 4: The undeformed model of the board and the cube.
The arrows in the image shows the approximate direction

of application of force

per vertex displacement vector (xi − yi) was obtained from
the ground-truth in this re-implementation. In the subsequent
text, the results obtained from the approach proposed in this
paper are denoted by PA, while the results from the partial
re-implementation of [14] are denoted by SOA.

To analyze the robustness of the two approach, experi-
ments were repeated by varying the Young’s modulus of the
model for determining the variance in error with change
in physical parameters. The physical parameters used for
simulation are considered unknown in the implementation of
the proposed approach. The tracking was repeated over the
values of 5 Pa, 500 Pa, 50000 Pa, 5 × 106 Pa and 5 × 108

Pa respectively. The results are summarized in Fig. 5. In the
figure, the ground-truth of the model undergoing deformation
is provided in the left-most column. The rest of the images
show the 3D model (the tracked model) obtained from the
tracking algorithm, placed into the pointcloud with the latest
estimate of CTO.

Since the ground-truth for the deformation is known, it
is possible to compute the Hausdorff distance metric [31]
between the output of the tracking and the ground-truth, to
quantify the error between the ideal and the actual output.
Fig. 6 delineates the Hausdorff distance of the output for
various values of Young’s modulus.

As given in Table I, the mean error in terms of Hausdorff
distance using PA and SOA are 0.305 and 1.622 units for
the cube dataset and 0.834 and 1.100 units for the board
dataset respectively (the length of the largest diagonal is
69.28 and 55.19 units for the cube and the board models
respectively). Hence, the tracking accuracy of the proposed
approach is 81.18% better than SOA in the cube data and
24.20% better than SOA in the board data. The tracking
accuracy of the proposed approach in terms of Hausdorff
distance varies only by an average of 5.006% when the
Young’s modulus is increased by a factor of 108. It can
therefore be claimed that the system is significantly robust
to error in the estimation of the physical properties used to
model the deforming object. It must be noted that the results
shown for SOA contains only the error in estimating the
magnitude of deformation of the objects. As stated before,
the direction of application of force is provided to SOA from
the ground-truth in our re-implementation (while PA makes
no such exception), which explains the impressive accuracy
of SOA when using Young’s modulus equal to the ground-



Young’s Modulus (Pa)
Ground-truth 5 500 5× 104 5× 106 5× 108

(a) Tracking deformation of the cube across different values for Young’s modulus

Young’s Modulus (Pa)
Ground-truth 5 500 5× 104 5× 106 5× 108

(b) Tracking deformation of the board across different values for Young’s modulus

Fig. 5: Comparison between the proposed approach (PA) and state-of-the-art (SOA) for the cube and the board sequence.
The images show the tracked model, positioned in the pointcloud with the current estimate of CTO, thereby causing the
model to be partially occluded by the pointcloud. The small, red cubes are the model vertices. In the experiments, SOA
fails to track accurately when YM is lower than the ground-truth value (5× 104 Pa) and tends to overcompensate the

deformation when YM is higher. PA maintains consistently accurate tracking, regardless of the changes in the value of YM

truth value for simulation (50000 Pa).
Real Data: The real data has been captured using the Intel

RealSense SR300 RGB-D camera. It is a commodity level
depth sensor that produces RGB-D images of reasonably

good resolution between 20 to 150 cm distance. Three
objects have been tracked for the validation: a) a pizza, b)
a cuboidal soft toy and c) a rectangular sponge. A Poisson’s
ratio of 0.3 was assigned to all the objects uniformly. All



Fig. 6: Comparison of Hausdorff distance between output
and ground-truth for PA and SOA for multiple values of

Young’s modulus

Young’s Modulus: 5 Pa 500
Pa

5× 104

Pa
5× 106

Pa
5× 108

Pa

Cube PA 0.3118 0.3118 0.3009 0.3009 0.3009
SOA 4.6448 2.3788 0.0051 0.3455 0.7383

Board PA 0.8239 0.8239 0.8761 0.8237 0.8246
SOA 2.0562 1.5674 0.064 0.9092 0.9081

TABLE I: Table for comparison of Hausdorff distance
between output and ground-truth for PA and SOA for

multiple values of Young’s modulus

the objects were tracked using multiple values of Young’s
modulus which were set coarsely and empirically. The pizza
data was tracked with an Young’s modulus of 5 × 103 Pa,
5×104 Pa and 5×105 Pa, the toy was tracked using 5×104

Pa, 5 × 105 Pa and 5 × 106, and the sponge was tracked
using 8× 105 Pa, 8× 106 Pa and 8× 107 Pa. The tracking
results are shown in Fig. 7. Given these results, the average,
per pixel point-to-plane error for multiple values of Young’s
modulus are given in Fig. 8.

V. DISCUSSION

The approach proposed in this paper accurately tracked
all the deforming objects that it had been experimented
upon. The results are promising and the validation tests
of the approach had been successful. This approach has
shown significant improvement over equivalent methods seen
in the literature. Using the proposed approach, FEM based
deformation tracking no longer needs to be fine tuned for the
precise physical parameters of the objects being tracked. The
overall algorithm, especially the Jacobian computation, re-
mains highly parallelizable. There remains significant scope
for performance optimization, which could be an important
future work.

VI. CONCLUSION

We present an algorithm to track deformable objects
using RGB-D camera. The FEM based deformation tracking
methods available in the literature suffers from the drawback
of being excessively dependant on the accurate knowledge

Fig. 7: The tracking out for the pizza (top), toy (middle)
and sponge (bottom). Input denotes the pointcloud

obtained from the RGB-D camera, projected on the image
plane, the second row shows the tracked model placed

inside the pointcloud with the current estimate of CTO and
the third row depicts the base model separately

of the physical properties of the object being tracked.
However, the approach proposed in this paper removes this
dependency, while accurately tracking the deforming object.
This will be beneficial when tracking deformation in objects
with unknown physical properties. The algorithm is capable
of real-time interaction using a parallelized architecture.
The approach has been validated on simulated objects with
ground-truth, as well on real objects of unknown physical
properties. The simulated dataset with ground-truth and all
real data used in this paper has been made publicly available
for future research and comparison.
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(a) Variation of mean point-to-plane error for multiple values of
Young’s modulus, taken across consecutive frames

(b) The mean point-to-plane error across all the frames, plotted
against the respective Young’s Modulus (shown inside the bars,

the values are in Pascal)

Fig. 8: Summary of point-to-plane error obtained from
experiments on real data
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