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Abstract

The microgrid concept represents a promising approach to facilitate the large-scale integration of renewable energy sources.
Motivated by this, the problem of global synchronization in droop-controlled microgrids with radial topology is considered. To
this end, at �rst a necessary and su�cient condition for existence of equilibria is established in terms of the droop gains and the
network parameters. Then, the local stability properties of the equilibria are characterized. Subsequently, su�cient conditions
for almost global synchronization are derived by means of the multivariable cell structure approach recently proposed in [1].
The latter is an extension of the powerful cell structure principle developed by Leonov and Noldus to nonlinear systems that
are periodic with respect to several state variables and possess multiple invariant solutions. The analysis is illustrated via
numerical examples.
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1 Introduction

1.1 Motivation and existing literature

The development of low-carbon, yet e�cient and a�ord-
able, future energy systems requires a major transfor-
mation of today's power systems [2,3]. In particular, the
increasing penetration of volatile distributed generation
(DG) units on the low (LV) and medium voltage (MV)
levels calls for new power system operation paradigms.
The microgrid (MG) has been identi�ed as a fundamen-
tal concept to facilitate this transition [4�6].

A MG is an electrically connected subsystem of a larger
power system, which is connected to the main system
via a single point of connection termed point of common

? Corresponding author J. Schi�er. Tel. +49-355-692809.
Fax +49-355-692453.

Email addresses: schiffer@b-tu.de (Johannes Schi�er),
Denis.Efimov@inria.fr (Denis E�mov),
ortega@lss.supelec.fr (Romeo Ortega).

coupling (PCC) [4,5,7]. A typical MG is comprised of
several DG units, loads and, possibly, storage devices.
Compared to conventional distribution networks, MGs
have the capability of operating either in grid-connected
mode or islanded mode, i.e., completely isolated from
the main system. Therefore they have, among other ben-
e�ts, the potential to signi�cantly enhance network re-
silience [6]. Clearly, to fully exploit the new possibilities,
which can be o�ered by MGs, adequate control strate-
gies are needed [5,8]. This necessity is further evidenced
by the fact that most DG units are interfaced to the net-
work via power inverters, instead of synchronous gener-
ators (SGs) as in conventional power systems [9,10,7].

In the present paper, we focus on frequency synchroniza-
tion, which�as in any alternating current (AC) power
system�is a prime control objective in MGs [5,8]. As
such it has received signi�cant attention in recent years
and there are a large variety of possible control schemes
to address this objective, such as droop control [11,10],
virtual synchronous machines [12�14], virtual oscillator
control [15] and frequency control schemes implemented
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in a synchronous dq reference frame [16�19].

As of today, the most commonly employed control
scheme in MGs is droop control [5,10,6]. Droop control
is a decentralized proportional control scheme, which
can jointly achieve frequency synchronization and power
sharing [5,10,6]. The latter is an important additional
control objective in MGs, since it allows to specify the
steady-state utilization of the DG units relative to each
other, while at the same time satisfying the load de-
mand in the MG [20]. Furthermore, droop control has
the advantage of allowing for a seamless joint operation
of inverter- and SG-interfaced units [21] and being able
to provide robustness with respect to time delays [22,23]
as well as clock drifts [24].

Compared to these features, the satisfactory perfor-
mance of the control schemes derived in [16�18] criti-
cally relies on the assumption that the internal clocks
of the DG units are synchronized by a global time
synchronization signal provided through a global posi-
tioning or communication system [10]. Furthermore, the
approaches in [15�18] can not ensure a desired power
sharing.

A decentralized control scheme for inverters ensuring al-
most global convergence of trajectories has recently been
proposed in [25,26]. Yet, the approach is restricted to
purely inverter-based networks and the convergence re-
sult requires the complete a-priori knowledge of the sta-
tionary solution, which is di�cult to obtain in practice.

1.2 Contributions

The main contribution of the paper is to provide a global
synchronization analysis of droop-controlled MGs with
radial topology. The latter is a frequently encountered
feature in MGs [10] and distribution networks [27]. Fur-
thermore, the benchmark models developed by the CI-
GRE Task Force C6.04.02 indicate that a radial topol-
ogy will also be relevant in future distribution networks
[28,29]. For that purpose and since the synchronization
frequency is identical for all DG units we perform a
change of coordinates, which allows to cast the (global)
synchronization problem as a (global) stability analysis
problem. In contrast to the present work, all available
analytic stability conditions for droop-controlled MGs,
e.g., [20,30,31], permit to assert only local stability prop-
erties.

The MG dynamics and its stationary equations, as those
of any AC power system, are nonlinear and periodic with
respect to certain state variables (namely, the phase an-
gles). As a consequence, the MG possesses multiple in-
variant solutions. In the context of stability investigation
for nonlinear systems with multiple invariant sets, the
Lyapunov function method is the main tool, which pro-
vides necessary and su�cient stability conditions [32�
40]. Yet, the main di�culty frequently encountered in

the application of Lyapunov methods to practical sys-
tems is the lack of constructive techniques for the design
of suitable Lyapunov functions. Therefore, any extension
of this methodology geared towards relaxing the usual
Lyapunov stability requirements is of great importance
in applications.

For the present case of a system with periodic dynamics,
Leonov [41,42] and Noldus [43] proposed the cell struc-
ture approach, which signi�cantly relaxes the positive
de�niteness and smoothness requirements of the stan-
dard Lyapunov function approach, while allowing to as-
sess Lagrange stability of the system. These properties
have recently been exploited to provide global stabil-
ity analyses for power systems with conventional syn-
chronous generators [44,45]. Yet, these analyses are re-
stricted to the single-machine-in�nite-bus scenario, be-
cause the cell structure approach of Leonov and Noldus
is only applicable to systems, whose dynamics are pe-
riodic with respect to a scalar state variable. This fun-
damental drawback has motivated the development of a
multivariable cell structure framework and the concept
of a Leonov function in [46,1].

Unlike the original cell structure framework, the ap-
proach in [46,1] is applicable to nonlinear systems,
whose dynamics are periodic with respect to several
state variables and which possess multiple invariant
solutions. Clearly, both latter properties are inherent
features of MGs. Furthermore, compared to standard
Lyapunov theory [47,48], the use of Leonov functions
permits to relax the usual sign de�niteness requirements
on the Lyapunov function and its time-derivative by
exploiting the periodicity of the system dynamics. This
relaxation is essential to provide conditions for global
boundedness of trajectories in the MG case.

In summary, the presented analysis consists of the fol-
lowing four main items:

• Derive necessary and su�cient conditions for exis-
tence of synchronized solutions and their local stabil-
ity properties.
• Provide su�cient conditions for global boundedness
of trajectories via the multivariable cell structure ap-
proach recently proposed in [46,1].
• By using these results, establish almost global asymp-
totic stability of the desired equilibrium set of theMG,
i.e., we show that for all initial conditions, except a
set of measure zero, the solutions of the MG converge
to an asymptotically stable equilibrium point.
• Illustrate the e�ciency of the proposed conditions nu-
merically via a MG based on the CIGRE benchmark
MV distribution network [29]. To this end, we also
suggest a numerical evaluation procedure.

A discussion on the physical implications of the derived
conditions is also provided in the paper. We believe
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that�even though being based on a simpli�ed model�
the present analysis contributes towards a more com-
plete understanding of the synchronization problem in
MGs by providing a very di�erent (global) perspective
on the problem compared to the available literature. In
addition, our results are directly applicable to the syn-
chronization problem of second-order Kuramoto oscil-
lators [49,50] and the employed approach has also the
potential to be used�with appropriate modi�cations�
in the global analysis of more generic complex oscillator
networks [51].

Furthermore, the analysis in the present paper extends
our related work [52] in several respects: �rst, we present
necessary and su�cient conditions for existence of equi-
libria and their local stability properties; second, we pro-
vide a detailed proof of our main result; third, we dis-
cuss the (physical) implications of the proposed stabil-
ity conditions; �nally, we suggest a numerical evaluation
procedure to verify our conditions.

The remainder of the paper is structured as follows. The
employed MG model is introduced in Section 2 and its
equilibrium set is characterized. The conditions for al-
most global synchronization are given in Section 3. Nu-
merical examples to illustrate the derived conditions are
presented in Section 4. Conclusions and an outlook on
future work are given in Section 5.

Notation. We de�ne the sets R≥0 := {x ∈ R|x ≥ 0},
R>0 := {x ∈ R|x > 0} and S := [0, 2π). The set of
complex numbers is denoted by C and that of nonneg-
ative integers by Z≥0. For a set V, |V| denotes its car-
dinality. For a set of, possibly unordered, positive nat-
ural numbers V = {l, k, . . . , N}, the short-hand i ∼
V denotes i = l, k, . . . , N. Given a positive integer N,
0N ∈ RN denotes the vector of all zeros, 1N ∈ RN
the vector with all ones and IN the N × N identity
matrix. Let x = col(x1, . . . , xN ) ∈ RN denote a col-
umn vector with entries xi ∈ R. Whenever clear from
the context, we simply write x = col(xi) ∈ RN . Let
diag(ai) ∈ RN×N denote a diagonal matrix with entries
ai ∈ R. Let j denote the imaginary unit. The complex
conjugate of a vector v ∈ CN is denoted by v∗. For a
matrix A ∈ RN×N , λmax(A), respectively λmin(A), de-
notes the maximum, respectively minimum, eigenvalue
of A. For a (smooth) function f : RN → R, ∇f de-
notes its (transposed) gradient and ∇2f its Hessian.
We employ the short-hands ∇f(x∗) := ∇f(x)|x=x∗ and

∇2f(x∗) := ∇2f(x)|x=x∗ . Furthermore, |x| =
√
x>x de-

notes the usual Euclidean norm of a vector x ∈ RN
and |x|∞ = maxi |xi| its in�nity norm. For x ∈ RN ,
the element-wise sine, cosine, arcsine and tanh functions
are denoted by sin(x) ∈ [−1, 1]N , cos(x) ∈ [−1, 1]N ,
arcsin(x) ∈ [−π2 , π2 ]N (with ‖x‖∞ ≤ 1) and tanh(x) ∈
[−1, 1]N , respectively. Also, tanh2(x) denotes the square
function applied element-wise to tanh(x).

2 Microgrid model, synchronized motions and
equilibria

2.1 Microgrid model

We consider a MG with mixed rotational and inverter-
interfaced generation pool [21,7]. The topology of the
electrical network is described by an undirected and con-
nected graph G = (N , E), where the set of network nodes
is denoted by N = {1, 2, . . . , N}, N > 1 and the set of
edges (representing power lines) by E = {e1, . . . , em},
see [7]. Furthermore, by associating an arbitrary order-
ing to the edges, we introduce the node-edge incidence
matrix B ∈ RN×m, the entries of which are de�ned as
bil = 1 if node i is the source of the l-th edge el, bil = −1
if i is the sink of el and bil = 0 otherwise.

We associate a phase angle θi : R≥0 → R and a cor-

responding electrical frequency ωi = θ̇i to each node
i ∈ N . In contrast to their more usual de�nition in SN
(i.e., theN -dimensional torus), it is essential for the sub-
sequent analysis to de�ne the angles inRN .This permits
us to construct a continuous Lyapunov-like function (see
Section 3.4), which contains linear terms in the angles θi
and is instrumental to establish our main global stabil-
ity claim 1 . Following the usual approach in frequency
synchronization studies [55,30], we assume that the volt-
age amplitudes at all nodes are positive real constants.
Furthermore, we assume that all line impedances are
purely inductive. This can be justi�ed as follows [30,20].
Although in MV and LV networks the line impedance
is typically not solely inductive, both the output (LCL)
�lter and the output transformer impedances of a DG
unit are usually mainly inductive. In this case, the re-
sistive part of the admittances are dominated by the in-
ductive ones. This applies in particular to MGs on the
MV level. We only consider such MGs and absorb the
inverter output admittance into the line admittances,
while neglecting all resistive e�ects. In the present case
this assumption is additionally justi�ed since the con-
sidered droop control of [11] is mainly used in MGs
with dominantly inductive admittances [10]. Hence, if
node i ∈ N is connected to node k ∈ N , this is repre-
sented by a nonzero line susceptance Bik ∈ R<0. If these
nodes are not connected via a power line, then Bik = 0.
The set of neighbors of a node i ∈ N is denoted by
Ni := {k

∣∣ k ∈ N , k 6= i , Bik 6= 0}. Under the made

assumptions, the active power �ow Pi : R|Ni| → R at
node i is given by 2 [55]

Pi = GiiV
2
i +

∑
k∼Ni

|Bik|ViVk sin(θik), (1)

1 De�ning the phase angles in Euclidean space is also a
common step in local Lyapunov-based stability analysis of
power systems and MGs [53,20,54,31].
2 To simplify notation, the time argument of all signals is
omitted in the sequel.
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where we have introduced the standard short-hand nota-
tion θik = θi−θk and Vi ∈ R>0 and Vk ∈ R>0 denote the
voltage amplitudes at the i-th, respectively k-th, node.
Moreover, Gii ∈ R≥0 represents the shunt conductance,
i.e., the active power load 3 , at node i.

Furthermore, we assume that all generation units are
equipped with the standard droop control [55,10]. Then,
as shown in [21,20], the dynamics of both rotational and
inverter-interfaced generators can be modeled by the
well-known swing equation [55]. Thus the dynamics of
the unit at the i-th node, i ∈ N , are given by [21,20]

θ̇i = ωi,

Miω̇i = − 1

ki
(ωi − ωd)− Pi + P di ,

(2)

where ki ∈ R>0 is the frequency droop gain, and thus
a design parameter, ωd ∈ R>0 is the nominal electrical
frequency, P di ∈ R is the active power setpoint and the
active power �ow Pi is given by (1). For rotationally in-
terfaced units, Mi ∈ R>0 denotes the inertia constant
of the machine, while for inverter-interfaced units the
virtual inertia constant is given by Mi = τPi/ki, where
τPi ∈ R>0 is the time constant of the power measure-
ment �lter [20,7]. Thus, in general, for inverter-interfaced
unitsMi is also a design parameter. However, to simplify
the presentation, in the sequel we assumeMi is constant
for both rotational and inverter-interfaced units. This is
justi�ed by the fact that for any given Mi and ki, we
can select a corresponding τPi

. For further details on the
employed modeling procedure, we refer the reader to [7].

For our subsequent analysis, we make the following as-
sumption on the MG topology, which is commonly en-
countered in distribution networks [10,27�29].

Assumption 1 The graph G describing the topology of
the system (2), i = 1, . . . , N, is a tree. �

With Assumption 1, B has full column rank, i.e., m =
N − 1. Since then B has linearly independent columns,
its pseudo-inverse B+ is given by

B+ = (B>B)−1B>, (3)

and B+ is a left-inverse of B, i.e., B+B = I(N−1).

In order to write the system (1), (2), i ∼ N , compactly,
we introduce the matrices

M = diag(Mi) ∈ RN×N>0 ,K = diag (ki) ∈ RN×N>0 ,

3 For constant voltage amplitudes, any constant power load
can equivalently be represented by a constant impedance
load, i.e., to any constant P ∈ R>0 and constant V ∈ R>0,
there exists a constant G ∈ R>0, such that P = GV 2. Simi-
larly, a constant current load I ∈ R>0 can be represented by
I = GV.

and the vectors

θ = col(θi) ∈ RN , ω = col(ωi) ∈ RN ,
P net = col(P di −GiiV 2

i ) ∈ RN .

With am = ViVk|Bik|, m = 1, . . . , N − 1, we de�ne the
diagonal matrix of line weights

A = diag(am) ∈ R(N−1)×(N−1), (4)

and the potential function U : RN → R,

U(θ) = −
∑
{i,k}∈N×N

ViVk|Bik| cos(θik)

= −1>(N−1)Acos(B>θ).
(5)

The potential U(θ) and its gradient,

∇U(θ) = BAsin(B>θ), (6)

possess the following symmetry properties for anyα ∈ R,

U(θ + α1N ) = U(θ), ∇U(θ + α1N ) = ∇U(θ). (7)

These symmetry properties arise from the fact that the
power �ows (1) only depend upon angle di�erences. Fur-
thermore, since 1>NB = 0N ,

1>N∇U(θ) = 0. (8)

Then, the system (1), (2), i ∼ N , can be written com-
pactly as

θ̇ = ω,

Mω̇ = −K−1(ω − ωd1N )−∇U(θ) + P net.
(9)

Remark 2 In addition to a MG, the model (9) can also
represent a bulk power system, as well as a second-order
Kuramoto model. For N = 1 the model (9) reduces to a
nonlinear pendulum, see [56, Section V].

2.2 Synchronized motions and equilibria

We employ the de�nition below to characterize desired
invariant solutions of the system (9).

De�nition 3 The system (9) admits a synchronizedmo-
tion if it has an invariant solution for all t ≥ 0 of the
form

θs(t) = ωst+ θs0, ωs = ω∗1N ,

where ω∗ ∈ R and θs0 ∈ Rn such that

|θs0,i − θs0,k| <
π

2
∀i ∈ N , ∀k ∈ Ni.

�
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Note that the shift-invariance properties (7) have the fol-
lowing well-known implication for synchronized motions
of the system (9). If the system (9) possesses a synchro-
nized motion θs(t) = ωst+ θs0 + α1N , ω

s = ω∗1N with
α = 0, then it always admits an in�nite number of syn-
chronized solutions for α ∈ R. In addition, from (8) and
(9), it follows that for ω̇s = 0N [20]

1>NMω̇s = 0 ⇒ ω∗ = ωd +
1>NP

net

1>NK
−11N

. (10)

Therefore, ω∗ is uniquely de�ned by P net and K.

Motivated by these observations, we eliminate the invari-
ant subspace of solutions of (9) through an appropriate
coordinate transformation. Since we focus our analysis
on tree networks and, inspired by [57,31,58], we intro-
duce the new variable

η = B>θ ∈ R(N−1), (11)

where we recall that B is the network incidence matrix.
Thus, η de�nes the phase angle di�erences between the
nodes and is a projection of θ on the subspace orthogonal
to 1N , i.e., for any constant θav ∈ R,

η = B> (θ + θav1N ) = B>θ.

Furthermore, with the change of variables (11) it also
follows from (5) that

U(η) = −1>(N−1)Acos(η),

∇U(η) = Asin(η), ∇U2(η) = Acos(η),
(12)

and thus from (6) that

∇U(θ) = BAsin(B>θ) = B∇U(η).

Consequently, in reduced coordinates, the dynamics (9)
are given by

η̇ =B>ω,
Mω̇ =−K−1(ω − ωd1N )− B∇U(η) + P net.

(13)

Clearly, appearance of a synchronized motion of the sys-
tem (9) corresponds to an equilibrium of (13), i.e.,

η∗ = B>(θs0+ωst+α1N ) = B>(θs0+(ω∗t+α)1N ) = B>θs0.
(14)

Furthermore, asymptotic stability of col(η∗, ωs) is equiv-
alent to asymptotic convergence of the solutions col(θ, ω)
to col(θs, ωs)�up to a constant uniform shift θav1N ,
θav ∈ R, in all angles.

2.3 A necessary and su�cient condition for existence
of equilibria

We provide a necessary and su�cient condition for ex-
istence of equilibria of the system (13). The condition
is similar to that derived for �rst-order MG systems in
[30, Theorem 2]. But compared to the implicit charac-
terization of solutions based on the edge �ows and the
pseudo-inverse of the network Laplacian in [30, Theo-
rem 2], we provide an explicit characterization of the so-
lutions in terms of the system parameters by using the
pseudo-inverse B+ of the network incidence matrix. For
�rst-order Kuramoto oscillator dynamics, the number
of equilibria has also been identi�ed previously in [59,
Corollary 2], but therein the equilibria are not explicitly
given.

Proposition 4 Consider the system (13) with Assump-
tion 1. Recall the matrices B+ in (3) and A in (4). The
system (13) possesses equilibria if and only if∥∥∥∥A−1B+

(
P net − 1>NP

net

1>NK
−11N

K−11N

)∥∥∥∥
∞
≤ 1. (15)

Then, also all equilibria are isolated. Furthermore, if and
only if (15) is satis�ed with strict inequality, then the

equilibria are given by col(ηs,i0 , ω∗1N ) (modulo 2π), where

ηs,i0 , i = 1, . . . , 2(N−1), are permutations of the vectors
ηs0 and

η̂s0 = π1(N−1) − ηs0, (16)

with

ηs0 = arcsin

(
A−1B+

(
P net − 1>NP

net

1>NK
−11N

K−11N

))
.

(17)
�

PROOF. An equilibrium of (13) has to satisfy

P net − (ω∗ − ωd)K−11N = B∇U(ηs0), (18)

with ω∗ uniquely given by (10). With Assumption 1, by
left-multiplying with B+, see (3), we obtain

B+
(
P net − (ω∗ − ωd)K−11N

)
= ∇U(ηs0) = Asin(ηs0).

Since A > 0 and replacing ω∗ with (10), the above is
equivalent to

A−1B+

(
P net − 1>NP

net

1>NK
−11N

K−11N

)
= sin(ηs0),

which is a system of N − 1 decoupled nonlinear equa-
tions that has solutions if and only if (15) is satis�ed.
Clearly, each of these equations has at most two distinct
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solutions given by (17), and exactly two solutions given
by (16) if and only if (15) is satis�ed with strict inequal-
ity, completing the proof. �

Remark 5 Condition (15) has the following physical
interpretation. The stationary active power �ow injec-
tions are given by (18). For a network with radial topol-
ogy, by left-multiplication with B+ these active power
injections can be expressed in terms of the stationary
power �ows across the individual power lines of the mi-
crogrid model (13). Hence, condition (15) states that
for existence of equilibria of the system (13) it is neces-
sary and su�cient that the magnitudes of the station-
ary active power �ows along the individual power lines
do not exceed the maximal possible power �ows, i.e.,
maxηsm∈R (am sin(ηsm)) = am, m = 1, . . . , N − 1, see (4).
This interpretation is also in line with the observations
of [30, Remark 3].

3 Almost global synchronization of droop-
controlled MGs

This section is dedicated to the analysis of global syn-
chronization in radial droop-controlled MGs. Our anal-
ysis is based on the recently proposed multivariable cell
structure approach [46,1] and relies on constructing a
suitable Leonov function for theMG system. To this end,
we perform the following three steps. First, we establish
local stability properties of all equilibria of the system
(13) and construct a suitable error system in Section 3.1.
Then, in Section 3.3 we establish a su�cient condition
for boundedness of trajectories by using the multivari-
able cell structure approach and the concept of a Leonov
function, which were recently introduced in [46,1]. This is
a fundamental prerequisite for the main global synchro-
nization analysis�the third and �nal step performed in
Section 3.4. The employed Leonov function candidate is
presented in Section 3.2 and the derived conditions are
discussed in Section 3.5.

3.1 Local stability and error coordinates

As existence of isolated equilibria is a natural constraint
for a stability analysis, we make the following assump-
tion.

Assumption 6 Condition (15) is satis�ed with strict
inequality. �

Lemma 7 Consider the system (13)with Assumptions 1
and 6. Then, the equilibrium ηs0 in (16) is locally asymp-
totically stable. All other equilibria are unstable and the
Jacobian of the dynamics (13) evaluated at any unstable
equilibrium point has at least one eigenvalue with positive
real part. �

PROOF. Inspired by the proof of [31, Lemma 1], we
observe that the Jacobian of the dynamics (13) can be
written as the matrix product

J (η) = CH(η) ∈ R(2N−1)×(2N−1), (19)

where

C =

[
0 B>M−1

−M−1B −K−1M−2

]
, H(η) =

[
∇2U(η) 0

0 M

]

and ∇2U(η) is a diagonal matrix, see (12).

Recall that K > 0, M > 0 and that with Assumption 1
B has full column rank. Hence,

det(C) = det(−K−1M−2) det(−B>KB) 6= 0,

which shows that C is invertible. Moreover, Assump-
tion 6 implies that for any ηs,i0 , i = 1, . . . , 2(N−1), thema-

trix H(ηs,i0 ) is invertible. Therefore, the matrix J (ηs,i0 )
has no zero eigenvalue.

Since J (η) is asymmetric, we also need to show that

J (ηs,i0 ) has no other eigenvalues on the imaginary
axis. This claim is established by contradiction. Let
v = col(v1, v2), v1 ∈ C(N−1), v2 ∈ CN , be the eigenvec-
tor associated to a non-zero eigenvalue λ ∈ R. Then,

λv1 = B>v2,

λv2 = −M−1B∇2
ηU(ηs,i0 )v1 −M−1K−1v2.

(20)

Since λ 6= 0, we obtain from the �rst equation v1 =
λ−1B>v2. Inserting this in the second expression of (20),
rearranging terms and multiplying with v∗2Mλ from the
left gives

v∗2Mv2λ
2 + v∗2K

−1v2λ+ v∗2B∇2
ηU(ηs,i0 )B>v2 = 0,

which is a quadratic equation in λ. SinceK > 0, we have
that v∗2K

−1v2 6= 0 for all v2 ∈ CN . Hence, it follows that
the matrix J (ηs,i0 ) has no purely imaginary eigenvalues.

Let H(ηs,i0 ) = −H−1(ηs,i0 ) and note that

J (ηs,i0 )H(ηs,i0 ) +H(ηs,i0 )J>(ηs,i0 ) = C + C> ≥ 0.

Thus, by invoking [60, Lemma 2] we conclude that the
number of eigenvalues with negative respectively posi-
tive real parts of the matrix J (ηs,i0 ) is identical to the
number of eigenvalues with negative respectively posi-
tive real parts of the matrix −H(ηs,i0 ) (since the eigen-

values of −H−1(ηs,i0 ) have the same properties).
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For any x ∈ R(N−1), ‖x‖∞ < 1, arcsin(x) ∈
(−π2 , π2 )(N−1), it follows immediately from (12) and (17)
that all eigenvalues of ∇U(ηs0) are positive real. This
together with the fact thatM > 0 implies that all eigen-
values of −H(ηs0) are negative real. Consequently, the
equilibrium point col(ηs0, 0N ) is locally asymptotically

stable [47]. From (16) we see that any other ηs,i0 6= ηs0
has at least one entry, say the k-th, satisfying

η̂s0k = (π − ηs0k) ∈
(
π

2
,

3π

2

)
.

Consequently, −H(ηs,i0 ) has at least one positive real

eigenvalue. Therefore, all equilibria with ηs,i0 6= ηs0 are
unstable [47], completing the proof. �

With Assumption 6, we denote the asymptotically stable
equilibrium point of the system (13) by col(η∗,1Nω∗),
i.e., η∗ = ηs0, and introduce the error states

η̃(t) = η(t)− η∗ ∈ R(N−1), ω̃(t) = ω(t)− 1Nω∗ ∈ RN ,
x̃(t) = col(η̃(t), ω̃(t))

as well as the short-hand

ζ(η̃) = ∇U(η̃ + η∗)−∇U(η∗). (21)

Then, in error coordinates, the system (13) becomes

˙̃η = B>ω̃,
M ˙̃ω = −K−1ω̃ − Bζ(η̃),

(22)

the equilibrium of which is now shifted to the origin
and, because of Assumption 6 and Lemma 7, the origin
is isolated and asymptotically stable. The remainder of
this section is devoted to the analysis of this system.

3.2 Leonov function candidate

The notion of a Leonov function is introduced following
[46,1]. For its presentation, we de�ne three auxiliary sets:

W :={col(η̃, ω̃) ∈ R(2N−1) : |η̃|∞ = c}, π ≤ c <2π,

U := ∪r∈Z≥0
Ur,

Ur :={col(η̃, ω̃) ∈ R(2N−1) : ω̃ = 0N , |η̃|∞ = 2rπ,

Bζ(η̃) = 0N}.
(23)

Since the microgrid dynamics (22) are 2π-periodic in η̃,
the de�nitions of the variable r and of the set Ur, ensure
that the set U includes all equilibria of the system ob-
tained by shifting the one at the origin. This is essential
for the concept of a Leonov function for the system (22),
which is de�ned as follows [46,1].

De�nition 8 ([1]) A C1 function V : R(2N−1) → R
is a Leonov function for the system (22) if there exist
a constant g ≥ 0, functions α ∈ K∞, ψ ∈ K and a
continuous function λ : R→ R, satisfying λ(0) = 0 and
λ(s)s > 0 for all s 6= 0, such that

α(|ω̃|)−ψ(|η̃|)− g≤ V (η̃, ω̃) ∀col(η̃, ω̃) ∈ R(2N−1),

inf
col(η̃,ω̃)∈W

V (η̃, ω̃) > 0, sup
col(η̃,ω̃)∈U

V (η̃, ω̃) ≤ 0

(24)

and the following dissipation inequality holds:

V̇ + λ(V ) ≤ 0 ∀col(η̃, ω̃) ∈ R(2N−1). (25)

�

From (24) and (25), we see that the sign de�niteness re-
quirements of a Leonov function are relaxed compared
to a standard Lyapunov function [48], because the func-
tion V in De�nition 8 does not have to be positive def-
inite with respect to the variable η̃, i.e., the variable
with respect to which the dynamics (22) are periodic.
Furthermore, the time-derivative of V only needs to be
negative de�nite for positive values of V. See [46,1] for
further details.

The requirements on (25) have been further relaxed in
[1, Corollary 3]. This result is used to establish the main
result of the present paper and hence recalled here. For
this purpose, we introduce the following sets:

Ω = {col(η̃, ω̃) ∈ R(2N−1) : V ≤ 0},
Ω′ε,c = {col(η̃, ω̃) ∈ R(2N−1) : V ≤ ε, |η̃|∞ < c},
Z = {col(η̃, ω̃) ∈ R(2N−1) : |ω̃| > ξ},

(26)

with c de�ned in (23) and for some ε ∈ R>0 and ξ ∈ R>0.

Corollary 9 ([1]) Suppose that there exists a Leonov

function V : R(2N−1)→R for the system (22), such that
supη̃∈R(N−1) ψ(|η̃|) < +∞ and the inequality (25) is ver-

i�ed only for col(η̃, ω̃) ∈ (R(2N−1) \Ω)∩(Z∪Ω′ε,c). Then

for all initial conditions col(η̃(0), ω̃(0)) ∈ R(2N−1) the
corresponding trajectories col(η̃, ω̃) are bounded ∀t≥0.�

Let
h(η̃, ω̃) = αK−1ω̃ + Bζ(η̃), (28)

with α ∈ [0, 1] and ζ(η̃) de�ned in (21). By direct calcu-
lations we obtain

d

dt
h = −αK−1M−1h+(α(α−1)K−2M−1+BS(η̃+η∗))ω̃,

(29)
where

S(η̃ + η∗) = ∇2U(η̃ + η∗)B> = Acos(η̃ + η∗)B>. (30)
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Q(η̃) =

[
α(ΦK−1M−1 +K−1M−1Φ) −Φ(α(α− 1)K−2M−1 + BS(η̃ + η∗))

(−Φ(α(α− 1)K−2M−1 + BS(η̃ + η∗)))> 2K−1 − (ν + µ)IN

]
− β

[
IN −αK−1

−αK−1 α2K−2

]
(27)

Let κ ∈ R≥0 be a parameter and Φ ∈ RN×N ,
Φ = Φ> > 0, be a design matrix. Then our proposed
Leonov function candidate for the system (22) is

V (η̃, ω̃) =ω̃>Mω̃ + h>(η̃, ω̃)Φh(η̃, ω̃)− κ
+ 2

[
U(η̃ + η∗)− U(η∗)−∇U>(η∗)tanh(η̃)

]
=

[
Bζ(η̃)

ω̃

]>[
Φ αΦK−1

αK−1Φ M+α2K−1ΦK−1

]
︸ ︷︷ ︸

:=Ψ

[
Bζ(η̃)

ω̃

]

+ 2[U(η̃ + η∗)− U(η∗)−∇U>(η∗)tanh(η̃)]

− κ.
(31)

We also make use of this lower bound for V in the sequel:

V (η̃) =2[U(η̃ + η∗)− U(η∗)−∇U>(η∗)tanh(η̃)]

+ λmin(Ψ)|Bζ(η̃)|2 − κ ≤ V ∀(η̃, ω̃) ∈ R(2N−1),
(32)

and, in particular, of its behavior in the set

Ω={col(η̃, ω̃) ∈ R(2N−1) : V ≤ 0, 0 < |η̃|∞ ≤ c}. (33)

3.3 A condition for global boundedness of solutions

A su�cient condition for global boundedness of trajec-
tories is presented by deriving conditions under which V
in (31) is a Leonov function for the dynamics (22). To
streamline the presentation of our result the following
assumption is needed.

Assumption 10 Recall the setsW and Ω and the func-
tion V de�ned in (23), (33) and (32), respectively. Con-
sider the matrix Q(η̃) given in (27). There exist param-
eters K > 0, c ∈ [π, 2π), Φ > 0, α ∈ [0, 1], ν > 0, β > 0
and µ > 0, such that

inf
col(η̃,ω̃)∈W

V (η̃) >0,

Q(η̃) ≥0,

sup
col(η̃,0

N
)∈Ω

−β|Bζ(η̃)|2+
1

ν
|Bdiag(tanh2(η̃))∇U(η∗)|2<0.

(34)

�

Proposition 11 Consider the system (22) with As-
sumptions 1, 6 and 10. Select

κ = 2

N−1∑
i=1

|ai sin(η∗i )|. (35)

Then, the function V in (31) is a Leonov function for
the system (22). Furthermore, all solutions of the system
(22) are bounded. �

PROOF. The claim is established by invoking Corol-
lary 9. Recall the setsW and U de�ned in (23) as well as
Ω′ε,c in (26). Since tanh(η̃) ∈ [−1, 1](N−1), by choosing
κ as speci�ed in (35), we ensure that supcol(η̃,ω̃)∈U V ≤
0. By assumption, infcol(η̃,ω̃)∈W V > 0, which due to
(32) implies that infcol(η̃,ω̃)∈W V > 0. Furthermore, it
can be seen from (31) in a straightforward manner that
the required functions α ∈ K∞ and ψ ∈ K as well as
the constant g ≥ 0 exist for the proposed function V .
Hence, the conditions in (24) are satis�ed. Moreover,
sinceU(η̃+η∗), tanh(η̃) and ζ(η̃) are bounded functions,
the additional requirement supη̃∈R(N−1) ψ(|η̃|) < +∞ of
Corollary 9 is satis�ed.

Next, with (29), (30) and

d

dt
tanh(η̃) = diag(1(N−1) − tanh2(η̃)) ˙̃η

we have that

V̇ =− 2ω̃>K−1ω̃ − 2ω̃>Bζ(η̃) + 2∇U>(η̃ + η∗)B>ω̃
− 2∇U>(η∗)diag(1N−1 − tanh2(η̃))B>ω̃
− 2αh>ΦK−1M−1h

+ 2h>Φ
(
α(α− 1)K−2M−1 + BS(η̃ + η∗)

)
ω̃

≤− ω̃>(2K−1−νIN )ω̃ +
1

ν

∣∣Bdiag(tanh2(η̃))∇U(η∗)
∣∣2

− 2αh>ΦK−1M−1h

+ 2h>Φ
(
α(α− 1)K−2M−1 + BS(η̃ + η∗)

)
ω̃

=−
[
h

ω̃

]>
Q(η̃)

[
h

ω̃

]
− µ|ω̃2| − β|Bζ(η̃)|2

+
1

ν

∣∣Bdiag(tanh2(η̃))∇U(η∗)
∣∣2

≤− µ|ω̃2| − β|Bζ(η̃)|2 +
1

ν

∣∣Bdiag(tanh2(η̃))∇U(η∗)
∣∣2,

(36)
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where Q(η̃) is given in (27), ν, µ as well as β are positive
parameters and the last inequality follows sinceQ(η̃) ≥ 0
by assumption.

With the above relations, it is di�cult to ensure that
condition (25) is satis�ed for all col(η̃, ω̃) ∈ R(2N−1).
Therefore, we employ the relaxed requirement of Corol-
lary 9 instead and, thus, investigate the behavior of V̇ re-
stricted to arguments col(η̃, ω̃) ∈ (R(2N−1)\Ω)∩(Z∪Ωε).
Recall that Q(η̃) ≥ 0 by assumption, both ζ and tanh
are bounded functions, µ > 0 and ∇U(η∗) is a constant.
Hence, it is evident that there exist ξ > 0 and χ > 0,
such that V̇ + χV ≤ 0 for all col(η̃, ω̃) ∈ Z de�ned in
(26).

Determining both the set Ω′ε,c de�ned in (26) and the

behavior of V̇ on this set explicitly may be di�cult. Yet,
it follows from (36) that the last inequality in (34) and

the fact that V̇ ≤ 0 for all col(0N−1, ω̃) ∈ R(2N−1) imply

that V̇ ≤ 0 for all (η̃, ω̃) ∈ ΩwithΩ de�ned in (33). Since
the last inequality in (34) is strict, then for some ε > 0
the same inequality is satis�ed for V = ε. Furthermore,
since V ≤ V for all (η̃, ω̃) ∈ R(2N−1), with V de�ned in
(32), we have that(

Ω′0,c \ {0(2N−1)}
)
⊆ Ω.

Consequently, by continuity of V and V there exist (suf-
�ciently small) parameters ε > 0 and χ > 0, such that

V̇ ≤ −χV for all Ω′ε,c.

Thus, all conditions of Corollary 9 are satis�ed. Hence, V
is a Leonov function for the system (22) and all solutions
col(η̃, ω̃) ∈ R(2N−1) are bounded for all t ≥ 0. �

3.4 Main synchronization result

Recall from Section 3.1 that under Assumption 6,
Lemma 7 implies that the dynamics (22) have one
asymptotically stable equilibrium point and 2(N−1) − 1
unstable equilibria (modulo 2π). Denote the set of
asymptotically stable equilibria of the system (22) by X .

We now show that the conditions of Proposition 11 also
imply almost global asymptotic stability of the set X .

Theorem 12 Consider the system (22) with Assump-
tions 1, 6 and 10. Then, the set X is almost globally
asymptotically stable, i.e., for all initial conditions, ex-
cept a set of measure zero, the solutions of the system
(22) asymptotically converge to a point in X . �

PROOF. Recall that with Assumptions 1, 6 and 10,
Proposition 11 implies that all solutions of the system

(22) are bounded. Thus, it only remains to show that
almost all bounded solutions converge to a stable equi-
librium point. To this end, consider the function 4 W :
R(2N−1) → R

W (η̃, ω̃) =
1

2
ω̃>Mω̃ + U(η̃ + η∗)−∇U>(η∗)η̃. (37)

With (22), a straightforward calculation yields

Ẇ =− ω̃>K−1ω̃ ≤ 0.

Consequently, by invoking LaSalle's invariance principle
[48] we conclude that all bounded solutions of the system
(22) converge to the set where

ω̃(t) = 0N , ∀t ∈ R≥0. (38)

By inspection of (22), we see that this implies that η̃ is

constant. Consequently, the invariant set where Ẇ ≡ 0
contains all equilibria of the system (22). This shows
that for all initial conditions, the solutions of the system
(22) asymptotically converge to an equilibrium.

To show that the set X is almost globally asymptoti-
cally stable, we note that Lemma 7 implies that the Ja-
cobian of the dynamics (22) evaluated at any unstable
equilibrium point has at least one eigenvalue with posi-
tive real part. Thus, following the analyses in [44,45,52],
we invoke [61, Proposition 11] to conclude that the re-
gion of attraction of any unstable equilibrium point has
zero Lebesgue measure. Hence, for all initial conditions,
except a set of measure zero, the solutions of the system
(22) asymptotically converge to an isolated point in the
set X , completing the proof. �

As discussed at the end of Section 2.2, almost global
asymptotic stability of the set X is equivalent to global
asymptotic convergence of almost all solutions col(θ, ω)
to col(θs, ωs), modulo 2π and up to a constant uniform
shift θav1N , θav ∈ R, in all angles.

3.5 Discussion on the synchronization conditions

In order to illustrate the implications of our main con-
vergence condition, i.e., Assumption 10, we simplify the
matrix Q(η̃) given in (27)�at the cost of potentially
more conservative conditions. To this end, we need the
following result.

De�ne the constant

ρ := sup
η̃∈R(N−1)

‖BS(η̃ + η∗)‖2, (39)

4 Note that W is continuously di�erentiable as a function
R(2N−1) → R, but not as a function S(N−1) × RN → R.
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where ‖ · ‖2 is the induced 2-matrix-norm. The proof of
the lemma below is given in Appendix A.

Lemma 13 The constant ρ is given by

ρ = λmax(BAB>). (40)

�

Now we can establish the following claim, which�for
clarity of exposition�is derived for the case of uniform
(virtual) inertia constants and droop gains. The corre-
sponding proof is presented in Appendix B.

Lemma 14 Suppose that K = kIN , M = mIN , k > 0,
m > 0 and m is �xed. Set β = k and α = 1 and select k
and ν, such that

1− νk −m2ρ2k4 − 2mρk2 > 0, (41)

where the constant ρ is given in (40). Then Q(η̃) > 0
for all η∗ ∈ R(N−1) and all η̃ ∈ R(N−1) as well as some
µ > 0. �

Based on Lemma 14 we can draw the following physical
implications of our main result, i.e., Theorem 12:

- The constant ρ de�ned in (39) can be interpreted
as an upper bound on the network interconnection
strength represented by the coe�cients ai > 0 in
B∇U(η̃+η∗)B>, see (5) and Lemma 13. For the partic-
ular case of uniform coupling coe�cients, i.e., ai = ā,
ā > 0, i ∼ N , we have that ρ = āλmax(BB>), where
λmax(BB>) denotes the largest eigenvalue of the un-
weighted Laplacian matrix of the network graph.

- Condition (41) reveals that the requirement Q(η̃) ≥
0 can always be satis�ed for any equilibrium η∗ ∈
R(N−1) by choosing a su�ciently small droop coe�-
cient k.

- Condition (41) also shows that the larger the iner-
tia constants m and the parameter ρ are, the smaller
the droop coe�cients k have to be for Assumption 10
to be satis�ed. In particular with decreasing inertia
coe�cients, i.e., m → 0, condition (41) reduces to
1 − νk > 0. In other words, the conditions (27) and
(41) are more likely to be satis�ed for loosely inter-
connected MGs in which the units have low (virtual)
inertia constants and are strongly damped.

- The following "Lyapunov-like" interpretation of the
role of the interconnection strength is in order. If the
angle di�erences are less than π

2 , then the Hessian

∇2U is positive de�nite. Hence, the solutions are al-
ready in a good "valley" of the state space and there-
fore strong network links (i.e., large ρ) help to stay
in that region and eventually converge. However, if
some angle di�erences are larger than π

2 and the cor-
responding ai are strong it might be di�cult for the

DG3

L3

3

Y13

1

L1

DG1

Y12

2

DG2

L2

Fig. 1. Schematic representation of the considered MG test
system based on data in [29].

system to "climb" over the saddle and make it over
to the "good" region. Therefore, in any local setting
strong links are good, whereas in a global setting they
are not.

- The requirement Q(η̃) > 0 is necessary for Assump-
tion 10 to hold, but not su�cient. The other two con-
ditions in Assumption 10 are equilibrium-dependent.
Note in particular that by construction the set W
cannot contain any equilibrium point of (22) since
in such a case the derivative of V would be strictly
negative at an equilibrium. Hence, the set W sepa-
rates the equilibria of the system and the condition
infcol(η̃,ω̃)∈W V (η̃) > 0 implies that the Leonov func-
tion is negative de�nite with respect to the distance to
the setW. This property is essential for the derivation
of the multivariable cell structure approach in [1].

- With regard to the third and last condition in Assump-
tion 6, physically the term B∇U(η∗) corresponds to
the stationary network power �ows. Thus, we see from
the property of the tanh-function together with the
fact that 1− βν > 0 (see (41)) that the conditions for
global boundedness of trajectories in Proposition 11
are more likely to be satis�ed in lightly loaded operat-
ing conditions. This seems reasonable from a practical
point of view.

4 Numerical example

The analysis is illustrated on a MG based on the Sub-
network 1 of the CIGREMV benchmark model [29]. For
this purpose, we assume all breakers in the system are
open and only consider three nodes to have DG units
(namely, the nodes nodes 5, 9 and 10 in [29]). The sys-
tem topology is shown in Fig. 1 and the corresponding
data is given in Table 1. In Section 4.1 we show how the
derived almost global synchronization conditions in As-
sumption 10 can be evaluated graphically, while in Sec-
tion 4.2 we propose a numerical evaluation procedure.

4.1 Graphical evaluation procedure for the synchroniza-
tion conditions

The conditions in Assumption 10 are evaluated graphi-
cally for a range of operating points. At �rst we deter-
mine the parameters α, β, ν and Φ, such that Q(η̃) ≤ 0.
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Table 1
Main test system parameters in per unit (pu)

Base values Sbase = 1 [MW], Vbase = 20 [kV]

DG power ratings SN = [2.53, 2.09, 0.86] [pu]

Admittances Y12 = 22.31 [pu], Y13 = 12.74 [pu]

Droop gains K = 0.05diag(SN )−1 [Hz
pu
]

Virtual inertia
M = 0.2K−1 [ s2]constants
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Fig. 2. Contour plot of
−β|Bζ(η̃+η∗)|2+ 1

ν
|Bdiag(tanh2(η̃))∇U(η∗)|2 for |η̃|∞ ≤ 2π

and η∗ = col(20
◦
,−21

◦
). The dashed curves represent

the level set V = 0. The plots show that with c = π the
conditions on Ω and W in Assumption 10 are satis�ed.

From Assumption 10 it is evident that we seek to maxi-
mize β and ν. This is done via a polytopic approach and
by implementing the corresponding matrix inequalities
in Yalmip [62] with µ = 0 and α = 1. With the given
system data, we obtain β = 0.12 and ν = 3.49

Next we evaluate the feasibility of the remaining two
conditions in Assumption 10 for a wide range of di�er-
ent operating points. We �nd that the conditions are
feasible for values up to |η∗|∞ = 21

◦
. This shows that

a reasonable range of operating points can be guaran-
teed to be almost globally asymptotically stable with the
conditions of Proposition 11. In Fig. 2 the contour plots
corresponding to the functions appearing in the second
and third conditions of Assumption 10 are shown for an
exemplary operating point with η∗ = col(20

◦
,−21

◦
). It

can be seen that for W in (23) with c = π, Assump-
tion 10 is satis�ed.

Algorithm 1 Numerical evaluation of the conditions
(34) in Assumption 10 with the model (22)

1: �x K, M
2: �x η∗

3: if Q(η̃) ≤ 0 for all η̃ ∈ R(N−1) then
4: �x κ as in (35) and choose a c ∈ [π, 2π)
5: compute η̂i de�ned in (45)

6: if V i(±c) +
∑N−1
k=1,k 6=i V k(η̂k) > 0 for all i =

1, . . . , N − 1, i 6= k then
7: compute η̌+

i and η̌−i using (46)
8: if (47) is satis�ed for all i = 1, . . . , N − 1 then
9: η∗ is almost globally stable (modulo 2π)
10: else
11: analysis is inconclusive; modify η∗

12: end if
13: else
14: analysis is inconclusive; modify η∗

15: end if
16: else
17: analysis is inconclusive; modify K or M
18: end if

4.2 Numerical evaluation procedure for the synchro-
nization conditions

For N > 3, a graphical evaluation of the synchroniza-
tion conditions as conducted in Section 4.1 is di�cult.
Therefore, we propose Algorithm 1 as an alternative nu-
merical evaluation procedure. The algorithm is derived
as follows. Recall (34) in Assumption 10 and note that V
in (32) can be written element-wise in terms of η̃i, i.e.,

V (η̃) =

N−1∑
i=1

V i(η̃i),

with

V i(η̃i) =2ai(− cos(η̃i + η∗i ) + cos(η∗i )− sin(η∗i ) tanh(η̃i))

− κi + λmin(Ψ)a2
i (sin(η̃i + η∗i )− sin(η∗i ))2.

(42)

Furthermore, we have that

− β|Bζ(η̃)|2 +
1

ν
|Bdiag(tanh2(η̃))∇U(η∗)|2

≤− βλmin(B>B)|ζ(η̃)|2

+
1

ν
λmax(B>B)|diag(tanh2(η̃))∇U(η∗)|2.

(43)

The right hand-side of (43) is a system of N − 1 de-
coupled equations in the variables η̃i. Hence, a su�cient

11



condition for the last inequality in (34) to be satis�ed is

sup
col(η̃,0N )∈Ω

− βλmin(B>B)|ζ(η̃)|2

+
1

ν
λmax(B>B)|diag(tanh2(η̃))∇U(η∗)|2 < 0.

(44)

With these derivations, let

η̂i := argminη̃i,|η̃i|≤cV i(η̃i), (45)

which can be computed (numerically) explicitly for any
given η∗i from (42) and corresponds to line 5 in Algo-
rithm 1. Then, for the �rst inequality in (34) to be sat-
is�ed we need that for each i = 1, . . . , N − 1,

V i(±c) +

N−1∑
k=1,k 6=i

V k(η̂k) > 0,

which is included in line 6 in Algorithm 1.

To verify the last inequality in (34) numerically, we see
that, since V (0(N−1)) < 0 and infcol(η̃,0N )∈W V (η̃) > 0,

there has to exist at least one η̃i ∈ (0, c] and one in
[−c, 0), such that

V i(η̃i) +

N−1∑
k=1,k 6=i

V k(η̂k) = 0, (46)

where η̂k is de�ned in (45). Denote the solutions to this
equality by η̌−i ∈ [−c, 0) and η̌+

i ∈ (0, c] (if there is more
than one solution on one of the intervals, choose the one
closest to the origin). Then by using (43) a su�cient
condition for the last inequality in (34) to be satis�ed is

− βλmin(B>B)a2
i (sin(η̃i + η∗i )− sin(η∗i ))2

+
1

ν
λmax(B>B) tanh4(η̃i)a

2
i sin(η∗i )2 < 0

(47)

for all η̃i ∈ [η̌−i , η̌
+
i ] \ {0}. This corresponds to lines 7-8

of Algorithm 1. By letting

Ω′ = [η̌−1 , η̌
+
1 ]× · · · × [η̌−N−1, η̌

+
N−1] \ {0(N−1)} ⊂ RN−1,

we see that by construction

Ω \ {0(N−1)} ⊆ Ω ⊆ Ω′.

Consequently, if Algorithm 1 provides a feasible result,
then all conditions of Proposition 11 and, hence, also of
Theorem 12 are satis�ed. In case the numerical evalua-
tion was inconclusive, the droop parameters K and vir-
tual inertias M could be modi�ed to ease feasibility of

the proposed synchronization conditions. To this end,
Lemma 14 and the discussion following it provide some
guidelines.

By applying this numerical evaluation method to our
test MG we �nd that the conditions in Assumption 10
are veri�ed for |η∗| ≤ 18

◦
. Hence�as was to be expected

due to the employed bounds in the derivation of (47)�
the resulting admissible region of stationary angles η∗

is slightly smaller than that obtained via the graphical
evaluation procedure in Section 4.1. Yet it has the advan-
tage of being easily applicable also for MGs with N > 3.

Remark 15 The nonzero eigenvalues of B>B ∈
R(N−1)×(N−1) are identical to those of the Laplacian
matrix BB> ∈ RN×N associated with the unweighted
graph describing the power network topology. Hence,
since the power network is assumed to be connected,
λmin(B>B) > 0 denotes the algebraic connectivitiy, i.e.,
the second smallest eigenvalue of the graph Laplacian
BB>, and λmax(B>B) its largest eigenvalue. However,
these terms only appear in (44) as a consequence of the
employed bounds and therefore may not o�er a direct
physical interpretation, yet they explain the assumption
of a radial network topology.

5 Conclusions and future research

We have performed a global synchronization analysis of
a radial MG model with the typical droop control�
the global quali�er being the central feature that distin-
guishes our results from the ones reported in the litera-
ture. The analysis consists of three main steps. First, the
existence of the equilibrium sets of interest is established
(Proposition 4). Second, the (local) stability properties
of these equilibrium sets are characterized (Lemma 7).
Third, su�cient conditions for global boundedness of so-
lutions (Proposition 11) are given and it is shown that
these conditions also imply almost global synchroniza-
tion (Theorem 12). With the help of Lemma 14, a phys-
ical interpretation in terms of the droop and (virtual)
inertia coe�cients as well as the "degree of interconnec-
tion" of the network is provided. Finally it is shown how
the proposed conditions can be veri�ed both graphically
and numerically.

The proofs of the main results are established by using
the multivariable cell structure approach together with
the concept of Leonov functions for periodic systemswith
multiple invariant sets, both of which were recently in-
troduced in [46,1]. The main advantage of using Leonov,
instead of the usual Lyapunov, functions is that the con-
ditions of sign de�niteness imposed for the latter are ob-
viated. This key feature turns out to be essential for the
analysis of MGs carried out in this paper.

Our current and future research is geared towards the ex-
tension of the present analysis to more general network

12



topologies as well as more detailed models of closed-loop
inverter and generator dynamics, which are described
here by the swing equation. We also intend to extend the
presented results to a robust stability analysis with re-
spect to external perturbations, such as load variations,
via the ISS approach derived in [56]. Another objective
is to extend the employed framework to Control Leonov
Functions (CLeFs) and use these to design globally sta-
bilizing inverter controllers for MG applications.
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Appendix

A Proof of Lemma 13

We give the proof of Lemma 13. The fact that

∇2U(η̃ + η∗) = diag (ai cos(η̃i + η∗i ))

together with the de�nition of S(η̃ + η∗) in (30) implies
that ρ in (39) is well-de�ned. To prove (40), we note that
since BS(η̃ + η∗) is symmetric we have that

‖BS(η̃ + η∗)‖2 = sup
v∈RN ,|v|=1

|v>BS(η̃ + η∗)v|,
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and that

ρ = sup
η̃∈R(N−1)

sup
v∈RN ,|v|=1

|v>BS(η̃ + η∗)v|

= sup
η̃∈R(N−1)

sup
v∈RN ,|v|=1

|v>Bdiag (ai cos(η̃i + η∗i ))B>v|.

Furthermore, since the suprema in η̃ and v are indepen-
dent of each other, we obtain

ρ = sup
v∈RN ,|v|=1

∣∣∣∣∣v>B
[

sup
η̃∈R(N−1)

diag (ai cos(η̃i + η∗i ))

]
B>v

∣∣∣∣∣
= sup
v∈RN ,|v|=1

∣∣v>B [diag (ai cos(0))]B>v
∣∣

= λmax

(
B [diag (ai)]B>

)
= λmax

(
BAB>

)
.

This completes the proof.

B Proof of Lemma 14

Set Φ = φIN , φ > 0, µ = 0 and α = 1. Then, Q(η̃) in
(27) becomes

Q(η̃)=

 (
2 φ
km − β

)
IN −φBS(η̃ + η∗) + β

k IN

(−φBS(η̃ + η∗))> + β
k IN

(
2
k − ν −

β
k2

)
IN

 .
(B.1)

The lower block of Q(η̃) is positive de�nite if and only if

2

k
− ν − β

k2
> 0, (B.2)

with the left hand-side attaining a maximum for

− 2

k2
+

2kβ

k4
=
−2k2 + 2kβ

k4
= 0,

which yields k∗ = β. Then (B.2) becomes

2

β
− ν − 1

β
=

1− νβ
β

> 0,

which, since m, ρ and β = k are positive parameters, is
satis�ed due to condition (41).

By inserting k = k∗ in (B.1) and taking the Schur com-

plement, we see that Q(η̃) > 0 if and only if

1− νβ
β

(
2φ

βm
− β

)
IN

− (φBS(η̃ + η∗) + IN )((−φBS(η̃ + η∗))> + IN )

=
1− νβ
β

(
2φ

βm
− β

)
IN − φ2BS(η̃ + η∗)S>(η̃ + η∗)B>

+ φBS(η̃ + η∗) + φS>(η̃ + η∗)B> − IN > 0.

By using ρ de�ned in (39), we obtain that the above
condition is satis�ed if

1− νβ
β

(
2φ

βm
− β

)
− φ2ρ2 − 2ρφ− 1 > 0, (B.3)

the left hand-side of which attains a maximum with re-
spect to φ for

φ∗ =
1− νβ −mρβ2

β2mρ2
.

Sincem, ρ and β = k are positive parameters, condition
(41) implies that φ > 0. Furthermore, with φ = φ∗ the
inequality (B.3) becomes

(βν − 1)(β4m2ρ2 + 2β2mρ+ νβ − 1)

β4m2ρ2
> 0.

Since, with (41), (βν − 1) < 0, the above inequality is
equivalent to

1− νβ − β4m2ρ2 − 2β2mρ > 0,

which by inserting β = k yields (41). The proof is com-
pleted by noting that, since we have only used strict
inequalities in the above derivations, condition (41) en-
sures that there is a (small enough) µ > 0, such that
Q(η̃) > 0 for all η∗ ∈ R(N−1) and all η̃ ∈ R(N−1).

15


