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Abstract

The microgrid concept represents a promising approach to facilitate the large-scale integration of renewable energy sources. Motivated by this, the problem of global synchronization in droop-controlled microgrids with radial topology is considered. To this end, a necessary and sufficient condition for existence of equilibria is established in terms of the droop gains and the network parameters. Then, the local stability properties of the equilibria are characterized. Subsequently, sufficient conditions for almost global synchronization are derived by means of the multivariable cell structure approach recently proposed in [1]. The latter is an extension of the powerful cell structure principle developed by Leonov and Noldus to nonlinear systems that are periodic with respect to several state variables and possess multiple invariant solutions. The analysis is illustrated via numerical examples.
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1 Introduction

1.1 Motivation and existing literature

The development of low-carbon, yet efficient and affordable, future energy systems requires a major transformation of today’s power systems [2,3]. In particular, the increasing penetration of volatile distributed generation (DG) units on the low (LV) and medium voltage (MV) levels calls for new power system operation paradigms. The microgrid (MG) has been identified as a fundamental concept to facilitate this transition [4–6].

A MG is an electrically connected subsystem of a larger power system, which is connected to the main system via a single point of connection termed point of common coupling (PCC) [4,5,7]. A typical MG is comprised of several DG units, loads and, possibly, storage devices. Compared to conventional distribution networks, MGs have the capability of operating either in grid-connected mode or islanded mode, i.e., completely isolated from the main system. Therefore they have, among other benefits, the potential to significantly enhance network resilience [6]. Clearly, to fully exploit the new possibilities, which can be offered by MGs, adequate control strategies are needed [5,8]. This necessity is further evidenced by the fact that most DG units are interfaced to the network via power inverters, instead of synchronous generators (SGs) as in conventional power systems [9,10,7].

In the present paper, we focus on frequency synchronization, which—as in any alternating current (AC) power system—is a prime control objective in MGs [5,8]. As such it has received significant attention in recent years and there are a large variety of possible control schemes to address this objective, such as droop control [11,10], virtual synchronous machines [12–14], virtual oscillator control [15] and frequency control schemes implemented...
in a synchronous \( dq \) reference frame [16–19].

As of today, the most commonly employed control scheme in MGs is droop control [5,10,6]. Droop control is a decentralized proportional control scheme, which can jointly achieve frequency synchronization and power sharing [5,10,6]. The latter is an important additional control objective in MGs, since it allows to specify the steady-state utilization of the DG units relative to each other, while at the same time satisfying the load demand in the MG [20]. Furthermore, droop control has the advantage of allowing for a seamless joint operation of inverter- and SG-interfaced units [21] and being able to provide robustness with respect to time delays [22,23] as well as clock drifts [24].

Compared to these features, the satisfactory performance of the control schemes derived in [16–18] critically relies on the assumption that the internal clocks of the DG units are synchronized by a global time synchronization signal provided through a global positioning or communication system [10]. Furthermore, the approaches in [15–18] cannot ensure a desired power sharing.

A decentralized control scheme for inverters ensuring almost global convergence of trajectories has recently been proposed in [25,26]. Yet, the approach is restricted to purely inverter-based networks and the convergence result requires the complete a-priori knowledge of the stationary solution, which is difficult to obtain in practice.

### 1.2 Contributions

The main contribution of the paper is to provide a global synchronization analysis of droop-controlled MGs with radial topology. The latter is a frequently encountered feature in MGs [10] and distribution networks [27]. Furthermore, the benchmark models developed by the CIGRE Task Force C6.04.02 indicate that a radial topology will also be relevant in future distribution networks [28,29]. For that purpose and since the synchronization frequency is identical for all DG units we perform a change of coordinates, which allows to cast the (global) synchronization problem as a (global) stability analysis problem. In contrast to the present work, all available analytic stability conditions for droop-controlled MGs, e.g., [20,30,31], permit to assert only local stability properties.

The MG dynamics and its stationary equations, as those of any AC power system, are nonlinear and periodic with respect to certain state variables (namely, the phase angles). As a consequence, the MG possesses multiple invariant solutions. In the context of stability investigation for nonlinear systems with multiple invariant sets, the Lyapunov function method is the main tool, which provides necessary and sufficient stability conditions [32–40]. Yet, the main difficulty frequently encountered in the application of Lyapunov methods to practical systems is the lack of constructive techniques for the design of suitable Lyapunov functions. Therefore, any extension of this methodology geared towards relaxing the usual Lyapunov stability requirements is of great importance in applications.

For the present case of a system with periodic dynamics, Leonov [41,42] and Noldus [43] proposed the cell structure approach, which significantly relaxes the positive definiteness and smoothness requirements of the standard Lyapunov function approach, while allowing to assess Lagrange stability of the system. These properties have recently been exploited to provide global stability analyses for power systems with conventional synchronous generators [44,45]. Yet, these analyses are restricted to the single-machine-infinite-bus scenario, because the cell structure approach of Leonov and Noldus is only applicable to systems, whose dynamics are periodic with respect to a scalar state variable. This fundamental drawback has motivated the development of a multivariable cell structure framework and the concept of a Leonov function in [46,1].

Unlike the original cell structure framework, the approach in [46,1] is applicable to nonlinear systems, whose dynamics are periodic with respect to several state variables and which possess multiple invariant solutions. Clearly, both latter properties are inherent features of MGs. Furthermore, compared to standard Lyapunov theory [47,48], the use of Leonov functions permits to relax the usual sign definiteness requirements on the Lyapunov function and its time-derivative by exploiting the periodicity of the system dynamics. This relaxation is essential to provide conditions for global boundedness of trajectories in the MG case.

In summary, the presented analysis consists of the following four main items:

- Derive necessary and sufficient conditions for existence of synchronized solutions and their local stability properties.
- Provide sufficient conditions for global boundedness of trajectories via the multivariable cell structure approach recently proposed in [46,1].
- By using these results, establish almost global asymptotic stability of the desired equilibrium set of the MG, i.e., we show that for all initial conditions except a set of measure zero, the solutions of the MG converge to an asymptotically stable equilibrium point.
- Illustrate the efficiency of the proposed conditions numerically via a MG based on the CIGRE benchmark MV distribution network [29]. To this end, we also suggest a numerical evaluation procedure.

A discussion on the physical implications of the derived conditions is also provided in the paper. We believe
that—even though being based on a simplified model—the present analysis contributes towards a more complete understanding of the synchronization problem in MGs by providing a very different (global) perspective on the problem compared to the available literature. In addition, our results are directly applicable to the synchronization problem of second-order Kuramoto oscillators [49,50] and the employed approach has also the potential to be used—with appropriate modifications—in the global analysis of more generic complex oscillator networks [51].

Furthermore, the analysis in the present paper extends our related work [52] in several respects: first, we present necessary and sufficient conditions for existence of equilibria and their local stability properties; second, we provide a detailed proof of our main result; third, we discuss the (physical) implications of the proposed stability conditions; finally, we suggest a numerical evaluation procedure to verify our conditions.

The remainder of the paper is structured as follows. The employed MG model is introduced in Section 2 and its equilibrium set is characterized. The conditions for almost global synchronization are given in Section 3. Numerical examples to illustrate the derived conditions are presented in Section 4. Conclusions and an outlook on future work are given in Section 5.

**Notation.** We define the sets \( \mathbb{R}_{\geq 0} := \{ x \in \mathbb{R} | x \geq 0 \} \), \( \mathbb{R}_{> 0} := \{ x \in \mathbb{R} | x > 0 \} \) and \( \mathbb{S} := [0, 2\pi) \). The set of complex numbers is denoted by \( \mathbb{C} \) and that of nonnegative integers by \( \mathbb{Z}_{\geq 0} \). For a set \( V, |V| \) denotes its cardinality. For a set of, possibly unordered, positive natural numbers \( V = \{ i, k, \ldots, N \} \), the short-hand \( i \sim V \) denotes \( i = l, k, \ldots, N \). Given a positive integer \( N \), \( \mathbb{Q}_N \subset \mathbb{R}^N \) denotes the vector of all zeros, \( \mathbb{I}_N \in \mathbb{R}^{N \times N} \) the vector with all ones and \( \mathbb{J}_N \) the \( N \times N \) identity matrix. Let \( x = \text{col}(x_1, \ldots, x_N) \in \mathbb{R}^N \) denote a column vector with entries \( x_i \in \mathbb{R} \). Whenever clear from context, we simply write \( x = \text{col}(x) \in \mathbb{R}^N \). Let \( \text{diag}(a_i) \in \mathbb{R}^{N \times N} \) denote a diagonal matrix with entries \( a_i \in \mathbb{R} \). Let \( J \) denote the imaginary unit. The complex conjugate of a vector \( v \in \mathbb{C}^N \) is denoted by \( v^* \). For a matrix \( A \in \mathbb{R}^{N \times N} \), \( \lambda_{\text{max}}(A) \), respectively \( \lambda_{\text{min}}(A) \), denotes the maximum, respectively minimum, eigenvalue of \( A \). For a (smooth) function \( f : \mathbb{R}^N \to \mathbb{R}, \nabla f \) denotes its (transposed) gradient and \( \nabla^2 f \) its Hessian. We employ the short-hands \( \nabla f(x) = \nabla^2 f(x)|_{x=x^*} \) and \( \nabla^2 f(x)^* = \nabla^2 f(x)|_{x=x^*}^\top \). Furthermore, \( |x| = \sqrt{x^\top x} \) denotes the usual Euclidean norm of a vector \( x \in \mathbb{R}^N \) and \( |x|_{\infty} = \max(|x_i|) \) its infinity norm. For \( x \in \mathbb{R}^N \), the element-wise sine, cosine, arcsine and tanh functions are denoted by \( \sin(x) \in [-1, 1]^N, \cos(x) \in [-1, 1]^N, \arcsin(x) \in [-\frac{\pi}{2}, \frac{\pi}{2}]^N \) (with \( |x|_{\infty} \leq 1 \)) and \( \tanh(x) \in [-1, 1]^N \) respectively. Also, \( \tanh^2(x) \) denotes the square function applied element-wise to \( \tanh(x) \).

2 **Microgrid model, synchronized motions and equilibria**

2.1 **Microgrid model**

We consider a MG with mixed rotational and inverter-interfaced generation pool [21,7]. The topology of the electrical network is described by an undirected and connected graph \( G = (N, E) \), where the set of network nodes is denoted by \( N = \{ 1, 2, \ldots, N \} \), \( N > 1 \) and the set of edges (representing power lines) by \( E = \{ e_1, \ldots, e_m \} \), see [7]. Furthermore, by associating an arbitrary ordering to the edges, we introduce the node-edge incidence matrix \( B \in \mathbb{R}^{N \times m} \), the entries of which are defined as \( b_{il} = 1 \) if node \( i \) is the source of the \( l \)-th edge \( e_l \), \( b_{il} = -1 \) if \( i \) is the sink of \( e_l \) and \( b_{il} = 0 \) otherwise.

We associate a phase angle \( \theta_i : \mathbb{R}_{\geq 0} \to \mathbb{R} \) and a corresponding electrical frequency \( \omega_i = \dot{\theta}_i \) to each node \( i \in N \). In contrast to their more usual definition in \( \mathbb{S}^N \) (i.e., the \( N \)-dimensional torus), it is essential for the subsequent analysis to define the angles in \( \mathbb{R}^N \). This permits us to construct a continuous Lyapunov-like function (see Section 3.4), which contains linear terms in the angles \( \theta_i \) and is instrumental to establish our main global stability claim. Following the usual approach in frequency synchronization studies [55,30], we assume that the voltage amplitudes at all nodes are positive real constants. Furthermore, we assume that all line impedances are purely inductive. This can be justified as follows [30,20]. Although in MV and LV networks the line impedance is typically not solely inductive, both the output (LCL) filter and the output transformer impedances of a DG unit are usually mainly inductive. In this case, the resistive part of the admittances are dominated by the inductive ones. This applies in particular to MGs on the MV level. We only consider such MGs and absorb the inverter output admittance into the line admittances, while neglecting all resistive effects. In the present case this assumption is additionally justified since the considered droop control of [11] is mainly used in MGs with dominantly inductive admittances [10]. Hence, if node \( i \in N \) is connected to node \( k \in N \), this is represented by a nonzero line susceptibility \( B_{ik} \in \mathbb{R}_{\geq 0} \). If these nodes are not connected via a power line, then \( B_{ik} = 0 \). The set of neighbors of a node \( i \) in \( N \) is denoted by \( N_i := \{ k \mid k \in N, k \neq i, B_{ik} \neq 0 \} \). Under the above assumptions, the active power flow \( P_i : \mathbb{R}^{|N_i|} \to \mathbb{R} \) at node \( i \) is given by \footnote[55]{Defining the phase angles in Euclidean space is also a common step in local Lyapunov-based stability analysis of power systems and MGs [53,30,54,31].} [55]

\[
P_i = G_i V_i^2 + \sum_{k \in N_i} |B_{ik}| V_i V_k \sin(\theta_{ik}),
\]
where we have introduced the standard short-hand notation \( \theta_{ik} = \theta_i - \theta_k \) and \( V_i \in \mathbb{R}_{>0} \) and \( V_k \in \mathbb{R}_{>0} \) denote the voltage amplitudes at the \( i \)-th, respectively \( k \)-th, node. Moreover, \( G_{ik} \in \mathbb{R}_{>0} \) represents the shunt conductance, i.e., the active power load \(^3\), at node \( i \).

Furthermore, we assume that all generation units are equipped with the standard droop control \([55, 10, 27, 29]\). Then, as shown in \([21, 20]\), the dynamics of both rotational and inverter-interfaced generators can be modeled by the well-known swing equation \([55]\). Thus the dynamics of the unit at the \( i \)-th node, \( i \in \mathcal{N} \), are given by \([21, 20]\)

\[
\begin{align*}
\dot{\theta}_i &= \omega_i, \\
M_i \dot{\omega}_i &= -\frac{1}{k_i} (\omega_i - \omega^d) - P_i + P_i^d,
\end{align*}
\]

where \( k_i \in \mathbb{R}_{>0} \) is the frequency droop gain, and thus a design parameter, \( \omega^d \in \mathbb{R}_{>0} \) is the nominal electrical frequency, \( P_i^d \in \mathbb{R} \) is the active power setpoint, and the active power flow \( P_i \) is given by \((1)\). For rotationally interfaced units, \( M_i \in \mathbb{R}_{>0} \) denotes the inertia constant of the machine, while for inverter-interfaced units the virtual inertia constant is given by \( M_i = \tau_P / k_i \), where \( \tau_P \in \mathbb{R}_{>0} \) is the time constant of the power measurement filter \([20, 7]\). Thus, in general, for inverter-interfaced units \( M_i \) is also a design parameter. However, to simplify the presentation, in the sequel we assume \( M_i \) is constant for both rotational and inverter-interfaced units. This is justified by the fact that for any given \( M_i \) and \( k_i \), we can select a corresponding \( \tau_P \). For further details on the employed modeling procedure, we refer the reader to \([7]\).

For our subsequent analysis, we make the following assumption on the MG topology, which is commonly encountered in distribution networks \([10, 27–29]\).

**Assumption 1** The graph \( \mathcal{G} \) describing the topology of the system \((2)\), \( i = 1, \ldots, N \), is a tree. \( \square \)

With Assumption 1, \( \mathcal{B} \) has full column rank, i.e., \( m = N - 1 \). Since then \( \mathcal{B} \) has linearly independent columns, its pseudo-inverse \( \mathcal{B}^\dagger \) is given by

\[
\mathcal{B}^\dagger = (\mathcal{B}^\top \mathcal{B})^{-1} \mathcal{B}^\top,
\]

and \( \mathcal{B}^\dagger \) is a left-inverse of \( \mathcal{B} \), i.e., \( \mathcal{B}^\dagger \mathcal{B} = \mathbb{I}_{(N-1)} \).

In order to write the system \((1), (2), i \sim \mathcal{N}\), compactly, we introduce the matrices

\[
M = \text{diag}(M_i) \in \mathbb{R}_{>0}^{N \times N}, \quad K = \text{diag}(k_i) \in \mathbb{R}_{>0}^{N \times N},
\]

and the vectors

\[
\theta = \text{col}(\theta_i) \in \mathbb{R}^N, \quad \omega = \text{col}(\omega_i) \in \mathbb{R}^N,
\]

\[
P_{\text{gen}} = \text{col}(P_i^d - G_{ii}V_i^2) \in \mathbb{R}^N.
\]

With \( a_m = V_i V_k |B_{ik}| \), \( m = 1, \ldots, N - 1 \), we define the diagonal matrix of line weights

\[
A = \text{diag}(a_m) \in \mathbb{R}^{(N-1) \times (N-1)}, \quad (4)
\]

and the potential function \( U : \mathbb{R}^N \to \mathbb{R} \)

\[
U(\theta) = -\sum_{(i,k) \in \mathcal{N} \times \mathcal{N}} V_i V_k |B_{ik}| \cos(\theta_{ik}) = -\mathbb{I}_{(N-1)} \mathcal{A} \cos(\mathcal{B}^\top \theta), \quad (5)
\]

The potential \( U(\theta) \) and its gradient,

\[
\nabla U(\theta) = \mathcal{B} \mathcal{A} \sin(\mathcal{B}^\top \theta), \quad (6)
\]

possess the following symmetry properties for any \( \alpha \in \mathbb{R} \),

\[
U(\theta + \alpha \mathbb{I}_N) = U(\theta), \quad \nabla U(\theta + \alpha \mathbb{I}_N) = \nabla U(\theta). \quad (7)
\]

These symmetry properties arise from the fact that the power flows \((1)\) only depend upon angle differences. Furthermore, since \( \mathbb{I}_N \mathcal{B} = \mathbb{I}_N \),

\[
\mathbb{I}_N \nabla U(\theta) = 0. \quad (8)
\]

Then, the system \((1), (2), i \sim \mathcal{N}\), can be written compactly as

\[
\dot{\theta} = \omega, \\
M \dot{\omega} = -K^{-1}(\omega - \omega^d \mathbb{I}_N) - \nabla U(\theta) + P_{\text{gen}}. \quad (9)
\]

**Remark 2** In addition to a MG, the model \((9)\) can also represent a bulk power system, as well as a second-order Kuramoto model. For \( N = 1 \) the model \((9)\) reduces to a nonlinear pendulum, see \([56, \text{Section V}]\).

### 2.2 Synchronized motions and equilibria

We employ the definition below to characterize desired invariant solutions of the system \((9)\).

**Definition 3** The system \((9)\) admits a synchronized motion if it has an invariant solution for all \( t \geq 0 \) of the form

\[
\theta^s(t) = \omega^* t + \theta_0^s, \quad \omega^* = \omega^s \mathbb{I}_N,
\]

where \( \omega^s \in \mathbb{R} \) and \( \theta_0^s \in \mathbb{R}^n \) such that

\[
|\theta_{ik}^s - \theta_{0,ik}^s| < \frac{\pi}{2}, \quad \forall i \in \mathcal{N}, \forall k \in \mathcal{N}_i.
\]

\( \square \)
Note that the shift-invariance properties (7) have the following well-known implication for synchronized motions of the system (9). If the system (9) possesses a synchronized motion \( \theta^s(t) = \omega^s t + \theta^s_0 + \alpha \mathbb{1}_N \), \( \omega^s = \omega^s \mathbb{1}_N \) with \( \alpha = 0 \), then it always admits an infinite number of synchronized solutions for \( \alpha \in \mathbb{R} \). In addition, from (8) and (9), it follows that for \( \omega^s = 0 \mathbb{1}_N \) [20]

\[
\mathbb{1}_N^\top M \omega^s = 0 \quad \Rightarrow \quad \omega^s = \omega^d + \frac{\mathbb{1}_N^\top \theta^s}{\mathbb{1}_N^\top K^{-1} \mathbb{1}_N}.
\]

Therefore, \( \omega^s \) is uniquely defined by \( \theta^s \) and \( K \).

Motivated by these observations, we eliminate the invariant subspace of solutions of (9) through an appropriate coordinate transformation. Since we focus our analysis on tree networks and, inspired by [57,31,58], we introduce the new variable

\[
\eta = B^\top \theta \in \mathbb{R}^{(N-1)},
\]

where we recall that \( B \) is the network incidence matrix. Thus, \( \eta \) defines the phase angle differences between the nodes and is a projection of \( \theta \) on the subspace orthogonal to \( \mathbb{1}_N \), i.e., for any constant \( \theta_{av} \in \mathbb{R} \),

\[
\eta = B^\top (\theta + \theta_{av} \mathbb{1}_N) = B^\top \theta.
\]

Furthermore, with the change of variables (11) it also follows from (5) that

\[
U(\eta) = -\mathbb{1}_{(N-1)}^\top A \cos(\eta),
\]

\[
\nabla U(\eta) = A \sin(\eta), \quad \nabla U^2(\eta) = A \cos(\eta),
\]

and thus from (6) that

\[
\nabla U(\theta) = B A \sin(B^\top \theta) = B \nabla U(\eta).
\]

Consequently, in reduced coordinates, the dynamics (9) are given by

\[
\dot{\eta} = B^\top \omega,
\]

\[
M \dot{\omega} = -K^{-1}(\omega - \omega^d \mathbb{1}_N) = B \nabla U(\eta) + \theta^s.
\]

Clearly, appearance of a synchronized motion of the system (9) corresponds to an equilibrium of (13), i.e.,

\[
\eta^* = B^\top (\theta^s_0 + \omega^d t + \alpha \mathbb{1}_N) = B^\top (\theta^s_0 + (\omega^s t + \alpha) \mathbb{1}_N) = B^\top \theta^s_0.
\]

Furthermore, asymptotic stability of \( \text{col}(\eta^*, \omega^*) \) is equivalent to asymptotic convergence of the solutions \( \text{col}(\theta, \omega) \) to \( \text{col}(\theta^s_0, \omega^s) \), up to a constant uniform shift \( \theta_{av} \mathbb{1}_N \), \( \theta_{av} \in \mathbb{R} \), in all angles.

2.3 A necessary and sufficient condition for existence of equilibria

We provide a necessary and sufficient condition for existence of equilibria of the system (13). The condition is similar to that derived for first-order MG systems in [30, Theorem 2]. But compared to the implicit characterization of solutions based on the edge flows and the pseudo-inverse of the network Laplacian in [30, Theorem 2], we provide an explicit characterization of the solutions in terms of the system parameters by using the pseudo-inverse \( B^\top \) of the network incidence matrix. For first-order Kuramoto oscillator dynamics, the number of equilibria has also been identified previously in [59, Corollary 2], but therein the equilibria are not explicitly given.

**Proposition 4** Consider the system (13) with Assumption 1. Recall the matrices \( B^\top \) in (3) and \( A \) in (4). The system (13) possesses equilibria if and only if

\[
\left\| A^{-1} B^\top \left( \theta^s - \frac{\mathbb{1}_N^\top \theta^s}{\mathbb{1}_N^\top K^{-1} \mathbb{1}_N} K^{-1} \mathbb{1}_N \right) \right\|_\infty \leq 1.
\]

Then, also all equilibria are isolated. Furthermore, if and only if (15) is satisfied with strict inequality, then the equilibria are given by \( \text{col}(\eta^s_0, \omega^s \mathbb{1}_N) \) (modulo \( 2\pi \)), where \( \eta^s_0, \ i = 1, \ldots, 2^{(N-1)} \), are permutations of the vectors \( \eta^s_0 \) and

\[
\eta^s_0 = \pi \mathbb{1}_{(N-1)} - \eta^s_0^\ast,
\]

with

\[
\eta^s_0 = \arcsin \left( A^{-1} B^\top \left( \theta^s - \frac{\mathbb{1}_N^\top \theta^s}{\mathbb{1}_N^\top K^{-1} \mathbb{1}_N} K^{-1} \mathbb{1}_N \right) \right). \quad (17)
\]

**PROOF.** An equilibrium of (13) has to satisfy

\[
\theta^s - \omega^s \mathbb{1}_N = B \nabla U(\eta^s_0),
\]

with \( \omega^s \) uniquely given by (10). With Assumption 1, by left-multiplying with \( B^\top \), see (3), we obtain

\[
B^\top \left( \theta^s - \omega^s \mathbb{1}_N \right) = \nabla U(\eta^s_0) = A \sin(\eta^s_0).
\]

Since \( A > 0 \) and replacing \( \omega^s \) with (10), the above is equivalent to

\[
A^{-1} B^\top \left( \theta^s - \omega^s \mathbb{1}_N \right) = \sin(\eta^s_0),
\]

which is a system of \( N - 1 \) decoupled nonlinear equations that has solutions if and only if (15) is satisfied. Clearly, each of these equations has at most two distinct
solutions given by (17), and exactly two solutions given by (16) if and only if (15) is satisfied with strict inequality, completing the proof. □

Remark 5 Condition (15) has the following physical interpretation. The stationary active power flow injections are given by (18). For a network with radial topology, by left-multiplication with $B^T$ these active power injections can be expressed in terms of the stationary power flows across the individual power lines of the microgrid model (13). Hence, condition (15) states that for existence of equilibria of the system (13) it is necessary and sufficient that the magnitudes of the stationary active power flows along the individual power lines do not exceed the maximal possible power flows, i.e., $\max_{m \in \mathbb{R}} (a_m \sin(\eta_m^i)) = a_m, m = 1, \ldots, N-1$, see (4). This interpretation is also in line with the observations of [30, Remark 3].

3 Almost global synchronization of droop-controlled MGs

This section is dedicated to the analysis of global synchronization in radial droop-controlled MGs. Our analysis is based on the recently proposed multivariable cell structure approach [46,1] and relies on constructing a suitable Lyapunov function for the MG system. To this end, we perform the following three steps. First, we establish local stability properties of all equilibria of the system (13) and construct a suitable error system in Section 3.1. Then, in Section 3.3 we establish a sufficient condition for boundedness of trajectories by using the multivariable cell structure approach and the concept of a Lyapunov function, which were recently introduced in [46,1]. This is a fundamental prerequisite for the main global synchronization analysis—the third and final step performed in Section 3.4. The employed Lyapunov function candidate is presented in Section 3.2 and the derived conditions are discussed in Section 3.5.

3.1 Local stability and error coordinates

As existence of isolated equilibria is a natural constraint for a stability analysis, we make the following assumption.

Assumption 6 Condition (15) is satisfied with strict inequality. □

Lemma 7 Consider the system (13) with Assumptions 1 and 6. Then, the equilibrium $\eta^i_0$ in (16) is locally asymptotically stable. All other equilibria are unstable and the Jacobian of the dynamics (13) evaluated at any unstable equilibrium point has at least one eigenvalue with positive real part. □

PROOF. Inspired by the proof of [31, Lemma 1], we observe that the Jacobian of the dynamics (13) can be written as the matrix product

$$J(\eta) = CH(\eta) \in \mathbb{R}^{(2N-1) \times (2N-1)},$$

(19)

where

$$C = \begin{bmatrix} 0 & B^T M^{-1} \\ -M^{-1} B - K^{-1} M^{-2} \end{bmatrix}, \quad H(\eta) = \begin{bmatrix} \nabla^2 U(\eta) & 0 \\ 0 & M \end{bmatrix}$$

and $\nabla^2 U(\eta)$ is a diagonal matrix, see (12).

Recall that $K > 0, M > 0$ and that with Assumption 1 $B$ has full column rank. Hence,

$$\det(C) = \det(-K^{-1} M^{-2}) \det(-B^T KB) \neq 0,$$

which shows that $C$ is invertible. Moreover, Assumption 6 implies that for any $\eta^i_0, i = 1, \ldots, 2^{N-1}$, the matrix $H(\eta^i_0) K$ is invertible. Therefore, the matrix $J(\eta^i_0)$ has no zero eigenvalue.

Since $J(\eta)$ is asymmetric, we also need to show that $J(\eta^i_0)$ has no other eigenvalues on the imaginary axis. This claim is established by contradiction. Let $v = \text{col}(v_1, v_2), v_1 \in \mathbb{C}^{N-1}, v_2 \in \mathbb{C}^N$, be the eigenvector associated to a non-zero eigenvalue $\lambda \in \mathbb{R}$. Then,

$$\begin{align*}
\lambda v_1 &= B^T v_2, \\
\lambda v_2 &= -M^{-1} B \nabla^2 U(\eta^i_0) v_1 - M^{-1} K^{-1} v_2. 
\end{align*}$$

(20)

Since $\lambda \neq 0$, we obtain from the first equation $v_1 = \lambda^{-1} B^T v_2$. Inserting this in the second expression of (20), rearranging terms and multiplying with $v_2^2 M \lambda$ from the left gives

$$v_2^2 M v_2 \lambda^2 + v_2^2 K^{-1} v_2 \lambda + v_2^2 B \nabla^2 U(\eta^i_0) B^T v_2 = 0,$$

which is a quadratic equation in $\lambda$. Since $K > 0$, we have that $v_2^2 K^{-1} v_2 \neq 0$ for all $v_2 \in \mathbb{C}^N$, hence, it follows that the matrix $J(\eta^i_0)$ has no purely imaginary eigenvalues.

Let $H(\eta^i_0) = -H^{-1}(\eta^i_0)$ and note that

$$J(\eta^i_0) H(\eta^i_0) + H(\eta^i_0) J^T(\eta^i_0) = C + C^T \geq 0.$$

Thus, by invoking [60, Lemma 2] we conclude that the number of eigenvalues with negative respectively positive real parts of the matrix $J(\eta^i_0)$ is identical to the number of eigenvalues with negative respectively positive real parts of the matrix $-H(\eta^i_0)$ (since the eigenvalues of $-H^{-1}(\eta^i_0)$ have the same properties).
For any $x \in \mathbb{R}^{(N-1)}$, $\|x\|_{\infty} < 1$, $\arcsin(x) \in (-\frac{\pi}{2}, \frac{\pi}{2})^{(N-1)}$, it follows immediately from (12) and (17) that all eigenvalues of $\nabla U(\tilde{\eta})$ are positive real. This together with the fact that $M > 0$ implies that all eigenvalues of $-\mathcal{H}(\tilde{\eta})$ are negative real. Consequently, the equilibrium point $\text{col}(\tilde{\eta}_0, \tilde{\omega}_N)$ is locally asymptotically stable [47]. From (16) we see that any other $\tilde{\eta}^{*,i} \neq \tilde{\eta}_0$ has at least one entry, say the $k$-th, satisfying

$$\tilde{\eta}_{0k} = (\pi - \tilde{\eta}^{*,k}) \in \left(\frac{\pi}{2}, \frac{3\pi}{2}\right).$$

Consequently, $-\mathcal{H}(\tilde{\eta}^{*,i})$ has at least one positive real eigenvalue. Therefore, all equilibria with $\tilde{\eta}^{*,i} \neq \tilde{\eta}_0$ are unstable [47], completing the proof.

With Assumption 6, we denote the asymptotically stable equilibrium point of the system (13) by $\text{col}(\eta^*, I_N \omega^*)$, i.e., $\eta^* = \tilde{\eta}_0$, and introduce the error states

$$\tilde{\eta}(t) = \eta(t) - \eta^* \in \mathbb{R}^{(N-1)}, \quad \tilde{\omega}(t) = \omega(t) - I_N \omega^* \in \mathbb{R}^N,$$

as well as the short-hand

$$\zeta(\tilde{\eta}) = \nabla U(\tilde{\eta} + \eta^*) - \nabla U(\eta^*). \tag{21}$$

Then, in error coordinates, the system (13) becomes

$$\begin{align*}
\dot{\tilde{\eta}} &= \mathbf{B}^T \tilde{\omega}, \\
\dot{\tilde{\omega}} &= -K^{-1} \tilde{\omega} - B\zeta(\tilde{\eta}), \tag{22}
\end{align*}$$

the equilibrium of which is now shifted to the origin and, because of Assumption 6 and Lemma 7, the origin is isolated and asymptotically stable. The remainder of this section is devoted to the analysis of this system.

3.2 Leonov function candidate

The notion of a Leonov function is introduced following [46,1]. For its presentation, we define three auxiliary sets:

$$\begin{align*}
W &= \{\text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)} : |\tilde{\eta}|_{\infty} = c \leq \pi \leq 2\pi, \text{ and } \tilde{\omega} \in U_e\}, \\
U &= \bigcup_{e \in \mathbb{Z}_{\geq 0}} U_e, \\
U_e &= \{\text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)} : \tilde{\omega} = \tilde{\omega}_N, |\tilde{\eta}|_{\infty} = 2\pi, \zeta(\tilde{\eta}) = \tilde{\omega}_N\}. \tag{23}
\end{align*}$$

Since the microgrid dynamics (22) are $2\pi$-periodic in $\tilde{\eta}$, the definition of the variable $\tilde{\eta}$ and of the set $U_e$, ensure that the set $U$ includes all equilibria of the system obtained by shifting the one at the origin. This is essential for the concept of a Leonov function for the system (22), which is defined as follows [46,1].

**Definition 8** [11] A $C^1$ function $V : \mathbb{R}^{(2N-1)} \rightarrow \mathbb{R}$ is a Leonov function for the system (22) if there exist a constant $g \geq 0$, functions $\alpha \in \mathbb{K}_c$, $\psi \in \mathbb{K}$ and a continuous function $\lambda : \mathbb{R} \rightarrow \mathbb{R}$, satisfying $\lambda(0) = 0$ and $\lambda(s) > 0$ for all $s \neq 0$, such that

$$\alpha(|\tilde{\omega}|) - \psi(|\tilde{\eta}|) - g \leq V(\tilde{\eta}, \tilde{\omega}) \forall \text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)},$$

$$\inf_{\text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathcal{W}} V(\tilde{\eta}, \tilde{\omega}) > 0, \quad \sup_{\text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathcal{U}} V(\tilde{\eta}, \tilde{\omega}) \leq 0$$

and the following dissipation inequality holds:

$$\dot{V} + \lambda(V) \leq 0 \forall \text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)}. \tag{24}$$

From (24) and (25), we see that the sign definiteness requirements of a Leonov function are relaxed compared to a standard Lyapunov function [48], because the function $V$ in Definition 8 does not have to be positive definite with respect to the variable $\tilde{\eta}$, i.e., the variable with respect to which the dynamics (22) are periodic. Furthermore, the time-derivative of $V$ only needs to be negative definite for positive values of $V$. See [46,1] for further details.

The requirements on (25) have been further relaxed in [1, Corollary 3]. This result is used to establish the main result of the present paper and hence recalled here. For this purpose, we introduce the following sets:

$$\begin{align*}
\Omega &= \{\text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)} : V \leq 0\}, \\
\Omega' &= \{\text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)} : V \leq \varepsilon, |\tilde{\eta}|_{\infty} < c\}, \tag{26} \\
Z &= \{\text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)} : |\tilde{\omega}| > \xi\},
\end{align*}$$

with $c$ defined in (23) and for some $\varepsilon \in \mathbb{R}_{>0}$ and $\xi \in \mathbb{R}_{>0}$.

**Corollary 9** [11] Suppose that there exists a Leonov function $V : \mathbb{R}^{(2N-1)} \rightarrow \mathbb{R}$ for the system (22), such that $\inf_{\tilde{\eta} \in \mathbb{R}^{(2N-1)}} V(\tilde{\eta}) < +\infty$ and the inequality (25) is verified only for $\text{col}(\tilde{\eta}, \tilde{\omega}) \in (\Omega \cup (\mathbb{Z} \cup \Omega')) \cap (\mathbb{Z} \cup \Omega')$. Then for all initial conditions $\text{col}(\tilde{\eta}(0), \tilde{\omega}(0)) \in \mathbb{R}^{(2N-1)}$ the corresponding trajectories $\text{col}(\tilde{\eta}, \tilde{\omega})$ are bounded for all $t \geq 0$. □

Let

$$h(\tilde{\eta}, \tilde{\omega}) = \alpha K^{-1} \tilde{\omega} + B\zeta(\tilde{\eta}), \tag{28}$$

with $\alpha \in [0, 1]$ and $\zeta(\tilde{\eta})$ defined in (21). By direct calculations we obtain

$$\frac{d}{dt} h = -\alpha K^{-1} M^{-1} h + (\alpha(\alpha-1)K^{-2}M^{-1} + BS(\tilde{\eta} + \eta^*))\tilde{\omega}, \tag{29}$$

where

$$S(\tilde{\eta} + \eta^*) = \nabla^2 U(\tilde{\eta} + \eta^*) B^T = A\cos(\tilde{\eta} + \eta^*)B^T. \tag{30}$$
Let $\kappa \in \mathbb{R}_{\geq 0}$ be a parameter and $\Phi \in \mathbb{R}^{N \times N}$, $\Phi = \Phi^T > 0$, be a design matrix. Then our proposed Lyapunov function candidate for the system (22) is

$$
Q(\tilde{\nu}) = \begin{bmatrix}
\alpha (\Phi K^{-1} M^{-1} + K^{-1} M^{-1} \Phi) & -\Phi (\alpha - 1) K^{-2} M^{-1} + BS(\tilde{\nu} + \eta^*) \\
(-\Phi (\alpha - 1) K^{-2} M^{-1} + BS(\tilde{\nu} + \eta^*))^T & 2K^{-1} - (\nu + \mu) I_N
\end{bmatrix}
$$

(27)

Proposition 11 Consider the system (22) with Assumptions 1, 6 and 10. Select

$$
\kappa = 2 \sum_{i=1}^{N-1} |a_i \sin(\eta^*)|.
$$

(35)

Then, the function $V$ in (31) is a Lyapunov function for the system (22). Furthermore, all solutions of the system (22) are bounded.

PROOF. The claim is established by invoking Corollary 9. Recall the sets $\mathcal{W}$ and $\mathcal{U}$ defined in (23) as well as $\Omega_{\tilde{\nu}, \tau}$ in (26). Since $\tanh(\eta) \in [-1, 1]$, by choosing $\kappa$ as specified in (35), we ensure that $\sup_{(\tilde{\nu}, \tilde{\omega}) \in \mathcal{U}} V \leq 0$. By assumption, $\inf_{\tilde{\nu}, \tilde{\omega} \in \mathcal{W}} V > 0$, which due to (32) implies that $\inf_{\tilde{\nu}, \tilde{\omega} \in \mathcal{W}} V > 0$. Furthermore, it can be seen from (31) in a straightforward manner that the required functions $\alpha \in K_{\infty}$ and $\psi \in \mathcal{K}_\infty$ as well as the constant $\tau$ exist for the proposed function $V$. Hence, the conditions in (24) are satisfied. Moreover, since $U(\eta^*)$ and $\tanh(\eta)$ are bounded functions, the additional requirement $\sup_{\eta \in \mathbb{R}^{(N-1)}} \psi(|\tilde{\eta}|) < +\infty$ of Corollary 9 is satisfied.

Next, with (29), (30) and

$$
\frac{d}{dt} \tanh(\eta) = \text{diag}(I_{(N-1)} - \tanh^2(\eta)) \dot{\eta}
$$

we have that

$$
\dot{V} = -2\tilde{\omega}^T K^{-1} \tilde{\omega} - 2\tilde{\omega}^T B \zeta(\eta) + 2\nabla U^T (\eta^*) B \tilde{\omega}
$$

$$
-2\nabla U^T (\eta^*) \text{diag}(I_{(N-1)} - \tanh^2(\eta)) B \tilde{\omega}
$$

$$
-2\tilde{a} \Phi K^{-1} M^{-1} + BS(\tilde{\nu} + \eta^*) \tilde{\omega}
$$

$$
\leq -\tilde{\omega}^T (2K^{-1} - \nu I_N) \tilde{\omega} + \frac{1}{\nu} |B \text{diag}(\tanh^2(\eta)) \nabla U(\eta^*)|^2
$$

$$
-2\tilde{a} \Phi K^{-1} M^{-1} + BS(\tilde{\nu} + \eta^*) \tilde{\omega}
$$

$$
\leq -\tilde{\omega}^T (2K^{-1} - \nu I_N) \tilde{\omega} + \frac{1}{\nu} |B \text{diag}(\tanh^2(\eta)) \nabla U(\eta^*)|^2
$$

(36)
where \( Q(\eta) \) is given in (27), \( \nu, \mu \) as well as \( \beta \) are positive parameters and the last inequality follows since \( Q(\eta) \geq 0 \) by assumption.

With the above relations, it is difficult to ensure that condition (25) is satisfied for all col\((\tilde{\eta}, \tilde{\omega})\) \( \in \mathbb{R}^{(2N-1)} \). Therefore, we employ the relaxed requirement of Corollary 9 instead and, thus, investigate the behavior of \( \dot{V} \) restricted to arguments \( \text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)} \backslash \Omega \). Recall that \( Q(\eta) \geq 0 \) by assumption, both \( \zeta \) and \( \tanh \) are bounded functions, \( \mu > 0 \) and \( \nabla U(\eta^*) \) is a constant. Hence, it is evident that there exist \( \varepsilon > 0 \) and \( \chi > 0 \), such that \( V + \chi V \leq 0 \) for all \( \text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R} \) defined in (26).

Determining both the set \( \Omega^{\infty}_{\epsilon, c} \) defined in (26) and the behavior of \( \dot{V} \) on this set explicitly may be difficult. Yet, it follows from (36) that the last inequality in (34) and the fact that \( V \leq 0 \) for all \( \text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)} \) imply that \( V \leq 0 \) for all \( \text{col}(\tilde{\eta}, \tilde{\omega}) \in \Omega \) with \( \Omega \) defined in (33). Since the last inequality in (34) is strict, then for some \( \varepsilon > 0 \) the same inequality is satisfied for \( \dot{V} = \varepsilon \). Furthermore, since \( \dot{V} \leq 0 \) for all \( \text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)} \), with \( V \) defined in (32), we have that

\[
\left( \Omega^{\infty}_{\epsilon, c} \backslash \{0\} \right) \subseteq \Omega.
\]

Consequently, by continuity of \( V \) and \( \dot{V} \) there exist (sufficiently small) parameters \( \varepsilon > 0 \) and \( \chi > 0 \), such that \( \dot{V} \leq -\chi V \) for all \( \Omega^{\infty}_{\epsilon, c} \).

Thus, all conditions of Corollary 9 are satisfied. Hence, \( V \) is a Lyapunov function for the system (22) and all solutions \( \text{col}(\tilde{\eta}, \tilde{\omega}) \in \mathbb{R}^{(2N-1)} \) are bounded for all \( t \geq 0 \). □

### 3.4 Main synchronization result

Recall from Section 3.1 that under Assumption 6, Lemma 7 implies that the dynamics (22) have one asymptotically stable equilibrium point and \( 2^{(N-1)} - 1 \) unstable equilibria (modulo \( 2\pi \)). Denote the set of asymptotically stable equilibria of the system (22) by \( \mathcal{X} \).

We now show that the conditions of Proposition 11 also imply almost global asymptotic stability of the set \( \mathcal{X} \).

**Theorem 12** Consider the system (22) with Assumptions 1, 6 and 10. Then, the set \( \mathcal{X} \) is almost globally asymptotically stable, i.e., for all initial conditions, except a set of measure zero, the solutions of the system (22) asymptotically converge to a point in \( \mathcal{X} \). □

**Proof.** Recall that with Assumptions 1, 6 and 10, Proposition 11 implies that all solutions of the system (22) are bounded. Thus, it only remains to show that almost all bounded solutions converge to a stable equilibrium point. To this end, consider the function \( W : \mathbb{R}^{(2N-1)} \rightarrow \mathbb{R} \)

\[
W(\tilde{\eta}, \tilde{\omega}) = \frac{1}{2} \tilde{\omega}^T M \tilde{\omega} + U(\tilde{\eta} + \eta^*) - \nabla U^T(\eta^*) \tilde{\eta}.
\]  (37)

With (22), a straightforward calculation yields

\[
\dot{W} = -\tilde{\omega}^T K^1 \tilde{\omega} \leq 0.
\]

Consequently, by invoking LaSalle’s invariance principle [48] we conclude that all bounded solutions of the system (22) converge to the set where

\[
\tilde{\omega}(t) = \Omega_N, \quad \forall t \in \mathbb{R}_{\geq 0}.
\]  (38)

By inspection of (22), we see that this implies that \( \tilde{\eta} \) is constant. Consequently, the invariant set where \( \dot{W} \equiv 0 \) contains all equilibria of the system (22). This shows that for all initial conditions, the solutions of the system (22) asymptotically converge to an equilibrium.

To show that the set \( \mathcal{X} \) is almost globally asymptotically stable, we note that Lemma 7 implies that the Jacobian of the dynamics (22) evaluated at any unstable equilibrium point has at least one eigenvalue with positive real part. Thus, following the analyses in [44,45,52], we invoke [61, Proposition 11] to conclude that the region of attraction of any unstable equilibrium point has zero Lebesgue measure. Hence, for all initial conditions, except a set of measure zero, the solutions of the system (22) asymptotically converge to an isolated point in the set \( \mathcal{X} \), completing the proof. □

As discussed at the end of Section 2.2, almost global asymptotic stability of the set \( \mathcal{X} \) is equivalent to global asymptotic convergence of almost all solutions \( \text{col}(\theta, \omega) \) to \( (\theta^*, \omega^*) \), modulo \( 2\pi \) and up to a constant uniform shift \( \theta_{aw} \mod N, \theta_{aw} \in \mathbb{R} \), in all angles.

### 3.5 Discussion on the synchronization conditions

In order to illustrate the implications of our main convergence condition, i.e., Assumption 10, we simplify the matrix \( Q(\eta) \) given in (27)—at the cost of potentially more conservative conditions. To this end, we need the following result.

Define the constant

\[
\rho := \sup_{\tilde{\eta} \in \mathbb{R}^{(2N-1)}} \| \mathcal{B} S(\tilde{\eta} + \eta^*) \|_2,\]  (39)

4 Note that \( W \) is continuously differentiable as a function \( \mathbb{R}^{(2N-1)} \rightarrow \mathbb{R} \), but not as a function \( \mathbb{S}^{(N-1)} \times \mathbb{R}^N \rightarrow \mathbb{R} \).
where $\| \cdot \|_2$ is the induced 2-matrix-norm. The proof of the lemma below is given in Appendix A.

**Lemma 13** The constant $\rho$ is given by
\[
\rho = \lambda_{\text{max}}(BAB^T). \tag{40}
\]
\[\square\]

Now we can establish the following claim, which—for clarity of exposition—is derived for the case of uniform (virtual) inertia constants and droop gains. The corresponding proof is presented in Appendix B.

**Lemma 14** Suppose that $K = kI_N$, $M = mI_N$, $k > 0$, $m > 0$ and $m$ is fixed. Set $\beta = k$ and $\alpha = 1$ and select $k$ and $\nu$, such that
\[
1 - \nu k - m^2\rho^2k^4 - 2m\rho k^2 > 0, \tag{41}
\]
where the constant $\rho$ is given in (40). Then $Q(\bar{\eta}) > 0$ for all $\eta^* \in \mathbb{R}^{(N-1)}$ and all $\bar{\eta} \in \mathbb{R}^{(N-1)}$ as well as some $\mu > 0$. \[\square\]

Based on Lemma 14 we can draw the following physical implications of our main result, i.e., Theorem 12:

- The constant $\rho$ defined in (39) can be interpreted as an upper bound on the network interconnection strength represented by the coefficients $a_i > 0$ in $B\nabla U(\bar{\eta} + \eta^*)B^T$, see (5) and Lemma 13. For the particular case of uniform coupling coefficients, i.e., $a_i = a$, $\bar{a} > 0$, $i \sim N$, we have that $\rho = a\lambda_{\text{max}}(BB^T)$, where $\lambda_{\text{max}}(BB^T)$ denotes the largest eigenvalue of the unweighted Laplacian matrix of the network graph.

- Condition (41) reveals that the requirement $Q(\bar{\eta}) \geq 0$ can always be satisfied for any equilibrium $\eta^* \in \mathbb{R}^{(N-1)}$ by choosing a sufficiently small droop coefficient $\nu$.

- Condition (41) also shows that the larger the inertia constants $m$ and $\nu$ and the parameter $\rho$ are, the smaller the droop coefficients $k$ have to be for Assumption 10 to be satisfied. In particular with decreasing inertia coefficients, i.e., $m \to 0$, condition (41) reduces to $1 - \nu k > 0$. In other words, the conditions (27) and (41) are more likely to be satisfied for loosely interconnected MGs in which the units have low (virtual) inertia constants and are strongly damped.

- The following "Lyapunov-like" interpretation of the role of the interconnection strength is in order. If the angle differences are less than $\frac{\pi}{2}$, then the Hessian $\nabla^2 U$ is positive definite. Hence, the solutions are already in a good "valley" of the state space and therefore strong network links (i.e., large $\rho$) help to stay in that region and eventually converge. However, if some angle differences are larger than $\frac{\pi}{2}$ and the corresponding $a_i$ are strong it might be difficult for the system to "climb" over the saddle and make it over to the "good" region. Therefore, in any local setting strong links are good, whereas in a global setting they are not.

- The requirement $Q(\bar{\eta}) > 0$ is necessary for Assumption 10 to hold, but not sufficient. The other two conditions in Assumption 10 are equilibrium-dependent. Note in particular that by construction the set $W$ cannot contain any equilibrium point of (22) since in such a case the derivative of $V$ would be strictly negative at an equilibrium. Hence, the set $W$ separates the equilibria of the system and the condition $\inf_{(\eta,\bar{\eta})\in W} V(\bar{\eta}) > 0$ implies that the Lyapunov function is negative definite with respect to the distance to the set $W$. This property is essential for the derivation of the multivariable cell structure approach in [1].

- With regard to the third and last condition in Assumption 6, physically the term $B^N U(\eta^*)$ corresponds to the stationary network power flows. Thus, we see from the property of the rank-function together with the fact that $1 - \beta \nu > 0$ (see (41)) that the conditions for global boundedness of trajectories in Proposition 11 are more likely to be satisfied in lightly loaded operating conditions. This seems reasonable from a practical point of view.

4 Numerical example

The analysis is illustrated on a MG based on the Subnetwork 1 of the CIGRE MV benchmark model [29]. For this purpose, we assume all breakers in the system are open and only consider three nodes to have DG units (namely, the nodes nodes 5, 9 and 10 in [29]). The system topology is shown in Fig. 1 and the corresponding data is given in Table 1. In Section 4.1 we show how the derived almost global synchronization conditions in Assumption 10 can be evaluated graphically, while in Section 4.2 we propose a numerical evaluation procedure.

4.1 Graphical evaluation procedure for the synchronization conditions

The conditions in Assumption 10 are evaluated graphically for a range of operating points. At first we determine the parameters $\alpha$, $\beta$, $\nu$ and $\Phi$, such that $Q(\bar{\eta}) \leq 0$. 
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From Assumption 10 it is evident that we seek to maxi-

Next we evaluate the feasibility of the remaining two conditions in Assumption 10 for a wide range of different operating points. We find that the conditions are feasible for values up to \(|\eta^*|_\infty = 21^\circ\). This shows that a reasonable range of operating points can be guaranteed to be almost globally asymptotically stable with the conditions of Proposition 11. In Fig. 2 the contour plots corresponding to the functions appearing in the second and third conditions of Assumption 10 are shown for an exemplary operating point with \(\eta^* = \text{col}(20^\circ, -21^\circ)\). It can be seen that for \(W\) in (23) with \(c = \pi\), Assumption 10 is satisfied.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Main test system parameters in per unit (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base values</td>
<td>(S_{\text{base}} = 1) [MW], (V_{\text{base}} = 20) [kV]</td>
</tr>
<tr>
<td>DG power ratings</td>
<td>(S_N = [2.53, 2.09, 0.86]) [pu]</td>
</tr>
<tr>
<td>Admittances</td>
<td>(Y_{12} = 22.31) [pu], (Y_{13} = 12.74) [pu]</td>
</tr>
<tr>
<td>Droop gains</td>
<td>(K = 0.05\text{diag}(S_N)^{-1}) [pu]</td>
</tr>
<tr>
<td>Virtual inertia constants</td>
<td>(M = 0.2K^{-1}) [s(^2)]</td>
</tr>
</tbody>
</table>
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<tr>
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<td>(S_N = [2.53, 2.09, 0.86]) [pu]</td>
</tr>
<tr>
<td>Admittances</td>
<td>(Y_{12} = 22.31) [pu], (Y_{13} = 12.74) [pu]</td>
</tr>
<tr>
<td>Droop gains</td>
<td>(K = 0.05\text{diag}(S_N)^{-1}) [pu]</td>
</tr>
<tr>
<td>Virtual inertia constants</td>
<td>(M = 0.2K^{-1}) [s(^2)]</td>
</tr>
</tbody>
</table>

**Algorithm 1** Numerical evaluation of the conditions (34) in Assumption 10 with the model (22)

1: fix \(K\), \(M\)
2: fix \(\eta^*\)
3: if \(Q(\tilde{\eta}) \leq 0\) for all \(\tilde{\eta} \in \mathbb{R}^{(N-1)}\) then
4: fix \(\kappa\) as in (35) and choose a \(c \in [\pi, 2\pi)\)
5: compute \(\eta^*\) defined in (45)
6: if \(V_i(\pm c) + \sum_{k=1, k \neq i}^{N-1} V_k(\eta^*_k) > 0\) for all \(i = 1, \ldots, N - 1\) then
7: compute \(\eta^+_i\) and \(\eta^-_i\) using (46)
8: if (47) is satisfied for all \(i = 1, \ldots, N - 1\) then
9: \(\eta^*\) is almost globally stable (modulo \(2\pi\))
10: else
11: analysis is inconclusive; modify \(\eta^*\)
12: end if
13: else
14: analysis is inconclusive; modify \(\eta^*\)
15: end if
16: else
17: analysis is inconclusive; modify \(K\) or \(M\)
18: end if

4.2 Numerical evaluation procedure for the synchronization conditions

For \(N > 3\), a graphical evaluation of the synchronization conditions as conducted in Section 4.1 is difficult. Therefore, we propose Algorithm 1 as an alternative numerical evaluation procedure. The algorithm is derived as follows. Recall (34) in Assumption 10 and note that \(V\) in (32) can be written element-wise in terms of \(\tilde{\eta}_i\), i.e.,

\[
\tilde{V}(\tilde{\eta}) = \sum_{i=1}^{N-1} \tilde{V}_i(\tilde{\eta}_i),
\]

with

\[
\tilde{V}_i(\tilde{\eta}_i) = 2\alpha_i(-\cos(\tilde{\eta}_i + \eta^*_i) + \cos(\eta^*_i) - \sin(\eta^*_i) \tanh(\tilde{\eta}_i)) - \kappa_i + \lambda_{\min}(\Psi)\alpha_i^2(\sin(\tilde{\eta}_i + \eta^*_i) - \sin(\eta^*_i))^2.
\]

Furthermore, we have that

\[
- \beta |B\zeta(\tilde{\eta})|^2 + \frac{1}{\nu} |\text{diag}(\tanh^2(\tilde{\eta}))\nabla U(\eta^*)|^2 \leq - \beta \lambda_{\min}(B^T B) |\zeta(\tilde{\eta})|^2 + \frac{1}{\nu} \lambda_{\max}(B^T B) |\text{diag}(\tanh^2(\tilde{\eta}))\nabla U(\eta^*)|^2.
\]

The right hand-side of (43) is a system of \(N - 1\) decoupled equations in the variables \(\tilde{\eta}_i\). Hence, a sufficient
condition for the last inequality in (34) to be satisfied is
\[
\sup_{\text{col}(\tilde{\eta}_k) \in \Omega} \left( -\beta \lambda_{\min}(B^TB) \tilde{\eta}_k^2 + \frac{1}{\rho} \lambda_{\max}(B^TB) \text{diag}(\tanh^2(\tilde{\eta})) \nabla U(\tilde{\eta})^2 \right) < 0.
\]
(44)

With these derivations, let
\[
\tilde{\eta}_i := \arg\min_{\tilde{\eta}_i, |\tilde{\eta}_i| \leq c} \nabla_i \cdot \tilde{U}_i(\tilde{\eta}_i),
\]
(45)
which can be computed (numerically) explicitly for any given \( \eta^*_i \) from (42) and corresponds to line 5 in Algorithm 1. Then, for the first inequality in (34) to be satisfied we need that for each \( i = 1, \ldots, N-1 \),
\[
\sum_{k=1, k \neq i}^{N-1} \nabla_i \cdot \nabla_k(\tilde{\eta}_k) > 0,
\]
which is included in line 6 in Algorithm 1.

To verify the last inequality in (34) numerically, we see that, since \( \nabla_i \cdot \tilde{U}_i(0, N-1) < 0 \) and \( \inf_{\text{col}(\tilde{\eta}_k) \in W} \nabla_i \cdot \tilde{U}_i(\tilde{\eta}) > 0 \), there has to exist at least one \( \tilde{\eta}_i \in (-c, 0] \) and one in \([-c, 0)\), such that
\[
\nabla_i \cdot \tilde{U}_i(\tilde{\eta}_i) + \sum_{k=1, k \neq i}^{N-1} \nabla_i \cdot \nabla_k(\tilde{\eta}_k) = 0,
\]
(46)
where \( \tilde{\eta}_i \) is defined in (45). Denote the solutions to this equality by \( \tilde{\eta}_i^- \in [-c, 0) \) and \( \tilde{\eta}_i^+ \in (0, c] \) (if there is more than one solution on one of the intervals, choose the one closest to the origin). Then by using (43) a sufficient condition for the last inequality in (34) to be satisfied is
\[
-\beta \lambda_{\min}(B^TB) a_i^2 (\sin(\tilde{\eta}_i^- + \tilde{\eta}_i^+)) - \sin(\tilde{\eta}_i^+))^2 + \frac{1}{\rho} \lambda_{\max}(B^TB) \tanh^4(\tilde{\eta}_i^-) a_i^2 \sin(\tilde{\eta}_i)^2 < 0
\]
(47)
for all \( \tilde{\eta}_i \in [\tilde{\eta}_i^-, \tilde{\eta}_i^+] \setminus \{0\} \). This corresponds to lines 7-8 of Algorithm 1. By letting
\[
\Omega' = \left[ \tilde{\eta}_1^- \cdot \tilde{\eta}_1^+ \right] \times \cdots \times \left[ \tilde{\eta}_{N-1}^- \cdot \tilde{\eta}_{N-1}^+ \right] \setminus \{0, N-1\} \subset \mathbb{R}^{N-1},
\]
we see that by construction
\[
\Omega \setminus \{0, N-1\} \subset \Omega \subset \Omega'.
\]
Consequently, if Algorithm 1 provides a feasible result, then all conditions of Proposition 11 and, hence, also of Theorem 12 are satisfied. In case the numerical evaluation was inconclusive, the droop parameters \( K \) and virtual inertias \( M \) could be modified to ease feasibility of the proposed synchronization conditions. To this end, Lemma 14 and the discussion following it provide some guidelines.

By applying this numerical evaluation method to our test MG we find that the conditions in Assumption 10 are verified for \( |\eta^*| \leq 18^\circ \). Hence—as was to be expected due to the employed bounds in the derivation of (47)—the resulting admissible region of stationary angles \( \eta^* \) is slightly smaller than that obtained via the graphical evaluation procedure in Section 4.1. Yet it has the advantage of being easily applicable also for MGs with \( N > 3 \).

**Remark 15** The nonzero eigenvalues of \( BB^T \in \mathbb{R}^{(N-1) \times (N-1)} \) are identical to those of the Laplacian matrix \( BB^T \in \mathbb{R}^{N \times N} \) associated with the unweighted graph describing the power network topology. Hence, since the power network is assumed to be connected, \( \lambda_{\min}(BB^T) > 0 \) denotes the algebraic connectivity, i.e., the second smallest eigenvalue of the graph Laplacian \( BB^T \), and \( \lambda_{\max}(BB^T) \) its largest eigenvalue. However, these terms only appear in (44) as a consequence of the employed bounds and therefore may not offer a direct physical interpretation, yet they explain the assumption of a radial network topology.

## 5 Conclusions and future research

We have performed a global synchronization analysis of a radial MG model with the typical droop control—the global qualifier being the central feature that distinguishes our results from the ones reported in the literature. The analysis consists of three main steps. First, the existence of the equilibrium sets of interest is established (Proposition 4). Second, the (local) stability properties of these equilibrium sets are characterized (Lemma 7). Third, sufficient conditions for global boundedness of solutions (Proposition 11) are given and it is shown that these conditions also imply almost global synchronization (Theorem 12). With the help of Lemma 14, a physical interpretation in terms of the droop and (virtual) inertia coefficients as well as the "degree of interconnection" of the network is provided. Finally it is shown how the proposed conditions can be verified both graphically and numerically.

The proofs of the main results are established by using the multivariable cell structure approach together with the concept of Leonov functions for periodic systems with multiple invariant sets, both of which were recently introduced in [46,1]. The main advantage of using Leonov, instead of the usual Lyapunov, functions is that the conditions of sign definiteness imposed for the latter are obviated. This key feature turns out to be essential for the analysis of MGs carried out in this paper.

Our current and future research is geared towards the extension of the present analysis to more general network
topologies as well as more detailed models of closed-loop inverter and generator dynamics, which are described here by the swing equation. We also intend to extend the presented results to a robust stability analysis with respect to external perturbations, such as load variations, via the ISS approach derived in [56]. Another objective is to extend the employed framework to Control Leonov Functions (CLEFs) and use these to design globally stabilizing inverter controllers for MG applications.
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\[ \nabla^2 U(\tilde{\varphi} + \varpi) = \text{diag}(a_i \cos(\tilde{\varphi}_i + \varpi_i)) \]

together with the definition of \( S(\tilde{\varphi} + \varpi) \) in (30) implies that \( \rho \) in (39) is well-defined. To prove (40), we note that since \( BS(\tilde{\varphi} + \varpi) \) is symmetric we have that

\[ \|BS(\tilde{\varphi} + \varpi)\|_2 = \sup_{v \in \mathbb{R}^N, |v| = 1} |v^T BS(\tilde{\varphi} + \varpi) v|, \]

Appendix

A Proof of Lemma 13

We give the proof of Lemma 13. The fact that

\[ \nabla^2 U(\tilde{\varphi} + \varpi) = \text{diag}(a_i \cos(\tilde{\varphi}_i + \varpi_i)) \]

with the definition of \( S(\tilde{\varphi} + \varpi) \) in (30) implies that \( \rho \) in (39) is well-defined. To prove (40), we note that since \( BS(\tilde{\varphi} + \varpi) \) is symmetric we have that
and that
\[
\rho = \sup_{\eta \in \mathbb{R}^{(N-1)}} \sup_{v \in \mathbb{R}^N, |v| = 1} \left| v^T B S(\tilde{\eta} + \eta^*) v \right|
\]
\[
= \sup_{\eta \in \mathbb{R}^{(N-1)}} \sup_{v \in \mathbb{R}^N, |v| = 1} \left| v^T B \left( \sup_{\tilde{\eta} \in \mathbb{R}^{(N-1)}} \left[ \frac{2}{k} \cos(\tilde{\eta}_i + \eta^*_i) \right] \right) B^T v \right|
\]

Furthermore, since the suprema in \( \tilde{\eta} \) and \( v \) are independent of each other, we obtain
\[
\rho = \sup_{v \in \mathbb{R}^N, |v| = 1} \left| v^T B \left( \sup_{\tilde{\eta} \in \mathbb{R}^{(N-1)}} \left[ \frac{2}{k} \cos(\tilde{\eta}_i + \eta^*_i) \right] \right) B^T v \right|
\]
\[
= \sup_{v \in \mathbb{R}^N, |v| = 1} \left| v^T B \left( \frac{2}{k} \right) B^T v \right|
\]
\[
= \lambda_{\max} \left( B \left[ \frac{2}{k} \right] B^T \right) = \lambda_{\max} \left( BAB^T \right).
\]

This completes the proof.

B. Proof of Lemma 14

Set \( \Phi = \phi I_N, \phi > 0, \mu = 0 \) and \( \alpha = 1 \). Then, \( Q(\tilde{\eta}) \) in (27) becomes
\[
Q(\tilde{\eta}) = \begin{bmatrix}
\frac{2}{k} \cos(\tilde{\eta}_i + \eta^*_i) \\
-\phi BS(\tilde{\eta} + \eta^*) + \frac{\beta}{k} I_N
\end{bmatrix}
\]

The lower block of \( Q(\tilde{\eta}) \) is positive definite if and only if
\[
\frac{2}{k} - \nu - \frac{\beta}{k^2} > 0, \tag{B.2}
\]
with the left hand-side attaining a maximum for
\[
-\frac{2}{k^2} + \frac{2k\beta}{k^4} = \frac{-2k^2 + 2k\beta}{k^4} = 0,
\]

which yields \( k^* = \beta \). Then (B.2) becomes
\[
\frac{2}{\beta} - \nu - 1 = \frac{1 - \nu\beta}{\beta} > 0,
\]

which, since \( m, \rho \) and \( \beta = k \) are positive parameters, is satisfied due to condition (41).

By inserting \( k = k^* \) in (B.1) and taking the Schur complement, we see that \( Q(\tilde{\eta}) > 0 \) if and only if

\[
1 - \frac{\nu\beta}{\beta} \left( \frac{2\phi}{\beta m} - \beta \right) I_N
\]
\[
- (\phi BS(\tilde{\eta} + \eta^*))^T + I_N
\]
\[
= 1 - \nu\beta \left( \frac{2\phi}{\beta m} - \beta \right) I_N - \phi^2 BS(\tilde{\eta} + \eta^*)^T + I_N
\]
\[
+ \phi BS(\tilde{\eta} + \eta^*) + \phi S^T(\tilde{\eta} + \eta^*) B^T - I_N > 0.
\]

By using \( \rho \) defined in (39), we obtain that the above condition is satisfied if
\[
1 - \nu\beta \left( \frac{2\phi}{\beta m} - \beta \right) - \phi^2 - 2\rho - 1 > 0, \tag{B.3}
\]

the left hand-side of which attains a maximum with respect to \( \phi \) for
\[
\phi^* = \frac{1 - \nu\beta - \mu\rho\beta^2}{\beta^2 m\rho^2}.
\]

Since \( m, \rho \) and \( \beta = k \) are positive parameters, condition (41) implies that \( \phi > 0 \). Furthermore, with \( \phi = \phi^* \) the inequality (B.3) becomes
\[
\frac{(\beta_\nu - 1) (\beta^4 m^2 \rho^2 + 2 \beta^2 m \rho + \nu \beta - 1)}{\beta^4 m^2 \rho^2} > 0.
\]

Since, with (41), \( (\beta_\nu - 1) < 0 \), the above inequality is equivalent to
\[
1 - \nu\beta - \beta^4 m^2 \rho^2 + 2 \beta^2 m \rho > 0,
\]

which by inserting \( \beta = k \) yields (41). The proof is completed by noting that, since we have only used strict inequalities in the above derivations, condition (41) ensures that there is a (small enough) \( \mu > 0 \), such that \( Q(\tilde{\eta}) > 0 \) for all \( \eta^* \in \mathbb{R}^{(N-1)} \) and all \( \tilde{\eta} \in \mathbb{R}^{(N-1)} \).