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ABSTRACT
In this article we investigate how the local Gaussian model

(LGM) can be applied to separate sound sources in the higher-
order ambisonics (HOA) domain. First, we show that in the HOA
domain, the mathematical formalism of the local Gaussian model
remains the same as in the microphone domain. Second, using
an off-the shelf source separation toolbox (FASST) based on the
local Gaussian model, we validate the efficiency of the approach
in the HOA domain by comparing the performance of toolbox in
the HOA domain with its performance in the microphone domain.
To do this we discuss and run some simulations to ensure a fair
comparison. Third, we check the efficiency of the local Gaussian
model compared to other available source separation techniques in
the HOA domain. Simulation results show that separating sources
in the HOA domain results in a 1 to 12 dB increase in signal-to-
distortion ratio, compared to the microphone domain.

Multichannel source separation, local Gaussian model, Wiener
filtering, 3D audio, Higher Order Ambisonics (HOA).

1. INTRODUCTION

There is an increasing interest in new, immersive forms of media,
such as 360-degree videos and Virtual Reality (VR) experiences.
Producing media experiences of this kind requires new techniques
and workflows on both the video and audio sides. In particular, the
feeling of immersion that is sought after by VR spectators highly
depends on the quality of the audio rendering. In order for the ex-
perience to be convincing, sounds must be binauralized according
to the spectator’s location and orientation relative to the different
sound sources.

Among the various 3D-audio technologies available, Higher-
Order Ambisonics (HOA) [1, 2, 3, 4] has become the de facto
standard for 360-degree video soundtracks. This is primarily be-
cause HOA provides a panoramic representation of the sound field,
which can easily be rotated in accordance with the listener’s head
orientation prior to being played back. Another significant ad-
vantage of the HOA representation is that it is straightforward to
record HOA sound scenes using relatively compact Spherical Mi-
crophone Arrays (SMAs). In contrast to 360-degree videos, how-
ever, VR experiences not only allow the spectator to look in any di-
rection, but also to navigate through the virtual environment. This
means that the spectator’s perspective of the scene may change
over time in a manner that cannot be modeled as a simple rota-
tion effect. For instance, the spectator can move toward one of the

sound sources, which should translate in this source being louder
compared to other sources.

One possible approach to simulate a movement through the
scene is to interpolate between several HOA representations cor-
responding to different points of view [5, 6]. However, in prac-
tice this requires to use several SMAs, which may be impossi-
ble. Another possibility consists in decomposing one HOA scene
into directional components, which typically correspond to sound
sources, and changing their directions and gains according to the
listener’s movements [7, 8, 9]. In addition to being more practical
than the interpolation method, this approach was shown to yield a
better listening experience [8]. The quality of the navigation effect
obtained with the decomposition approach ultimately depends on
the accuracy of the sound source separation. In previous work [9],
we showed that sound sources could be separated using a simple
beamforming technique, which relies solely on spatial informa-
tion. In the presence of complex sound scenes, however, the qual-
ity of the separation could be improved using multi-channel source
separation algorithms, such as those based on the so-called local
Gaussian model [10, 11, 12].

In this article, we investigate the ability of the local Gaussian
model to handle the informed source separation problem (knowing
directions of arrival) directly in the HOA domain. In Section. 2, we
recall the model in the microphone domain and derive its equiva-
lent in the HOA domain. This allows us to perform experiments
with an off-the-shelf source separation toolbox, the Flexible Au-
dio Source Separation Toolbox (FASST) [13], presented in Sec-
tion 3. Experimental results are presented and discussed in Sec-
tion 5; First, on a small dataset, we investigate the performance
of FASST with respect to of the number of channels in the HOA
domain and the number of microphones in the microphone do-
main, and select a number of channels/microphones yielding a fair
comparison between the HOA domain and microphone domain.
Second, on a large scale dataset, we measure the performance of
FASST in both domains, and compare them to each other. Third,
we compare the performance of FASST with different types of
beamformers. We conclude in Section 6 on the validity of the lo-
cal Gaussian model and its competitive performance when applied
to HOA signals, including in challenging situations such as highly
reverberating environments or close source positions.



2. MIXTURE MODELS

2.1. Microphone domain

The source separation problem consists in estimating the contribu-
tion cj,t P R

I of each source j “ 1, ..., J in each microphone
i “ 1, ..., I and at each time instant t “ 1, ..., T . In the absence
of noise, the mixture can be written as:

xt “

J
ÿ

j“1

cj,t , (1)

where xt “ rx1,t, . . . , xI,ts
T
P RI are microphone array sig-

nals. In a reverberant environment, under the hypothesis of point
sources, the source signal sj,t can be related to its contribution cj,t

through:
cj,t “ rαij ˚ sjst , (2)

where ˚ denotes the convolution product, αij is the impulse re-
sponse of the mixing filter between the source j, and the micro-
phone i. Now, under the narrow-band approximation, and assum-
ing the mixing filters are time invariant, the Short-Time Fourier
Transform (STFT) of the microphone signals is given by:

xf,n “

J
ÿ

j“1

Aj,fsj,fn , (3)

where f and n denote the frequency bin and time-frame index, re-
spectively. Af P C

IˆJ contains the frequency responses aij,f of
the filters aijptq, and embeds information on the source directions
of arrival (DOA).

The source separation problem as defined in Eq.(1) can be ad-
dressed using the multichannel Wiener filtering framework, which
will be presented with more details in Sec. 3. This framework re-
quires the selection of a distribution model for the variables to es-
timate. For simplicity we use the local Gaussian model presented
in [14]:

@f P r1, F s , n P r1, N s , cj,f,n „ Ncp0,Σcj,f,nq , (4)

where Σcj,f,n“ E
“

cj,f,n cH
j,f,n

‰

is the covariance matrix of the
contribution of the j-th source to every microphone at frequency
f and time frame n. In line with the literature, this matrix can be
further decomposed as the product of a scalar spectral part, vj,f,n,
with a time-invariant spatial matrix, Rcj,f , as follows: Σcj,f,n “

vj,f,n Rcj,f . Notably, the so-called spatial covariance matrix Rcj,f

respects the relation Rcj,f “ Aj,f AH
j,f when the assumptions of

Eq. (3) hold.

2.2. HOA domain

In the Higher-Order Ambisonic (HOA) framework, the sound field
is decomposed over a basis of spherical harmonic functions. The
HOA signals, zt, are typically obtained by applying a set of finite
impulse response filters, known as encoding filters, to the signals
recorded by a spherical microphone array [15]. Thus, assuming
the encoding filters are short enough, the vector of the HOA signal
STFTs zf,n P CM is given by:

zf,n “ Ef xf,n, (5)

where Ef is the matrix of the encoding filter frequency responses.
Using Eq. (1), we can now model the HOA mixture as follows:

zf,n “

J
ÿ

j“1

Ef cj,f,n, (6)

and identify the contribution of the j-th source to the different
HOA channels as:

bj,f,n “ Ef cj,f,n. (7)

As is the case in the microphone domain, in the ambisonic do-
main source separation consists in estimating the contribution of
every source to every channel bj,f,n, which can be solved using
a Wiener filtering approach. To this aim we assume the following
local Gaussian model:

bj,f,n „ Ncp0,Σbj,f,nq. (8)

Similar to the microphone domain, the covariance Σbj,f,n can be
further decomposed into a spectral part, vj,f,n, and a spatial co-
variance matrix given by:

Rbj,f “ Ef Rcj,f EH
f . (9)

3. SOURCE SEPARATION WITH FASST

The multi-channel source separation problem can be solved by
looking for the filter that minimizes the expected squared error for
every source j and every time frequency bin pf, nq:

@j P r1, Js, f P r1, F s and n P r1, N s,
Wj,f,n “ argmin

W
E
“

}cj,f,n ´Wj,f,n xf,n}
2
2

‰

. (10)

The filter Wj,f,n is known as the multichannel Wiener filter and
is given by:

Wj,f,n “ Σpcj,f,n,xf,nq
Σ´1
pxf,n,xf,nq

, (11)

where the matrices Σpxf,n,xf,nq
and Σpcj,f,n,xf,nq

, represent the
covariance of the mixture xf,n and the cross-correlation between
the vectors cj,f,n and xf,n, respectively.

From Eq. (4), and assuming the sources are statistically inde-
pendent, the Wiener filter can be simplified as:

Wj,f,n “ Σcj,f,n

˜

J
ÿ

j1“1

Σcj1,f,n

¸´1

. (12)

Thus, the source separation problem reduces to the problem of es-
timating the covariance matrices Σcj,f,n or, equivalently in the
HOA domain, Σbj,f,n . Each source contribution is obtained by
applying element-wise its corresponding Wiener filter to the mix-
ture: cj,fn “ Wj,fnxfn, respectively, bj,f,n “ Wj,f,nzj,f,n in
the HOA domain. and finally using overlap-add to reconstruct the
time-domain signal.

In this work we use the flexible audio source separation tool-
box (FASST) [13, 16], a software toolbox which allows the esti-
mation of these parameters and apply the subsequent Wiener filter.
In FASST the parameters are estimated by maximizing the log-
likelihood of the observations with an Expectation-Maximization
(EM) algorithm, and a multi-channel non negative matrix factor-
ization (NMF) model can be enforced on the source covariances
Σcj,f,n [11].



4. EXPERIMENTAL PROTOCOL

4.1. Dataset

In order to evaluate the source separation performance, we built a
dataset as follows. First, fifty songs were picked randomly from
the Mixing Secret Dataset (MSD100)1. In the MSD100 database,
each song consists of four sound sources (voice, bass, drums and
"others") provided as separate tracks.

In this work, microphone array recordings were then simulated
using MCRoomSim [17], a room acoustics simulation software.
This software calculates impulse responses modeling the acoustic
propagation between acoustic sources and sensors in reverberant
environments. A total of 16 simulations were run, corresponding
to four rooms and four source configurations. The eight rooms had
the same dimensions, 10 m ˆ 8 m ˆ 3 m, but different wall ab-
sorption coefficients, which resulted in the following reverberation
times: 0 s, 0.2 s, 0.4 s and 0.7 s. The four source configurations are
illustrated in Fig. 1. In every simulation the microphone array was
modeled to match the characteristics of the Eigenmike2 and was
located at the same position in the room. In order to calculate the
microphone mixtures, for each song and each of the 32 conditions
the separate source tracks were then convolved with the simulated
impulse responses and summed with each other.

We then built two different inputs for source separation: a mi-
crophone mixture x obtained using every sensor of the Eigenmike
(32 channels), and a fourth order ambisonic mixture b (25 chan-
nels) obtained by applying encoding filters to the microphone mix-
ture x.

90°

10°

10°

90°

90°

A) B)

D)C)
10°

Fig. 1: The four sound source configurations considered in our
simulations. Note: stars represent sound source locations. All the
sources and the spherical microphone array are at the same height.
Across all the examples, the position of sources with similar type
was the same.

4.2. Evaluation criteria

In order to validate the adaptability of FASST in the HOA domain,
we propose to compare its performance to that obtained by apply-
ing FASST in the microphone domain. A fair comparison requires
to compute the chosen performance measures in the same domain.

1https://sisec.inria.fr/sisec-2015/
2015-professionally-produced-music-recordings/

2https://mhacoustics.com/products

However, some information is lost when converting microphone
signals to HOA signals, therefore it is impossible to convert the
separated HOA signals back to the microphone domain for com-
parison. To alleviate this issue, instead of computing the evaluation
measures in terms of the contribution of each source in each chan-
nel/microphone (FASST’s outputs), we propose to compute them
in terms of sound objects.

We obtain sound objects by applying beamforming to the sig-
nals separated by FASST. For simplicity, we use the beamforming
technique known as the matched filter for both the microphone
and HOA domains. For the j-th sound source, the sound object
is calculated by projecting the separated signals onto the steering
vector corresponding to a plane wave incoming from the source
direction,pθj , φjq. In other words, the estimated source object j in
the microphone and HOA domains are calculated as follows:

ŝMic
j,f,n “

aH
j,f

||aj,f ||
2 ĉj,f,n (13)

ŝHOA
j,f,n “

yH
j,f

||yj,f ||
2 b̂j,f,n (14)

where yj corresponds to the spherical harmonic vector evaluated
at the direction of arrival of the source j. We then compare the es-
timated sound object signals to reference signals, which we define
as the sound objects obtained by applying the same beamform-
ing to the actual (i.e. oracle) sound source contributions. In other
words for the source j the reference signal in the microphone and
HOA domains are given by:

sMic
j,f,n “

aH
j,f

||aj,f ||
2 cj,f,n (15)

sHOA
j,f,n “

yH
j,f

||yj,f ||
2 bj,f,n (16)

Lastly, we assess the source separation performance by com-
paring the signals given by Eq. (13), and Eq. (14) to the ones given
by Eq. (15) and Eq. (16), respectively, using the following perfor-
mance measures [18]: Signal to Distortion Ratio (SDR), Signal
to Artifact Ratio (SAR), and Signal to Interference Ratio (SIR).
These measures are then calculated with the BSS-eval toolbox3

[19].

4.3. Evaluated methods

The first method we examine consists in applying FASST to the
HOA mixtures (see Sec. 3.) We compare it to the equivalent microphone-
domain mixtures with the same number of channels. We also com-
pare the performance obtained by using FASST in the HOA do-
main with that of two different beamformers.

The first beamformer has already been introduced in Section. 4.2.
It is the matched filter beamformer(PWD), but this time applied di-
rectly to the HOA mixture, which is given by:

s̄HOA
j,f,n “

yH
j,f

||yj,f ||2
zf,n. (17)

The second beam former, which we refer as the pseudo-inverse
beamfomer, consists in multiplying the HOA signals with the pseudo-
inverse of the matrix containing the steering vectors for the di-
rections of the sources. The resulting beamformer is a particular

3BSS-eval version 3.0 for Matlab, http://bass-db.gforge.
inria.fr/bss_eval/

https://sisec.inria.fr/sisec-2015/2015-professionally-produced-music-recordings/
https://sisec.inria.fr/sisec-2015/2015-professionally-produced-music-recordings/
https://mhacoustics.com/products
http://bass-db.gforge.inria.fr/bss_eval/
http://bass-db.gforge.inria.fr/bss_eval/


case of the Linearly-Constrained Minimum-Variance beamformer
(LCMV). It is given by:

¯̄sHOA
j,f,n “ pY

HYq´1YHzf,n, (18)

where the matrix Y contains the spherical harmonic vectors of the
sources direction of arrivals.

4.4. FASST parametrization and initialization

The FASST toolbox requires choosing configuration parameters,
as well as providing initial values for the covariance matrices Σcj,f,n

in Eq. (12). Tab. 1 summarizes the parameters used for all exper-
iments. Further, in order to match the scene configuration, the
number of sources was fixed to 4 in the anechoic condition and 5
in reverberant conditions, where we observed that it was beneficial
to add a source accounting for diffuse noise or late reverberation.

Transform type STFT

Sampling frequency 44100 Hz

Window length 69 ms (3072 samples)

NMF rank 16

Stopping criterion 150 iterations

Table 1: FASST parameters

In FASST, covariances are decomposed into a spectral part and
a spatial part, and the spectral part further modeled by NMF, as
proposed by [16]. For each of the first 4 sources, the spatial co-
variance was initialized to the rank-1 matrices RHOA

f “ yjy
H
j and

RMic
f “ aj,faH

j,f for the HOA and microphone domain, respec-
tively. In the microphone domain, the steering vectors aj,f were
derived from the microphone array characteristics and source lo-
cations. In the HOA domain, the steering vectors yj were derived
as the vector of the first nine spherical harmonic functions eval-
uated in the source directions. In the reverberant case, the fifth
source was assumed to have a full-rank spatial covariance, which
was was initialized to the identity matrix. Lastly, regarding the
spectral part of the covariance, NMF factors were initialized as
random numbers.

5. VALIDATION OF THE APPROACH

As explained before the main goal is to validate experimentally the
local Gaussian model assumption for source separation in the HOA
domain. To this aim the performances obtained using FASST in
the HOA domain are compared to that obtained in the microphone
domain. However, we first need to select a number of microphone
channels and HOA signals that ensures a fair comparison between
the two methods. Thus, we first investigate the influence of the
number of microphone channels and HOA signals on the source
separation performance for a fraction of the dataset. The results
of this study, presented in Sec. 5.1, indicate that it is fair to com-
pare the results obtained with 9 HOA signals (order 2 HOA sig-
nals) with that obtained using 9 microphone channels. In Sec. 5.2
we present further experimental results obtained using the selected
number of channels for the entire dataset.

5.1. Selection of the number of microphones/channels

The computational cost of FASST depends primarily on the square
of the number of channels of the mixture, and considering the size
of our dataset, it is important to spare time and resources in the
main experiment that will soon be described. A naive approach
would be to adopt a lower HOA order L ă 4, and consider on
the one hand HOA mixtures with M “ pL ` 1q2 channels, and
on the other one, the same mixtures given by a sub-antenna of
the Eigenmike, where the number of the chosen capsules is I “
pL` 1q2.

However, one could argue that while HOA mixtures are ob-
tained by considering all of the capsules of the Eigenmike, the
microphone mixtures are given by only M “ pL ` 1q2 selected
microphones, and therefore, the comparison could be considered
unfair. To clarify this point, we begin our experiments by mea-
suring the source separation performance in both domains when
varying respectively the number of channels and the number of
microphones. This preliminary experiment is done on a small pro-
portion of the created dataset (see below).

First, in the microphone domain we considered different sub
antennas from the Eigenmike where the capsules were selected in
order to be distributed regularly on the sphere. The considered
numbers of microphones are I “ 4, 9, 12, 16, 25, 32 (the numbers
4, 9, 16, 25 were chosen to match the number of possible channels
in the HOA domain, the number 12 is considered because the cho-
sen capsules can be regularly distributed in the best way to cover
the sphere). Second, HOA signals make sense if they are grouped
by order L, each order L corresponding to a number of channels
M “ pL ` 1q2. We have already at our disposal the 4th order
signals (25 channels) by encoding the information provided by the
32 capsules of the Eigenmike. In order to have the first, the sec-
ond, and the third order we have to simply truncate respectively the
25 HOA signals to the first M “ 4, 9, 16 channels. Considering
the selected capsules in the microphone domain and the truncation
of the signals in the HOA domain, from our data set we consid-
ered randomly 160 mixtures, all the listed time reverberations and
sound source configurations were considered.

We applied FASST to the different mixtures, considering the
sources DOA known, the initialization and the parametrization of
the toolbox are given in Sec. 4.4. The results in terms of SDR, SIR
and SAR are given in Fig. 2.

In the microphone domain, we observe that the SIR tends to
improve by 0.07 dB in average when increasing the number of mi-
crophones, the SAR tends to decrease, when it comes to the SDR
we observe that it increases slightly by 0.02 dB in average until
9 microphones and drops after. In the HOA domain, we observe
an improvement of all performance measures when increasing the
number of channels. We can clearly see that adding more micro-
phones doesn’t improve the source separation performance in the
microphone domain. As a conclusion it is unnecessary to add more
microphones in the microphone domain, and therefore the compar-
ison of FASST’s performance between the HOA domain and the
microphone domain is fair if the number of channels/microphones
is equal to I “M “ 9.

5.2. Extensive experiments with 9 microphones/channels

In the following the considered number of channels is equal to
the considered number of microphones I “ M “ 9. In the mi-
crophone domain the selected capsules are given in Table. 2. More
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Fig. 2: Comparing FASST performance in regards of number the used microphones/channels.

information about the angular position of the Eigenmike’s capsules
can be found in [20].

1 2 3 4 5 6 7 8 9

θ 0 35 -58 -31 0 -58 35 69 -32
φ -32 45 0 90 212 180 135 269 -90

Table 2: Elevation (θ) and azimuth (φ), in degrees, of the selected
Eigenmike microphone capsules. The radius of the microphone is
4 cm. The origin of space is the center of the Eigenmike.

In the following, we consider the whole dataset described in
(Sec. 4.1). The results of the comparison are given in Fig. 3. As
expected performance decrease as reverberation and scene com-
plexity increase, regardless of the signal domain. However, in most
configurations, separating the sources in the HOA domain resulted
in better performance measures compared to the microphone do-
main. We can clearly see a gain of 7 to 12 dB for the least chal-
lenging sound source configuration, and a gain of 1 to 6 dB for the
most challenging one. Tab. 3 summarizes the difference in SDR
values between the HOA domain and the microphone domain for
configurations (A) and (D): the SDR is almost always higher in the
HOA domain, regardless of the reverberation or song. As well, the
gap between the performance obtained in the two domains reduces
as the complexity of the scenario increases, with a more prominent
influence of reverberation time. Separating sources in the HOA do-
main results in a 1 to 12 dB increase in signal-to-distortion ratio,
compared to the microphone domain.

RT60psq 0 0.2 0.4 0.7

A
max 21 14.35 11.9 12

median 12.43 7.69 7 6.84
min 4.3 2.52 2.5 2.9

D
max 10.17 6.6 6.7 6.32

median 6.05 0.83 1.52 2.45
min -1.84 -6 -5 -4

Table 3: ∆SDR “ SDRHOA ´ SDRMIC , in dB, for scenarios
A and D.

One reason may explain these results. Indeed, in FASST’s EM
algorithm, the empirical covariance matrix is inverted while esti-
mating the first Wiener filter [13] and the numerical stability of
this inversion differ in the two signal domains. We calculated the

condition number of the empirical covariance matrix in both do-
mains for a random example picked from the dataset. It appeared
that, for frequencies below 2 kHz, the condition number was gen-
erally higher in the microphone domain than in the HOA domain,
and could be about 1000 times greater for some frequency values.
Therefore, the conversion of the microphone signals into HOA sig-
nals seems to act as a pre-conditioning for the EM algorithm.

Having established the interest of performing the source sep-
aration in the HOA domain with FASST, we now compare it with
the reference methods. Results are presented in Fig. 4. FASST
clearly outperforms the reference methods. This is because, con-
trary to the reference methods which are solely based on spatial
cues, FASST also exploits spectral cues. This gives FASST an
advantage when sources are close to each other and spatial infor-
mation is more ambiguous. Although this fact has already been
observed in microphone domain source separation [21], we con-
firm it here also on HOA-domain source separation.

Surprisingly, FASST outperforms the PIV method even in ane-
choic environment where the PIV method could have been ex-
pected to give the best results in terms of performance. Indeed,
9 signals should be enough to form a beam toward one source and
cancel 3 interfering sources at the same time. This can be ex-
plained with the fact that encoded HOA signals don’t match per-
fectly the theoretical signals. This imperfection is mainly caused
by the physical limitations of the microphone array. Indeed, the
capsules of the Eigenmike are relatively close to each other, which
results in spatial aliasing and a loss of lower frequencies [22].

6. CONCLUSION

In this paper we investigated for the first time the ability of the lo-
cal Gaussian model to handle the source separation problem in the
HOA domain. To this aim we have established the model’s equa-
tions in the HOA domain and run numerical experiments. Our sim-
ulation results show that applying a local Gaussian model-based
source separation method in the HOA domain typically results in
the SDR increasing by 1 to 12 dB, compared to the microphone do-
main with the same number of microphones/channels I “M “ 9,
including in challenging situations such as reverberant environ-
ments and complex source configurations. In future work we will
explore using proximity microphones in order to guide the source
separation and improve its performance, and finally employ this
method to allow navigation through HOA sound scenes.
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