N

N

A forward-backward stochastic analysis of diffusion flows
Pierre del Moral, S.S. Singh

» To cite this version:

Pierre del Moral, S.S. Singh. A forward-backward stochastic analysis of diffusion flows. [Research
Report] INRIA. 2019. hal-02161914v1

HAL Id: hal-02161914
https://inria.hal.science/hal-02161914v1
Submitted on 21 Jun 2019 (v1), last revised 30 Apr 2021 (v5)

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/hal-02161914v1
https://hal.archives-ouvertes.fr

A forward-backward stochastic analysis of diffusion flows

P. Del Moral! and S. S. Singh?

1INRIA, Bordeaux Research Center, Talence, France
2University of Cambridge, Department of Engineering, Cambridge, England.

Abstract

We present forward-backward stochastic semigroup formulae to analyse the difference of dif-
fusion flows driven by different drift and diffusion functions. These formulae are expressed in
terms of tangent and Hessian processes and can be interpreted as an extension of the Aleeksev-
Grobner lemma to diffusion flows. We present some natural spectral conditions that allows
to derive in a direct way a series of uniform estimates with respect to the time horizon. We
illustrate the impact of these results in the context of diffusion perturbation theory, interacting
diffusions and discrete time approximations.

Keywords : Stochastic flows, variational equations, tangent and Hessian processes, perturba-
tion semigroups, Aleeksev-Grobner lemma, Skorohod stochastic integral, Malliavin differential,
Bismut-Elworthy-Li formulae.
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1 Introduction

Let by () and o(z) be twice differentiable functions from R? into R? and R4*" for some parameters
d,r = 1; We set a¢(x) := o4(x) o1(x) and we let W} be a r-dimensional Brownian motion.

For any time horizon s > 0 we denote by X, ;(x) be the stochastic flow defined for any ¢ € s, 0]
and any starting point X, s(z) =z € R? by the stochastic differential equation

dX57t($) = bt (X57t($)) dt + Ot (X57t($)) th (11)

We assume that by(x) and oy(x) have uniformly bounded first order derivatives. This condition
is clearly met for linear Gaussian models as well as for the geometric Brownian motion. As it is
well known, dynamical systems and hence stochastic models involving drift functions with quadratic
growth require additional regularity conditions to ensure non explosion of the solution in finite time.
It is also implicitly assumed that all functions (b;, 0¢) are smooth w.r.t. the time parameter.

Let X () be the stochastic flow associated with a stochastic differential equation defined as
(CI) by replacing (by,04) by some drift and diffusion functions (bs,7;) with the same regularity
properties; we also set @; := 7 7;. Constant diffusion functions (oy,7;) are defined by

oy(x) =Y, and o(z) =2; for some matrices ¥y and ;. (1.2)

In this context, we shall assume that 3; and %; are uniformly bounded w.r.t. the time horizon.



The Markov transition semigroups associated with the flows X () and X;;(z) are defined for
any measurable function f on R? by the formula

Pyy(f)(@) = E(f(Xsz(x))) and Pu(f)(x) == E (f(Xs(2)))

One natural question is to express (Xs¢ — X,¢) and (Ps; — Psy) in terms of the difference of
functions

Aat =apy — Abt = bt — Et and AO’t =0y — 0¢ (13)

The functions —Ab; and —Ao; can be interpreted as a local perturbation of the drift and the
diffusion functions of the stochastic flow X ;.

Another challenging problem is to estimate the difference between the stochastic flows X, ; and
X+ and their transition probabilities uniformly w.r.t. the time horizon.

These important questions arise in a variety of domains including in stochastic perturbation
theory as well as in the stability and the qualitative theory of stochastic systems.

Classical analytic estimates on the difference between the stochastic flows driven by different drift
and diffusion functions are often much too large for most diffusion processes of practical interest.
In some instances none of the diffusion flows are stable. In this context, any local perturbation
of the stochastic model propagates so that any global error estimate eventually tends to oo as the
time horizon ¢ — 00. Whenever one of the stochastic flows is stable, classical perturbation bounds
combining Lipschitz type inequalities with Gronwall lemma [8, [I8] yield exceedingly pessimistic
global estimates that grows exponentially fast w.r.t. the. time horizon. Notice that an exponential
type estimate of the form e* for some parameter A > 0 and some time horizon ¢ s.t. At > 199 would
induce an error bound larger than the estimated number 10%6 of elementary particles of matters in
the visible universe. As mentioned in [2I] in the context of Euler scheme type approximations of
deterministic dynamical systems, one may encounter situations where A = 10® and ¢t = 10? and the
resulting exponential bounds does not belong to numerical analysis.

The article presents a forward-backward stochastic perturbation formula that expresses the
difference between the stochastic flows X, ; and Ys,t and their transition probabilities in terms of
tangent and Hessian processes. We also provide some natural spectral conditions that allows to
derive in a direct way a series of more realistic uniform estimates with respect to the time horizon.

We illustrate the impact of these results in the context of diffusion perturbation theory, inter-
acting diffusions and discrete time approximations.

We end this section with some basic notation necessary for the statement of our main results.
When there are no confusions we slight abuse notation and we denote by ||.| any (equivalent) norm
on some finite dimensional vector space over R as well as the uniform norm | f| := sup, , | fi(z)]
and | f(z)| := sup, | fi(z)| of some multivariate function f;(z) on ([0,0[xR9). For any n > 1 we
also set

£ @)l = supE (1 (Faa(e)l”) " (1.4

In the further development of the article we represent the gradient of a real valued function as
a column vector, or equivalently as the transpose of the differential-Jacobian operator which is as
any cotangent represented by a row vector. The gradient and the Hessian of a column vector valued
function as tensors of type (1,1) and (2, 1), see for instance (LI7)) and (TIS).

We also denote by &, Ky, and ks, some constants that depends on some parameters n and (d,n)
but they don’t depend on the time horizon, nor on the space variable.



1.1 Statement of some main results

To describe our result in an intuitive and informal way, we slice the interval [0,¢] into small pieces
of step size ds ~ 0 and we use the backward approximations

Xs,t($) - Xs—és,t($) = Xs,t(x) - Xs,t(Xs—és,s(x))

~ X (x) — Xt (24 bs(x) ds + o5(x) (Ws —Ws_ss))

-~ [(vxs,t<x>f bala) + 5 V2 Xoi(a) as@c)) B + VXou(@) 04(a) (W — Ws_m]

The above approximations are rigorously justified in section 3.1 and lead to the backward stochastic
flow evolution equation

dsXs(z) = — KVstt(a;)’ bs(x) + % VX4 (z) as(x)> ds + VX (x) og(x) dWS] (1.6)

In the above display, ds X (x) stands for the increment of X ;(z) w.r.t. the variable s. Combining
the backward formula (L6 with Ito’s lemma for any s < u < ¢ we check the interpolation formula

du (Xu,t o Ys,u) ($)
— (dXus) (Ko@) + (VXut) (Ksa(2)) duXs(a) + % (V2Xur) (Ko@) @u(Xsula)) du

This yields basically the following interpolation theorem.

Theorem 1.1. We have the forward-backward stochastic interpolation formula
Xot(z) — Xsp(x) = Ts 1(Aa, Ab)(z) + Ss(Ac) () (1.8)
with the stochastic process

Ts +(Aa, Ab)(z)

(V2Xu7t) (Xsu(x)) Aau(y&u(az))] du

= f [<vxu7t> (Xsu(2)) Abu(Xsu(@)) + %

S

and the Skorohod stochastic integral fluctuation term given by

Sst(Ao)(z) = f (VXut) (Xsu() Aoy(Xsu(z)) dW, (1.9)

s

Under some regularity conditions that depend on some parameters n = 2 and § €]0, 1] we have
the uniform estimates

E [| X, 4(2) — Xop(a)"]"

(1.10)
<fsn (186 llzn/115) + IA6@ w11, + 180 @) s (1 v [2]))
For constant diffusion functions (1.3), for any n = 2 we have
J— n 1 n J—
E (| Xo(2) = Koo (@)|"]" <k (1AB@)], + | =) (1.11)
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A more detailed proof of ([I.8)) is provided in section [3

The estimates (LI0) come from ([.29) and (5.11) and they rely on the regularity conditions
(M)gpn/s and (T)ap/(1—5) discussed in section [L3l A more detailed proof of (LI0) is provided in
the appendix, on page B7l The estimates (I.II]) come from ([32]) and (5I3]) and they rely on the
regularity condition (77)s.

Notice that (L) can also be deduced from (L7) replacing X, by the stochastic flow X,
Up to some technicalities, the forward-backward stochastic interpolation formula (L8]) is a direct
consequence of the second order approximation discussed in (LH)). Several extensions to more
general stochastic perturbation processes can be developed. For instance, suppose we are given
some stochastic processes Y ¢(z) € R? and Z, () € R¥*" adapted to the filtration of the Brownian
motion Wi, and let X () be the stochastic flow defined by the stochastic differential equation

dys,t(x) = ?s,t<x) dt + 7s,t(x) th (112)

In this situation, the interpolation formula (7)) remains valid when @,(X;,(z)) is replaced by
the stochastic matrices Zs(z)Zs+(z)'. This yields without further work the forward-backward
stochastic interpolation formula (L8) with the local perturbations

Aoy (Xsu(x)) = ou(Xsu(x))

Aby,(Xsu(z) == bu(Xsu(z)) = Ysu(x)
X —Zsu(z) and Aay(Xsu(®)) = au(Xsu(®)) — Zsu(x)Zsu(z)

The forward-backward stochastic interpolation formula (L8] can also be extended to more gen-
eral classes of stochastic flows on abstract state spaces. For instance the recent article [22] provides
a deterministic first order version of (L8] on abstract Banach spaces. The articles [4] [5] also discuss
similar interpolation formulae for mean field particle systems and deterministic nonlinear measure
valued semigroups. The stability properties of these abstract models depends on the problem at
hand. To focus on the main ideas without clouding the article with unnecessary technical details
and sophisticated mathematical tools and abstract regularity conditions we have chosen to concen-
trate the article on diffusion flows on Euclidian spaces with simple and easily checked regularity
conditions.

We mention that condition (M), is a technical condition that ensures that the n-absolute mo-
ments of the flows X,; and YSJ are uniformly bounded w.r.t. the time horizon. More explicit
sufficient polynomial growth conditions on the drift and diffusion functions are discussed in sec-
tion Condition (7'),, is a spectral condition on the gradient of the drift and diffusion matrices
of the stochastic flows. For instance, for constant diffusion functions the spectral condition (7'),, is
met for any n > 2 as soon as the following log-norm conditions are met

Vb + (Vo) < —2X 1T and Vb + (Vb)) < =2\ I for some A A A > 0. (1.13)

For constant diffusion functions (L2)) s.t. ¥; = X; whenever the Lh.s. log-norm condition in
(L13)) is satisfied, for any n > 2 we also have the uniform estimate

E [|X, () — Xou(2)]"]" < & | Ab@)]],,

The above assertion is a direct consequence of the estimates (I.32]).
When o = 0 the flow X, ;(x) is deterministic so that the Skorohod fluctuation term (L9) reduces
to the traditional Ito stochastic integral

t

S, (Ac)(z) = —f (VXot) (Ko@) Fu(K () IV, (1.14)

s



In this situation, whenever the lLh.s. log-norm condition in ([I3]) is satisfied combining the
Burkholder-Davis-Gundy inequality with the generalized Minkowski inequality for any n > 2 we
have

¢
n n — —u — N n 2/n _
E (| Sse(Ao)(@)[")*" < (e/2) n® f e B (j7,(Xeu@)F)”" du<xn? 5@}

For linear drift functions of the form b,(z) = By x, the Lh.s. condition in (LI3) indicates that
the log-norm of By is uniformly bounded by —A < 0. In addition, whenever ¢ = 0 the tangent
process VX ;(z) satisfies a time-varying deterministic linear dynamical system

6t VX57t($) = VXs,t<.Z') B;

The asymptotic behavior of these processes cannot be characterized by the statistical properties of
the spectral abscissa of the matrices B;. Indeed, unstable semigroups associated with time-varying
(deterministic) matrices By with negative eigenvalues are exemplified in [I0] [BI]. Conversely, stable
semigroups with B; having positive eigenvalues are given by Wu in [31]. The uniform log-norm
condition (LI3]) provides a rather weak and readily verifiable condition.

The rest of the article is organized as follows.

Section Pl provides some basic tools associated with the first and second variational equations
associated with a diffusion flow. We also present some quantitative estimates of the tangent and
the Hessian processes.

Section [3] also presents an extended version of the above formula to multivariate functions
of stochastic flows, see for instance theorem B.Jl Apart more complex and sophisticated tensor
notation, the stochastic analysis of these multivariate formulae follows the same arguments as the
ones used in the proof of theorem [Tl Thus, we have chosen to concentrate this introduction on
the perturbation analysis of stochastic flows.

Some extensions of the stochastic interpolation formula (L8] are discussed in section [}, including
non Markov perturbations and jump diffusion perturbation processes.

Section [0 is dedicated to the analysis of the Skorohod fluctuation process introduced in (L9]).

Section [6] presents some illustrations of the forward-backward interpolation formulae discussed in
the present article in the context of diffusion perturbation theory, interacting diffusions and discrete
time approximations.

We end this section with some comments and comparisons of of results with existing literature
on the subject.

The forward-backward formula (L8] can be seen as an extension of theorem 6.1 in [27] on two-
sided stochastic integrals to diffusion flows. The terminology " two-sided " coined by the authors
in [27] comes from the fact that the integrand of the Skorohod integral depend on the past as well
as on the future of the history generated by the Brownian motion.

Formula (L) can also be interpreted as an extension of Aleeksev-Grobner lemma [1L 17, 22] as
well as an extended version of the variation-of-constant and related Gronwall type lemma [8] [I8] to
diffusion processes. In this connection we underline that the forward-backward formula (L8] differs
from the stochastic Gronwall lemma presented in [28] based on particular classes of stochastic linear
inequalities that doesn’t involve Skorohod type integrals.

This backward perturbation formula has been used in [3] [5] in the context of nonlinear diffusions
and their mean field type interacting particle interpretations. Similar backward-error second order
expansions have been used [4] in the context of Feynman-Kac interacting jumps. The discrete time
version of this backward perturbation semigroup methodology can also be found in chapter 7 in [12],
a well as in the articles [13] 14} 15].



In a more recent independent work [20], the authors also present a weak formulation of the
above formula using a rather sophisticated discrete time approximation analysis to reformulate
Skorohod stochastic integration. The article [20] doesn’t provide any uniform estimates w.r.t. the
time horizon, nor any almost sure estimates.

One crucial advantage of the backward perturbation analysis discussed above is that it enters
the stability properties of the tangent and the Hessian flow to the estimation of the differences of the
stochastic flows. This important property allows to derive several uniform estimates with respect
to the time horizon.

1.2 Some basic notation

We introduce some matrix notation needed from the onset. We denote by |A]2 := Anaz(AA")Y2,

resp. |Allr = Tr(AA)Y2 and p(A) = Apaz((A + A’)/2) the spectral norm, the Frobenius norm, and
the logarithmic norm of some matrix A, where A’ stands for the transpose of A, and A4 () the
maximal eigenvalue. With a slight abuse of notation, we denote by I the identity (d x d)-matrix,
for any d > 1. We also denote by |.| any (equivalent) norm on some finite dimensional vector space
over R.

For any symmetric positive definite matrices QQ1, Q2 we recall the Ando-Hemmen inequality

-1
1017 = Q31 < [Min(@) + An(@)] 1@ - @l (1.15)
for any unitary invariant matrix norm |.|. In the above display, Apin(.) the minimal eigenvalue.

We also have the square root inequality

Q1= Qs — Q)% = Q) (1.16)

See for instance Theorem 6.2 on page 135 in [19], as well as Proposition 3.2 in [2]. A proof of (I.16))
can be found in [7]. We let [n] stands for the set of n multiple indexes i = (i,...,4,) € Z™ over
some finite set Z. We denote by (A; ;) j)ep)x[q) the entries of a (p, g)-tensor A index set Z.

For a given (p1, q)-tensor A and a given (po,q) tensor B over a common index set Z, AB’ is a
(p1, p2)-tensor with entries given by

V(i j) € [p1] x [p2]  (AB))(i,5) = >, A(i, k)B(j, k)
kelq]

We consider the Frobenius inner product
(A,B)r = Tr(AB’) and the norm |A|r = /Tr(AA4’)
For any (p, ¢)-tensors A and B we also check the Cauchy-Schwartz inequality
(A,BY: <|Alp |Blr and [Alz < |A|r < Card(Z)? Ay with [ Al := Apmax(AA")
For any tensors A, B with appropriate dimensions we have the inequality
IAB|F < |AlF |B]F
Given some tensor valued function T': (¢, x) — Ty(z) we also set

ITlF = Sup ITe()lr T2 = Sup |Te(2)l2 and [T := Sup | T ()|
7"E 7"E 7"E
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Given some smooth function h(z) from RP into R? we denote by

Oy
Vh=[Vh',...,Vhi] with VA’ = : (1.17)
O, b

the gradient (p, ¢)-matrix associated with the column vector-valued function h = (h%)1<i<q. In the
same vein, we denote by

IR M, X
= e wit = : : )
V2h = [V2h! V2he ith V?2h' ; : 1.18
Opyin W' oo Opy B

the Hessian (2, 1)-tensor associated with the function h = (h%)1<;<,. For any n > 1 we let P, (R%)
be the convex set of probability measures pq, 2 on R? with absolute n-th moment and equipped
with the Wasserstein distance of order n denoted by

Wi (p1, i2) = inf E(| X1 — Xof ")

In the above display the infimum is taken over all pair or random variables (X7, X2) with marginal
distributions (p1, s12). The stochastic transition semigroups associated with the flows X, (x) and
Xs,(x) are defined for any measurable function f on R? by the formulae

]P)s,t(f)($) = f(Xs,t($)) and @s,t(f)(x) = f(ys,t($))

Given some smooth function column vector-valued function f = (f%)1<;<, we write Ps¢(f) and
Ps +(f) the column vector-valued function with entries Py +(f?) and Ps4(f?).

In the same vein, we write P ;(V f) and and P, (V2 f) the (1,1) and (2, 1)-tensor valued func-
tions with entries given by

PS,t(Vf)<x)i,k = ]P’&t((?ifk)(x) and P t<v (= )(1] = PS,t(aLjfk)(x)

We also consider the random (2,1) and (2, 2)-tensors given by

V2Xs7t(x)(i,j),k = aLij,t( ) = [V Xsi(x )]k(z,])
[VXs(2) @ VXt (@) jy oy = VXst(@)ie VXi(2)j0 = [VXt(2) @ VXt (@)1 i)

Throughout the rest of the article, unless otherwise is stated we write &, K¢, Ky, Kpn,e SOme con-
stants whose values may vary from line to line but they only depend on the parameters n > 0 and
€ > 0 as well as on the parameters of the model. We also use the letters c, ¢, ¢y, ¢y e to denote uni-
versal constants that doesn’t depend on the parameters of the model. Importantly these contants
don’t depend on the time horizon. We also consider the uniform log-norm parameters

p(Vo)? = > supp.(Vor)?  pu(Voy) = sup pu(Vori(@))  pa(Vo) = sup pu(Vou(a))

1<k<d b*
(1.19)
and the parameters X(b, o) defined by

X(b,0) i= ¢ + [V2b] + [VZo|* + pu(Vo)? (1.20)



1.3 Regularity conditions and preliminary results

We consider two different type of regularity conditions (M),, and (T ), indexed by n > 2.

(M), : There exists some parameters r,, = 0 such that for any x € R we have

mn(2) := supE (I Xsa(@)MY" < o (v |])

(T)n : There exists some parameter Aa > 0 such that

Ap = Vb + (Vb)) + . Vor(Vory) < —2Xa I (1.21)

1<k<sr
In addition, the following condition is satisfied

d(n—2)

Aa(n) == Ag — 5

p«(Vo)? >0 (1.22)

Let A; be the symmetric matrix defined as A; by replacing in (IL2I]) the drift and the diffusion
matrix (b, 0¢) by (b, 7). We denote by (M),, and (T),, the regularity conditions defined as (M),
and (7)), by replacing the functions (b, o¢) by (by, 7). We also let Ag(n) the collection of parameters
defined as A4 (n) by replacing the functions (b, ;) by (by, 7).

We write (M),, when both conditions (M),, and (M),, are satisfied as well as (T'),, when con-

ditions (7)), and (7T), are met. When (T),, is satisfied we also set
Ay z(n) = Aa(n) A Az(n)

e In practice, the uniform moment condition (M), is often checked using Lyapunov techniques.
We can also use the following polynomial growth condition:

(P)n : There exists some parameters o, 3; = 0 with i = 0,1,2 such that for any t = 0 and any
z € R we have

loe(@)[7 < a0+ arllz] + azfa]® and (z,be(x)) < Bo + Bl — Baf2]® (1.23)
for some norm ||oy(x)| of the matriz-valued diffusion function. In addition, we have

(n—1)
2

042>0

Ba(n) := B2 —

For any n > 2 we have

(1 + (n—2)an) + (70 + (n — 2)ag)"?
2/@2 (n)1/2

The proof of the above assertion follows standard stochastic calculations, thus it is housed in the
appendix, on page 311

e For one-dimensional geometric Brownian motions the condition (P), is a sufficient and nec-
essary condition for the existence of uniformly bounded absolute m-moments. In this case (7 ),
coincides with (P),, by setting

(P)n, =— M), with k,=1+

(1.24)

A = P2 —ag/2 and Oégzp*(VO')z



e Whenever condition (M),, is met for some n > 2, we also check the uniform estimates

e 1/n
sup E (J[Xue 0 Kaul@)]")"™ < (14 [2]) (1.25)
In this situation, with the Lj,-norms .||, introduced in (I4]) we also have that
IAb@)l, < krn(l v z]) and  [[Aa(@)|l,, < K2n 1 v ]2])? (1.26)

e Condition (7),, ensures the exponential decays of the absolute and uniform n-moments of the
tangent and the Hessian processes; that is, when (7),, is met for some n > 2 we have that

E (|V X, 4(2)|")Y"™ v E (| V23X, ()] )1/” n € NWE) for some A(n) > 0 (1.27)
A more precise statement is provided in proposition 2.2land proposition[2.9. These uniform estimates
clearly implies that for any n > 2 and s < u < t we have
1/n 1/n —A(n)(t—u
E ([(VXu ) Kea(@)]") " v E (92X (Ko@) " < s X0 (128)

with the same parameters (k,,A(n)) as in (L27)). Thus, applying the generalized Minkowski in-
equality to (L8) whenever (7),s is met for some ¢ €]0,1[ and n > 2 we have

E[| [Xoa(2) — Xon(@)] = Sor(A0) ()]
" (1.29)
)\(n%) <|||Ab($)|”n/(1—5) + |||Aa(:z:)|||n/(1_5)> with (kn, A(n)) given in (L27]).

e As expected, the case Vo = 0 plays a particular role. For instance whenever (7 )y is met we
have the almost sure and uniform gradient estimates

|V Xsll2 := sup [ VX ()2 < e 407 (1.30)
x

In addition, we have the almost sure and uniform Hessian estimates

d — —s
V2 Xl i= sup [V2Xo (@) < N [V20]p et (1.31)

A proof of the above estimates is provided in the beginning of section 2.I] and section In this
situation, whenever (7)2 is met we have

E [H [XS,t(x) - YSJ(%)] - SS,t(AU)< )Hn]

For instance, for Langevin diffusions associated with some convex potential function U we have

< (lab@)l, + llAa@)l,) (1.32)

b=-VU Vo=0 and V2U>=\I

(1.33)

=  [[VX4f2 < e M=) and HV2X a HV3UH A=)

e In practice, it is often easier to work with a;(z) than at(x). Next we discuss some ways of
estimating Aoy in terms of Aa; and inversely. To this end, we further assume that the following
ellipticity condition is satisfied

ai(r) =v I and @z)>wv I forsome parameter v > 0. (1.34)



In this situation, using (II5) and (II6) we check that

|Aai(2)] < % [Aai(z)| and [or(z)] < [o:(0)] + % [lae ()] + llas(0)]] (1.35)

This provides a way to estimate the growth of o¢(x) in terms of the one of a;(x). For instance the
estimate (LI0) combined with (I35]) implies that

E [ Xo1(2) = Xos@)I"]"" < isn (1A6@) 0115 + 186051 v l)

We can estimate Aay in terms of Aoy using the inequality

[Aai(z)| < [Aci(z)] [low()] + |7 (2)[]

e Assume that (M), is satisfied for some n > 1. Also let f;(z) be some multivariate function
such that

1F(O)] := sup If:(0)] <00 and [[Vf]:= sup IV fe(z)] < o0
we have the estimates

@)L, < 1£ O + [V F mn(z)  and therefore || (@)[l,, < mn (IF(O)] + [V F])

2 Variational equations

2.1 The tangent process
The gradient VX (x) of the diffusion flow X ;(x) is given by the gradient (d x d)-matrix

AV X,i(x) = VXa(x) | Vb (Xep(2)) dt+ Y Vo (Xep(z)) dWF

1<k<r

After some calculations we check that
d [VX57t($) VX&t(.Z')/] = VX57t($) At (X57t($)) VX87t<.Z')/ dt + dM87t<.Z') (21)
with the symmetric matrix valued martingale M, ((x) given by

dM () = > VX4(2) [Vore (Xon(2)) + Vo (Xeu(x)] V() dWF

1<k<r
Whenever (7)s is met, we have the following uniform estimate
12 1/2 Aa(l—s
(T)e = E(IVXos(@)[3) " < E (IVX (@) [3) " < Vi e a7 (2:2)

In addition, when Vo = 0 the martingale M, ¢(x) = 0 is null and (L30) is a consequence of ([2.1]).
Using the Taylor expansion

1

Xy () = Xoaly) = L VXq (e + (1— ) (x — ) de

1
— | Xs4(z) — Xg,t(y)H2 < [L IV Xst(ex + (1 — e)y)”% de] |z — ?JH2

we readily check the following proposition.
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Proposition 2.1. Assume (T )y is satisfied. In this situation, we have

1/2 Aali—s
E (| X:(z) — X ()|?)"* < Vd e 40 o —y| (2.3)
In addition, we have the almost sure estimate
Vo = 0= [ X, i(z) = Xu(y)] < e M) [z —y| (24)

These contraction inequalities quantify the stability of the stochastic flow X, (x) w.r.t. the
initial state z. For instance, the estimate (2.3]) ensures that the Markov transition semigroup is
exponentially stable; that is, we have that

Wao (10 Ps,t, 1 Ps ) < ¢ exp[—Aa(t —s)] Wa (po, p1) (2.5)

For the Langevin diffusions discussed in (I33)) the stochastic flow is time homogeneous; that is
we have that Xs; = X¢—s 1= Xo 45 and Psy = Pr—s 1= Py ;). In addition when o(x) =0 I, the
diffusion flow X;(z) has a single invariant measure on R? given by the Boltzmann-Gibbs measure

m(dz) = % exp (—% U(x)) dr with Z:= f e U@ gy (2.6)

In this situation, using (L.33)) for any n > 1 we check that
VU= — W, (uPsy,m) < exp[—=A(t —s)] W, (u, )
Taking the trace in (2.1]) we also find that
d|VXei(@)|7 = Tr [VXsu(2) A (Xou(z)) VXsp(2)] dt + dNsy(z)
with the martingale

AN, y(z) = > Tr (VX 4(2) [Vorr (Xep(@)) + Vore (Xep(2)| VXi(2)') dWF
k
Observe that

0Ny, () = Y] Tr (VX (@) [Vorr (Xs(@)) + Vore (Xei(2)) ] VXoi(2))
k

2

This implies that
OE (IVXsi(@)|p) = 2 E (|VXo (@) |7 Tr [VXu(@) A (Xsu(2)) VXi(2)])

+YE <Tr (VX i(2) [Vore (Xen(2)) + Vou, (Xoi(2))] VXS,t(x)’)Q)
k

Whenever (7)2 is met, we have the estimate
O (IVXsu(@)[F) < =4[Aa = p(Vo)*] E (VX u(@)]F)
with the uniform log-norm parameter p(Vo defined in (ILI9). This yields the estimate

1/4 1/4

OE (IVXsu(@)|3) " < —[Xa—p(Vo)?] E(|VXsi(2)]})

More generally, we readily check the following result.

Proposition 2.2. When condition (T )z is met, for any n = 2 we have

M > (n = 2)p(V0)/2 — E ([V X, o(2) [) V" < Vd e~ Pa-=20(VoP 2] (9.7)
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2.2 The Hessian process

We have the matrix diffusion equation

d V2Xs,t(l‘)

= [[VXs(2) @ VX 4(2)] V20i( X1 () + V2 X4 (2) Vb (X1 (2))] dt + dM g4 (2)
with the null matrix initial condition V2X; s(z) = 0 and the matrix-valued martingale

AMy(z) = D ([VXe(2) ® VX, t(2)] VZoru(Xos(x)) + V2 X1 (2) Vo p(Xop(z)) dWF

1<k<d

Consider the tensor functions

vri= Y (Vo) (Vo) and 7= V2 + Y. (Viour) (Vo) (2.8)

1<k<d 1<k<d

After some computations, we check that

4 [V2X, (1) VX ()]

— {[V2X57t(a:) A( X 4(2) VX ()] + 2 [[VXo(2) @ VX ()] To(Xop(2)) VX 4(z)']

sym

+[[VXst(2) @ VX (2)] 0(Xs () [VXsi(2) @ VX i(2)]']} dt + dNG ()
with the tensor-valued martingale

ANap(@) =2 ) {[VXs(2) @ V()] Viour(Xsp(@) V2 Xo(z)

1<k<d

+V2 X, () Vorp(Xsi(2) VEXsu(2)'}  dWf

sym

When Vo = 0 the above equation reduces to

& [V2 X 4(2)V? X 4(2)']

= [V?X () A(Xs1(2)) VEXi(2) ] + 2[[VXst(2) @ VX ()] VEbi(Xsp(7)) VEX4(2) ]

sym
Whenever (7), is met, taking the trace in the above display we check that
0 [V2Xsa(@)|F < =204 V2 X (@) + 2| V20| [VXsu(@)|F [V Xsu(2) | P
This yields the estimate
& [V Xse(@)|F < =24 [V2Xs (@) 5 + V2B F [V Xsa(2) |

Using (L30) this implies that
t
IV2X, ()] < [V203 e a09) f

S

d

PO [T X @)l < A [V )
A

This ends the proof of the almost sure estimate (L31]).
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For more general models, we have that

d VX, o) |7
= {Tr [V2X54(2) Ae(Xs(7)) VEX4(2) ] + 2Tr [[VXs4(2) @ VX ()] 7(Xsp(2)) VX 4(2)']
+Tr [[VXsi(2) @ VX i ()] 0 (X n(2) [VXsi(2) @ VX i()]'|} dt + dM; ()
with a continuous martingale M; ;(x) with angle bracket

O M, . ()

=4 ) T {[VXe(2) ® VX 4(2)] V2oru(Xee(x)) VEX ()

1<k<d )
+V2 X, 41(2) Vo p(Xsi(z)) VX 4(2)'}

Proposition 2.3. Assume (T ), is met. In this situation, for any € >0 s.t. Aa(n) > € we have
n\1l/n _
E (|V2Xoa(@)[3) " <n e X(b,0) exp(—[Aa(n) — €] (t — 5)) (2.9)

with the parameters X(b,o) and Aa(n) defined in (I.20) and (1.22).

In the above display, p.(Vo) stands for the defined in (ILI9). The proof of the above estimate
is rather technical, thus it is housed in the appendix on page B4]
2.3 Bismut-Elworthy-Li formulae

The gradient semigroup formulae discussed in (B.5]) are valid for smooth test functions. We further
assume that ellipticity condition (L.34]) is met. In this situation, we can extend gradient semigroup
formulae to measurable functions using the Bismut-Elworthy-Li formula

VP(f)(@) = E (f(Xsu(@)) 754()) (2.10)

with the stochastic process

t
)= [ aunal) VX (@) (el W

The above formula is valid for any function ws¢ : u € [s,t] — ws+(u) € R of the following form

wotw) = 9 ((u=9)/(t = 5) = dwoslw) = —— dp((w—s)/(t=5)  (211)

for some non decreasing differentiable function ¢ on [0, 1] with bounded continuous derivatives and
such that

(#(0), (1)) = (0,1) = ws(t) — wse(s) =1
Whenever (7)s is met, combining (22]) with (2I0)), for any f s.t. |f|| <1 we check that

V(AP < E(|re(«)])
R1
t—s

t 1
< Ky f 672)\A(ufs) Hauw&t(U)Hz du = f 672)\A(tfs)v (6@(1}))2 dv
s 0

13



Let e with € €]0,1[ be some differentiable function on [0,1] null on [0,1 — €] and such that
|0pe(u)| < ¢/e and (pe(1 —€), (1)) = (0,1). In this situation, we check that

VPP 2 ] fl P50 gy
8t = 62 t—S 1—e

from which we find the rather crude uniform estimate

L a9 (2.12)
t—s

IV P (S <

A=

In the same vein, for any s < u <t we have the formulae

V2PN = E(f(Xoelw)) 77°@) + VXG(@) V(K@) 7)) (213)

E(
- (f [Ts[?u%)WXs,u(x) (o) @) ]) 29

with the process

= f auws,t<u) [V2Xs,u(x) au(Xs,u(azﬁ))il/2 + (VXS,u<x) ® VXS#L(@) (vaglﬂ)(Xs,u(x))] dWy

1/2

In the above display Va, /~ stands for the tensor function

- —1/2 _ —1/2 _ (12 1/2 —1/2
(Vi @) e = Onsag P (@) = = (a2(@) |00l (@) | g P ()
Observe that

ﬁ3®=ﬁﬂmwmu”%@H<cW%Wv

Whenever (7 ), is met, using the estimate (2.3)) for any € €]0, 1]

1

— e MU (1] + [V 1)) (2.15)

V2P (f)] <

A=
»

In the same vein, using (2.14) for any u €]s,t[ and any bounded measurable function f s.t.
|| <1 we also check the rather crude uniform estimate
k11 Aa(u—s)(1—¢) | K2 1 “Aa(u—s) —Aa(t—s)(1—e)
V2P, < — ———= e "AWTS + — e e A
” s,t(f)H € \/m E2 (t — u)<u — S)

Choosing u = s + (1 — €)(t — s) in the above display we check that for any e €]0, 1[ we obtain the
uniform estimate

R 1 — —8)(1—e 1 1 — s) €
PR < £ L e (141 L oo ) (2.16)

The extended versions of the above formulae in the context of diffusions on differentiable manifolds
can be found in the series of articles [6] 9, [16, 23] 29].
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3 Backward semigroup analysis

3.1 A multivariate Skorohod-Aleeksev-Grobner formulae

For any given time horizon s < ¢ we have the rather well known backward stochastic flow equation

t

{vxu,t@)' by (2) L1 V2 X (z) au(x)] du + f t VXyi(2) ou(z) dW,,

X87t<.’,l') —a:+f 9 .

S

In the above display, d W, stands for the backward integration notation, so that the r.h.s. term in
the above formula is a square integrable backward martingale. A detailed proof of the above formula
in the context of nonlinear diffusion can be found in the appendix of [3], see also the original proof
given in [II]. In a more synthetic form, the above backward formula reduces to (L.6]).

Formally, the idea is to consider the discrete time interval [s,t], := {uo,...,un—1} associated
with some refining time mesh ;1 = u; + h from uy = s to u, = t, for some time step h > 0. In
this notation, for any [s,t];, we have

Xquh,t o Xs,u+h - Xu,t % Xs,u =0
— (Xquh,t - Xu,t) © Xs,u = _Xquh,t © (Xs,quh - Xs,u)

We obtain formally (L6) by applying the Ito’s formula to the r.h.s. in the above display, and then
letting s = u.

The second term in (7)) is understood as the increment of a Skorohod stochastic integral or
equivalently as a two-sided stochastic integral [27] defined by the Lo-convergence formula

j (VXut) (Xsu(2) dXsu(x) := }1}1_)1% Z (VXuiht) (Ko@) Xsuin(@) = Xsul)) (3.1)
s u€[s,t]p,

Consider the interpolating flow
75t s we[s,t] = Z3' = Xyio X — 20— ZP' = AX,,
In this notation, formulae (L) reduces to
duZ3"(x) = — (VXut) Xsu(@)) [Abu(Xsu(2)) du+ Aoy (X su(x)) dW,]

_% (V2Xu,t) (Ys,u(x))/Aau(ysvu<x)) du

from which we readily check the first assertion (L§]) in theorem [Tl
In the same vein, for any twice differentiable function f from R into R we check that

dy [(fo u,t)(ysm(x))]

=—((V(fo u7t))<78,u<x))vAbu<X8,u(x))> - % Tr [(VZ(JC ° u,t))<787u<x)) Aau(y&u(x))] du

—(V(fo U,t))<78,u(x)) A0u<X8,u(x))qu

More generally, we readily check the following theorem.
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Theorem 3.1. For any p > 1 and any twice differentiable function f from R® into RP we have the
forward-backward multivariate interpolation formula

Pst(f)(x) = Psu(f)(2) = Tsi(f, Aa, Ab)(x) + Ss4(f, Ao)(z) (3.2)
with the stochastic integro-differential operator

Ts+(f, Aa, Ab)(x)

. (3.3)
TP Eesl)) AT i) + 5 TP N (T Bu(Foe))|
and the Skorohod stochastic integral term given by
t
011, 80)(0) i= | VPus(P)(Foal2)) A0, (Kon(o) IV, (3.4)

Using elementary differential calculus, for twice differentiable (column vector-valued) function
f from R? into RP we readily check the gradient and the Hessian formulae

V]P)&t(f)(x) = VXs,t<x) ]P)s,t<vf)(x)
V2]P’S7t(f)(x) = [VXst(2) @ VX (7)) Ps,t<v2f)(x) + szS,t(x) Ps+(Vf)(z) (3.5)

Observe that ([B2]) coincides with (L&) for the identity function; that is, we have that
f(l‘) =T = Ts,t(fa Aav Ab) = Ts,t(Aa7 Ab) and Ss,t(fa AU) = Ss,t(AU)

The above discussion shows that the analysis of the differences of the stochastic semigroups
(Ps — ﬁs,t) in terms of the tangent and the Hessian processes is essentially the same as the one of
the difference of the stochastic flows (X, —Ys,t). For instance, the estimates stated in theorem [I.1]
can be easily extended at the level of the stochastic semigroups using the discussion provided
section 5.3

The La-norm of the Skorohod stochastic integrals in (L8] and (3:2)) are uniformly estimated as
soon as the pair of drift and diffusion functions (b, 0;) and (b,7;) satisfy condition (7)3. For a
more thorough discussion we refer to section [5.1] see for instance the LL,-norm estimates presented

in theorem

3.2 Some semigroup perturbation formulae

Besides the fact that the Skorohod integral in the r.h.s. of (32) is not a martingale (w.r.t. the
Brownian motion filtration) it is centered. Thus, taking the expectation in the univariate version
of (B:2) we obtain the following interpolation semigroup decomposition.

Corollary 3.2. For any twice differentiable function f from R¢ into R with bounded derivatives we
have the forward-backward semigroup interpolation formula

t

Poa(1)(@) — Por(f)(x) = j E ((VPos(f) (Ko (2)), Aby (Ka(2)))) du

s

(3.6)
= f E (T [V2Pos () (Ko (@) Aay(Kou(@))]) du

In addition, under some appropriate reqularity conditions for any differentiable function f such that
|fl <1 and |V f|| <1 we have the uniform estimate

[ Pst(f)(2) = Pst(N) (@) < 5 [l[Aa()]l, + [[Ab)];] (3.7)
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Rewritten in terms of the infinitesimal generators (L;, L) of the stochastic flows (X 5.t YSJ) we
recover the rather well known semigroup perturbation formula

t
Ps,t = Ps,t + J Ps,u(Lu - Lu)Pu,t du
S
Now we come to the proof of (B.7)). Whenever (7 )3 is met, combining (2.12]) with (2.15]) for any
differentiable function f s.t. |f| <1 and |V f|| <1 and for any € €]0, 1[ we check that

1
Vu
This ends the proof of (B3.7). [

ef)\A(lfe)u du

| Py st (f)(2) = Psse(f)(2)] <

K
€

[lAatz) [l + llAb)]l] L

After some elementary manipulations the forward-backward interpolation formula (3.6)) yields
the following corollary.

Corollary 3.3. Let X; and X; be some ergodic diffusions associated with some time homogeneous
drift and diffusion functions (b, o) and (b,7). The invariant probability measures m and T of X; and
X, are connected for any twice differentiable function f from R% into R with bounded derivatives by
the following interpolation formula

0 o o 1 o o
(r=)(f) = fo E <<VB(f)(Y), ANT)) + 5 T [V2R(F)(T) Aam]) it (3.8)
In the above display Y stands for a random variable with distribution T and P; stands for the Markov
transition semigroup of the process Xy.

The formula ([3.8) can be used to estimate the invariant measure of a stochastic flow associated
with some perturbations of the drift and the diffusion function.

For instance, for homogeneous Langevin diffusions X; associated with some convex potential
function U we have

b=-VU and o=1 = 7(dzx)c exp(—2U(x)) dzx
In the above display, dz stands for the Lebesgue measure on R¢. In this situation, using B3), for

any ergodic diffusion flow X; with some drift b and an unit diffusion matrix we have

o]

7 =7+ [ E(E+ TOTLIANT)) d

0

Notice that the above formula is implicit as the r.h.s. term depends on 7. By symmetry arguments,
we also have the following more explicit perturbation formula

0

7 =7+ [ E(E+TO)LIPAOWY) db

0

In the above display Y stands for a random variable with distribution 7 and P; stands for the
Markov transition semigroup of the process X;.
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4 Some extensions

4.1 Non Markovian perturbations

Assume that o = I and the regularity condition (7 )2 is met. Also suppose X;¢(z) is given by a
stochastic differential equation of the form ([I2)) with 7 = d and Z,:(z) = I. Arguing as above,

we have .

Xsp(w) — Y8,15(517) = j (VXut) (YS,U("E))/ (bu(Xsu(@)) = Ysu(®)) du (4.1)

s

Combining (I.30) with the generalized Minkowski inequality, we check the following proposition.

Proposition 4.1. Assume that (T )q is met for some Ag > 0. In this situation, for any 1 < n < ©
we have the estimates

E [|Xs(x) —Ys,t(:c)n"]”" < f e MU= B [0, (X5 () —?s,u(x)u]l/” du (4.2)

In the same vein, we have

t

Ps,t(f)(:p) - Fs,t(f)(x) = J E (<VPu,t(f)(Ys,u($))v bu(ys,u(l‘)) - ?s,u(x)>) du (4'3)

S

For instance, for the Langevin diffusion discussed in (L33]) and (2.6) the weak expansion (4.3))
implies that

[Poy — 7)(f) = j jmdw) E ((VPra(f)(Kon(@)), VU (K@) + Voula))) du  (4.4)

This yields the W;-Wasserstein estimate

Wy (rPar, )| < J o Aalt—u) j (dz) E (|VU(Xsu(2)) + Veul(@)]) du

S
Combining ([2.12) with ([@4), for any € €]0, 1[ we also have the total variation norm estimate

— Is t 1 -~ — OV (t—u _ —
||7TPs,t_7T”tv <g \/T—u e Aa(l—e)(t—u) [jﬁ(dl‘) E(”VU(XS,U(JJ)) ~|—Ys,u(il7)”):| du (45)

4.2 Jump diffusion perturbations
Assume that 0 = 0 and b = b. In this situation, the Skorohod fluctuation term (I9) reduces to the
Ito stochastic integral defined in (IL14]). In addition, (L.§]) reduces to the interpolation formula

Xu(z) — Xoul) = f B (V2X0) (Ko@) @(Koul@)) du + de’t(x)]

In the above display, u € [s,t] — M;j"(x) stands for the multivariate martingale given by the
formulae

M (2) := (VXug) (Xs(@)) dMyu(x) with  dM(2) =0 (Xou()) dW,

We further assume that X, ¢(z) is the stochastic flow associated with a jump diffusion process
adapted to some filtration F; and given by an stochastic differential equation of the following form

dXsi(x) = by (Xsi(w)) dt +dM(x) + dNg(z)
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In the above display, N (z) stands for some martingale associated with the jump of the process;
that is, we have that

dN87t<.Z') = AtY&t(az) — E (Aty&t(x) | .B_) Wlth AtY&t(az) = Ys,t(‘r) — Ys,t— (.Z')

At some given jump rate (X5 +(x)) the cadlag stochastic flow X, (z) jumps to a new location
X +(z) = y randomly chosen with some distribution denoted by J;(Xs (), dy).
In this context, the jumps of the interpolating process Z5" are given by

AuZyH(x) = Xup(Xsu (@) + AuX s u(@)) = Xt (Xsu—(2))
We denote by u € [s,t] — Ni’t(x) the multivariate martingale given by the formulae
AN (2) = AL Z) () — E (A Z)H () | Fu-)
In this notation, following the same lines of arguments as in (I.7]) we check the following proposition.
Proposition 4.2. For any s <t and x € R% we have backward-forward interpolation formula

Xoi(x) — Xs4(x) = f {% (V2Xu,t) (Xsu(®)) @u(Xsu(z)) du + det(x)]

¢
+f [OLE (AuZ) () — (VXut) Xsu(z) AuXsulz) | Fus) du+ dNJ'(z)]
Using the first order Taylor expansion

A Z7H (@) — (VXut) (YS,uf (x)),AuYS,u (z)

1
_ L (1-€) (V2X0t) Koo (2) + € AXoa(@)) (DX on() de

we also check the decomposition

Ko@) = Xoa(w) = (M (@) = MJN (@) + (N7 (2) — N3 (2))

1

[ (9950 (Rl 0l

+ Lt Ll(l —€) 0,E <<V2Xu,t)(ys7u—($) +e AyXou(z)) (Auy&u(x))@z | }_u_) e du

We further assume that (7 )2 is met. In this situation, using (L31)) the norm of the last term in the
above display is almost surely bounded by

t
p j e (X (@) E (AKX su(@)]? | Fuo) du

s

In the same vein, using (L30) we have

B(IN;" () = N3 ()?)
- f E [tu- (Ko (@) X0t (K (2) + AuX () = Xt (K (@) ] du
< f e 40 By (Ko (@) | AKsul@)] du
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This yields the estimate

E (| Xs(2) — Xs,t(:v)IIQ)l/ 2 < w1 (8@l + llac)ll,)
t 1/2
+ Ko < f e (1, (X0 (2) | AuXsu(@)]?) du>

t _ _ 1/2
hy f M E (1 (K@) B (0K ou@)]? | £0)) " du

For instance, whenever the jump rates and amplitudes are uniformly bounded

e (Xsu—(2)) < ko and E( [AX,u(2)]? | Fus) < 62

for some parameters kg and § we have the uniform estimates

E (|Xsi(z) — Xoa(@)]?) " <& (5 (1 +6) + [5@)]l, + [[a)]l,)

5 Skorohod fluctuation processes

5.1 A variance formula

Let ¢ () be some differentiable (d x r)-matrix valued function on R? such that

Ve[ <0 and s(0)] := Sup [t (0)l < o0

We denote by Ss+(s)(z) the Skorohod stochastic integral defined by

Ses(s)(@) = f [(VXur) 0 Ko (2) cu(K o)) dW,

S

As in ([3J), the Skorohod stochastic integral is defined by the Ly-convergence formula

Ss (o) () == }Lli% Z (VXutnt) (YS,u@))/ §U<78,u(x)) (Wan — W) (5.1)
u€(s,t]p
Observe that (W, — W,,) is independent of the flows Ysm and VX, ;. This already implies
that Skorohod stochastic integral is centered; that is, we have that E(Ss.(s)(x)) = 0.
As in ([3J]), the variance can be computed using the following approximation formula

E[|Sse()@)*] =lim > >

u JWE[s,tln 4.0,k

Xs7u<x))]ij [(VXerh,t) (XS,v(x))/ gv(XS,v(x))]i,k

)

E{[(VXusns) Ko@) sul

(Wi, = W Wh, = W) |
We consider the matrix valued function
Ysui(x) i= [(VXM)' o Ys,u] (x) gu(ysm(x)) (5.2)

20



In this notation, the limiting diagonal term u = v in the r.h.s. of (5.1 is clearly equal to

f E [Z Esut(®)ij Es,mt(x)hj] du _f E[st,u,t(fﬂ)H%] du

— s
Z?]

In addition, whenever condition (7)z is met and ¢ is bounded, (2.2)) readily yields the estimate

¢ 1/2
U E (|5 ne(@)]2] du} < lel v/ATAA) (5.3)

s

More generally, using (2.7) whenever (M)y/5 and (7 )9/(1—s) are met for some J €]0, 1[ we have the
estimate
E[|Ssut@)*] < i [ISO) + [ Ve]* (14 [z])?] e 2 @000t

This implies that

¢ 1/2
U E (|85 u:(@)7] du] < 5 [IsO)] + Vs (1 + )] /+/Aa (5.4)

s

The non-diagonal term can be computed in a more direct way using Malliavin derivatives. It is
clearly out of the scope of this article to review the analytical construction of Malliavin differential
calculus. Formally, when u < v one can think the Malliavin derivatives D! X, ,(z) as way to
extract from the random variable X, ,(z) the integrand of Brownian increment dW;. To simplify
the presentation we further assume that d = r and ¢/(z) are symmetric matrices.

For instance, we shall adopt the following definition

Xouo(@) = 2 + f b (Xun () dr + > f o i(Xur (@) AW

— Df}Xum(:E) = Uv,i(Xu,v(x))

In the same vein, we have

VXyoe) = T+ f Y Xor () Vby (Xur (@) dr + > f VXor (1) Vor (Xur(z)) dW

= D!VX,,(2) i= VXuo(®) Vo,i(Xuu(z))

In a more synthetic way, the D!-Malliavin derivatives of Xy and VX, , are given by the random
tensor functions

(DoXup)iy = (DiXup)j=DiX), =0l 0Xu, (5.5)
(DoVXup)igr = Di(VXu)jk
= (VXuw (Voin) 0 Xu))jp = Db (VXu)ij = (Do (VXu) ik

As conventional differentials, Malliavin derivatives satisfy the chain rule properties

D, (Xu,v o Xs,u) = (Dqu,u) [(VXU,U) o Xs,u]
D, (CU o Xs,v) = (Dqu,v) [(ng) o Xs,v] (56)
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In the same vein, we have the chain rule formulae

D, (VXu,v [(VXv,t) o Xu,v])
(5.7)
= (DUVX’LL,U) [(VXv,t) o Xu,v] + (DvXu,v ® vXu,v) [(V2Xv,t) o Xu,v]

as well as
Dy {[(VXu1) 0 Xsul| [suoXsu]} =[(Do(VXur)) 0 Xsu] [su0 Xsul (5.8)
More detailed proofs of (5.6) and (5.7]) are provided in the appendix, on page Observe that
Vo=0 = DyXsu(z)=0

In the reverse angle, whenever v < u we have the chain rule formula

D’U ([gu o Xs,u] [( : ;(u7t) © s7u:|) ( )
5.9
= [Dv (gu © 4<S7u)] [( v ‘<u,t) © stu] + [Dva’u ® <§u ° s,u)] [( i u,t) 7 S’U]

As above, Malliavin differentials D, (gu o Ys,u) and DUYS,U can be computed using the chain rule
formulae (5.6). A more detailed and constructive proof of (5.9) is provided in the appendix, on
page B3l Observe that

Ve=0 = D, [Es/,u,t] = [Dvys,u ® (Su o Ys,u)] [(szu,t) © Ys,u]
We consider the inner product

<Du28,v,t($)’DvES,U,t(‘/E» = Z(DUZS,U,t(Qj))k,i,j (DUES,Uﬂf(w))j,i,k
i?j7k

In this notation, an explicit description of the LLo-norm of the Skorohod integral in terms of Malliavin
derivatives is given below.

Lemma 5.1. The Ly-norm of the Skorohod integral Ss(s)(x) introduced in (51) is given for any
z e R? and s < t by the formulae

E[1S0()(@)?] = j

[s,]

E [”Es,u,t($)”%“] du + L 2 E [<szs,u,t($)y Duzs,v,t(l‘)ﬂ du dv

with the random matriz function X, + defined in (53) and the Malliavin derivative DyYs ¢ given
in formulae (58) and (53). In addition, we have

Vo=0 — E[|Su()@)]"] = f[ , Bl @IF] du

)

The above lemma can be seen as an extended version of the Ito isometry to Skorohod integrals.
The above formulation of the La-norm of Skorohod integrals in terms of Malliavin derivatives of
the integrands is rather well known in Malliavin theory literature, see for instance [26], as well as
chapters 1.3 to 1.5 in the seminal book by Nualart [24]. A constructive proof of the above lemma
based on the LLo-approximation of two-sided stochastic integrals is provided in the appendix on

page 34
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5.2 Some quantitative estimates

For any p > 1 and any tensor norms we also quote the rather well known LL,-norm estimates
E [[Ss.4(s) (@) [P]7"

2/p

p/2
<eip J[ E[IS @] dut sy B O[ o 1P du dv)

)

for some finite constants ¢; , whose values only depends on p. A proof of these estimates can be found
in [25] 30], see also [26] for multiple Skorohod integrals. By the generalized Minkowski inequality,
for any n = 2 we also have the estimate

E [||Ss.0(s) () ">

(5.10)
<ein f E[|Ssue@)?] du+com f E[|DySans(2) "1 du dv
s.t

[s,t] [5,¢]2

Observe that for any n > 2 we have

(M) = ls(@)lll, < rn (O +[Ve]) (1 v |z])
The main objective of this section is to prove the following theorem.

Theorem 5.2. Assume that (M)a,,/s and (T)ay,/1—s5) are satisfied for some parameter n > 2 and
some § €]0,1[. In this situation, we have the uniform estimate

E [[S5,0(5) @)™ < Bsn s(@)lgnss (1 v [2]) (5.11)
For uniformly bounded diffusion functions (s,0,7) whenever (T')a, is met for some n = 2 we have
E [[S5,6(5) (@)]"]"™ < #n (Is] + [Vs]) (5.12)

In addition, for constant diffusion functions (s,0,7) whenever (T2 is met, for any n = 2 we have

the uniform estimate
E [[S5,0(5) (@)]"]"™ < fn s (5.13)

The proof of the above theorem, including a more detailed description of the parameters ks,
and k,, is provided below.

Next, we estimate the L,-norm of the Malliavin differential D,¥,, +(x) in the two cases (s <
u<v<t)and (s<v<u<t).

Case (s<u<wv<t):

Using (5.8) we have

|Dv28,u,t($)” <c H%(YS,u(fE))H ”(DUVXU,t)(YS,U(x))”
Using (B.7) this yields the estimate
HDvEs,u,t<x)H < Hs,u,t(x) + c2 Js,u,t(x)

with the functions

Lsut(z) := |V H§u<78,u(x))H H(VXu,v)(YS,u(x))H IV Xo,) (25" ()]
Tsut(®) = o0 (Z2" (@) su(Xsu@)] 1V Xu0) (X su(@))] (VX0 0)(Z2" (2))]
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e Firstly assume that ||| v [o| < oo and (7 )2y is satisfied for some parameter n > 1. In this
situation, applying proposition and proposition 23] for any € €]0, 1[ we have the uniform
estimates

E (| DoSsue(@)™)"" < sl Xne(b,0) exp (—(1 — €)Aa(2n)(t —u))

with the parameter X,, (b, o) given by

1 n
X e(b,0) = ¢ [lo] v [ Vo] [1 o1

< 3a(zn) X (b, 0)] with X(b, o) given in (L20).

e More generally, when |V¢| v |Vo| < oo the functions ¢(z) and o4(z) may grow at the most
linearly with respect to [z[. Assume that conditions (M), s and condition (7 )a,/(1—s) are
satisfied for some parameters n > 1 and § €]0, 1[. In this situation, applying Holder inequality
we check that

n n e n, 8/n
E ([y0(@) )" < ¢ [V E (Jlsu (Koul@))|"?)

X n/(1—s)\ 19/ () oo g (1-6)/(2n)
< (17 Xu) Raa) P/ ) (VX0 (22 @) P/ )

Applying proposition we check that
E (|Tsu,e(2)|")"" < ens Vo] lls(@)ll, 5 e 4G A0

In the same vein, combining proposition and proposition with the uniform moment
estimates (L25)) we check that

1 X(b,0)
E S,u mylmn <o P Yoy Tty
(18t @I™) ™ < ens o O +1V0l] = - 75
@)l [1+ ] e (mPan/ N
We conclude that
E (| Dy et (@) )™ < X e(b,0) ls(@)llgnys [1+ ] e~ (mOa@n/A=8)=w)

with the parameter

X (b,) = cns [|o(0)] + [ Vo] (1 ! M)

¢ Xa@n/(1-5)
Case (s<v<u<t):
We use (59)) to check that

HDuEs,u,t(ﬂf)H < [[Dy (gu © YS,U)](x)H [ (VXU,t) (YS,u(x))”

+H[Dv787u] (z) ®§u<787u)<x)H [ (V2Xu,t) (Ysm(x))u

On the other hand, using the chain rules (5.0 we have
Dvys,u = (Dvys,v) [(vyv,u) Oys v]
D, (gu o Ys,u) = (Dvys,u) [(vgu) o Ys u]

)
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This yields the estimate

[DZsut(@)] < €1 [F0(Xow(@)] [Vl [(VX0u)(Xsw @D 1V Xur) (Xsul@))

+C2 HEU<YS,U(@)H ng(y&u@))” H(Vyv,u)(ysm(x))“ [ (V2Xu7t) (Ysm(x))u

e Firstly assume that || v 7] < oo and condition (7)s, is satisfied for some n > 1. In this
situation, arguing as above for any € €]0,1[ we have the uniform estimates

E (DB @)" " < (I5] + [Vs1) Toe(bo) exp (~(1— O, x(20)(t ~ )
for some universal constant ¢ and the parameter X,, (b, o) given by

_ 1 n
Xnelbyo):=clo|| [1+ - —F——
dboyimelol |1+ ¢ 3—as

X(b, 0)] with X(b, o) given in (L20).

e More generally assume that [V¢| v [V@| < co. Also assume that conditions (M), /5 and
(T)on/(1—s) are satisfied for some parameters n > 1 and ¢ €]0, 1[. In this situation, we have

E (| Do Sy ut() ")

< Xnge(0,0,7) [[6(@)lyss [1+a]] e PPaatr/i=ont=y)

with the parameter

Xns.c(b,0,7) := cng [[T(0)] + [ V] (1 L X(b,0) )

€ Ay a(2n/(1-9))

The end of the proof of theorem is a direct consequence of the estimates discussed above com-
bined with (5.I0]) and the diagonal estimates presented in (5.3]). ]

5.3 Some extensions

This section is concerned with the Skorohod stochastic integral ([3.4]). Using the gradient formula
in (B3] the Skorohod stochastic integral in (3.4]) takes the form

t

u1(1.80)(&) = | Suua ) AW,

S

with the Skorohod integrands
Ssut(f)(@) = VF(Z7 (@) Ssue(z) and  Sgu(x) = [(VXu) 0 Xou] [Aoyo Xl
As in (57), using the chain rule properties of Malliavin derivatives we check that
DySsui(f) = (DVI(Z3")) Ssun+ V(23" Dy

as well as

DV f(Zy") = V2 f(Zy') Dzt
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This yields the differential formula
DySsui(f) = VHZ3Y) DySsue + VAF(Z3") (DyZy") Ssut

The Malliavin derivatives D%, ; are computed using formulae (5.8) and (5.9); thus, it remains to
compute the Malliavin derivatives D, Z5" of the interpolating path.
e When u < v we have

ZZ’t = (Xv,t o Xu,v) o Ys,u = vt o ZZ’U
In this situation, as in (5.6]) using the chain rule properties of Malliavin derivatives we check that
DyZyt = Dy Zy" (VXyi) 0 Z3") = (DyXuw) 0 Xsu) (VXyr) 0 Z37)

By (&.5) we conclude that
DyZy" = (000 Zy") (VXuu) 0 Z3")

e When v < u we have
750 = Xy 0 (Xpuo Xso) = 200 Xy
In this situation, arguing as above we check that
DyZy' = DyXsy (VZ5") 0 Xs0) = DuXs (VXuu) © Xs0) (VXut) 0 Xs)
By (55) we conclude that
DyZyt = (70 Xs0) (VXuu) 0 Xs0) (VXut) 0 X )

6 Some illustrations

6.1 Perturbation analysis

Assume that @ = o and the drift function b; is given by a first order expansion

_ , 5
(@) = bsa(w) = bilw) + 8 b5} (@) with 05 (@) = b (@) + 5 b5 (@)

for some perturbation parameter ¢ € [0, 1] and some functions b((;z (x) with i = 1,2.

In this context, the stochastic flow X (z) := th(a:) can be seen as a d-perturbation of
Xoa(w) i= X0,(2)

We further assume that the unperturbed diffusion satisfies condition (7 )s.

To avoid unnecessary technical discussions on the existence of absolute moments of the flows we
also assume that bgg (x) are uniformly bounded w.r.t. the parameters (9,t,z). In addition, bgl)(:n)
is differentiable w.r.t. the coordinate x and it has uniformly bounded gradients. In this situation,

we set ‘
6] = sup |55 (@)] - and VBV = sup [V (@)
ta t.x
With some additional work to estimate the absolute moments of the flows, the perturbation analysis
presented below allows to handle more general models. The methodology described in this section
can also be extended to expand the flow th(:z:) at any order as soon as 0 — bs(x) is sufficiently
smooth.
The first order approximation is given by the following theorem.
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Theorem 6.1. For any s <t, x € R and § = 0 we have the first order expansion

52
X{a(x) = Xo(w) +0 0Xop(2) + 7 05 X () (6.1)

with the first order stochastic flow
¢
0X,o(x) = f (VXu) (X (@)Y DD (X)) du

The remainder second order term 0§Xs7t(:1:) in the above display is such that for any n = 2 s.t.
Aa(n) > 0 we have the uniform estimate

sup E[[| 03 X,0(«) """ < ea

S,l,x

Observe that the first order stochastic flow satisfies the diffusion equation

40X (@) = [0 (X (@) + Vo (Xon(@)) 0Xo(@)| db+ Y Vour (Xoa(@)) 0X,lw) dWE

1<k<r

The rest of this section is dedicated to the proof of the above theorem.
Using (4.1)) we readily check that

DX \(z) = 5—1[X§,t<x>—Xs,t<x>]=f (VXug) (X2, (@) 050(X2 ,(2)) du

S,u
s

By proposition 2.2] for any n > 2 we have
2 5 Ln 1
i) = Aa = (n = 2)p(V0)?/2 > 0 — E (|DX0,@)") " < [pbVI/A5m)  (6:2)
This yields the first order Taylor expansion (6.1I) with
2,1 2,2
ag)(s ( ) }%§52< ) +_}%§52( )

and the second order remainder terms

BX@) = [ () (@) 0 ) a
AN X () = 207 ft [<vXu7t><X§,u<x>>—<VXu,t><Xs,u<x>>]/ b (X2, () du

¢
257 (V) (K@) ) (X, (0) = W) (X ()]
Arguing as above, for any n > 2 s.t. A A( n) > 0 we have the uniform estimate

1/n
E (o5 Xea(@)") " < ¢ [821/25 ()
To estimate 0§2’1)X s,t(z) we need to consider the second order decompositions

271 0PV X, ()
[ 17 ud] (Feao) + eKE )~ X)) [0 L) © DX 0] s

[ [ 900 (a9 (Xealo) + (X8 0) — Xo(0))0) DXE ) s e
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Combining proposition 2.3 with the estimate (6.2) for any n > 2 s.t. A4(n) > 0 we check that
2,1 n1l/n 2
B0 X, (@)["]" < ¢ (14 X(b,0)Aa(m) (I6O/Aa(m)

for some universal constant ¢ < oo and the parameter X(b, o) introduced in (L20). This ends the

proof of (6.1]). [

6.2 Interacting diffusions

Consider a system of N interacting and R%valued diffusion flows X;',t(m), with 1 <4 < N given by
a stochastic differential equation of the form

dX;,(x) = By (X;t(:n),% > Xg,t(x)> dt + oy (% D Xg’t(:p)> AW}

1<i<N 1<i<N

for some Lipschitz functions By(z,y) and o¢(y) with appropriate dimensions. In the above display,
W} stands for a collection of independent copies of d-dimensional Brownian motion W;. Assume
that By(z,y) linear w.r.t. the first coordinate.

In this situation, up to a change or probability space, the empirical mean of the process

Tole) =5 D) Vi)

1<i<N

satisfies the stochastic differential equation

dXs4(z) = by (Xs,t(x)) dt + \/—N oy (X&t(:n)) dWy  with  by(z) := By(x, )

Formally, the above diffusion converges as N — oo to the flow of the dynamical system
ath,t(a;) = bt <X57t($))

Without further work, the forward-backward interpolation formula (L8] yields the bias-variance
error decomposition

Xoule) — Xoalw) = 50 f (V2X01) (Koa(@)) au(Kou(a)) du

1t - ,
+\/—N L (VXut) (Xsu(@)) ou(Xsul@)) dWy

After some elementary manipulations we check that

1

Jm N[BT (0)) — Xoolo)] = 5 J (V2X o) (Xoa(@))' @u(Xon(a)) du

We also have the almost sure fluctuation theorem

lim VN [Kos(z) = Xoo(a)] _f (VXut) (Xon(@)) 0u(Xou()) dWe

N— s

28



6.3 Time discretisation

We fix some parameter h > 0 and some s > 0 and for any ¢ € [s + kh, s + (k + 1)h[ we set
AX!y(@) = Yii(@) dt +0 dW, with Y/i(@) = b (XL, (@)

for some fluctuation parameter o > 0. For any s + kh < u < s+ (k + 1)h we have
X0u(@) = X2 opan(@) = Y2 (@) (u— (s + kh)) + 0 (W = W)

Using (4.1]) we readily check that

&

Xty (x) (VX00) (XL (@) |V (@) = (XL, ()] du
On the other hand, for any s + kh < u < s + (k + 1)h we have
b(X{ () = Y, ()

fo Vb (XL ) (X0 (0) = X @) (X () = XD () de

- Ul Vb (X2 enl) + (X0 @) = XL @) b (XD (@) de] (= (s + kh))

0

!/

Uo Vb ( (@) + (XL () - X?,S—l—k‘h(x))) de} o (Wy — Wiikn)

Let us assume that
Vb+ (Vb)) < =21 T |Vb| :=sup |[Vb(z)| < oo and |b] := sup|b(x)| < oo (6.3)
for some A > 0. In this case, for any s + kh < u < s+ (k+ 1)h and any n > 1 we have
1/n
E (Ib(xt @) = Y @)") " < Ivel (Jb] h+o Va)

This implies that

n 1/n t At

E (X240~ Xoa)") " < IV01 (Jo1 b0 VE) [ e du< Vol (o) b o VE) A

from which we conclude that

£ (|0 (2) - Xoa@) ") " < V8] (10l A+ o VE) /A

The uniform boundedness drift condition stated in the r.h.s. of (€3] is rather too strong as it is
not met for conventional linear models. Instead of ||b| < oo let us assume that

{z,b(z))y < = |z|* for some S >0
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In this situation, the stochastic flows X ¢(x) has uniform absolute moments of any order n > 1
w.r.t. the time horizon; that is, we have that

mp(x) < Ky (14 |z]) with m,(z) defined in (I.24)
Observe that for any ¢ € [s + kh,s + (k + 1)h[ we have

d| X2, ()]

< [—mo IXE(@)]? + 2 (XD (@), b(XE Ly (2)) — B(XE () + a2d] dt + 20 X!, () dW;

Thus, for any € > 0 we have
A1X2 @) < (<23 + XL @ + VD] + 0% di+ 20 XL (2yaW,

Arguing as above we check that the stochastic flows X Qt(aj) also has uniform moments w.r.t. the
time horizon; that is, for any n > 1 we have that

R n 1/n
i () i= supsupE [ [ XLy (@)|" | < e (1+ [a])

h=0 t=s

In this situation, for any s + kh < u < s+ (k+ 1)h and any n > 1 we have
h h n) ~
E (Ib(x%, (@) = Y, @)I") " < 198 (L)) + () V5] b+ o V)
Arguing as above we conclude that
h n 1/n R
E (1xXE(@) = Xoe@)|") " < I190] ([I6(O)] + (@) [V5]] b+ Vh) /A

For the Langevin diffusion discussed in (L33) and (2.6) the drift function is given by b = —VU. We
let P/ be the Markov transition of the diffusion flow X[(z).
When |VU| < o the above estimates yields for any n > 1 the uniform inequality

Wa(wFl'm) < [V2U| (IVU] b0 VE) /A
Letting t — o0 we check that the invariant measure 7" of the diffusion flow X/*(x) is such that
Wa(n',7) < [V2U] ([VU] b+ o Vh) /A

Using ([Z12) for any f s.t. |f]| < 1 we also check that

t
1
IV2U| (||VU|| h—l—a\/E)j L naas g,

[xP! = 7](f)] <
0 S

c
EA
This yields the total variation norm estimate

7" = 7w < ¢ [V2U] (IVU] h+ o VR) /A
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Appendix
Proof of (1.24)

Whenever (M), is satisfied, we have
2@z, by(2)) + oe (@) |7 < 70+ mlz] = y2fz]?
with the parameters
Yo=a+260 m=a1+28 and 2 =20 —a
Observe that
d) X (2)]?

= [2¢Xs (), 0 (X (2))) + [o0(Xs e (@)IF] dt + 2 3K (), 0kt (Xt (2))) AW

After some elementary computations, for any n > 1 we check that

n R [| Xsa (@) P"] < = [v2 — 2(n — 1)ag] E[|Xs(2)[*"]

+ b+ 2(n = Dar) E[|Xea(@) "] + [0+ 2(n = Dao] B [|Xee(w)| 2]
This implies that

o [||Xst(33)H2n] Wn <—[yv2—-2n—1as] E [HXst(:E)||2"] 1/n

+ [+ 2(n — Daa] E[| X (x)20]7

from which we check that for any € > 0 we have

OF [| X 4(2)2m] "

+ [0 +2(n — 1)ag]

n 1
< — [y —2(n — 1oy — 2] E[|Xq, ()" +

g b +20n— Do ]* + [0 + 2(n — 1)ay]

This implies that

OE [| X, ()| 2]"

iy L [v1 +2(n — Daq]* + [0 + 2(n — 1)ay]

< =2[f2 — (n—1/2)as — €] E[|Xs4(2)]*"] S

from which we check that
R o8 (neL/2)a et 1 [y +2(n—Daa]? + [0 + 2(n — 1)ag]
E [ X, 2n7L/ < 2[B2—(n—1/2)az—€](t—s) 2, =
as soon as € < B2 — (n — 1/2)ae and n > 1. Replacing € by €(52 — (n — 1/2)as) and then (2n) by n
we check that

E [| X a(2)|"]""

< e~ (1=e)B2(n)(t—s) || + 1 y1(n) + ’Yo(")l/2
44/€(1 —€) Ba(n)1/2

This ends the proof of (I.24]). [

with  ~;(n) ==+ (n — 2)a;
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Proof of (5.7)

When v + h < v we have

(VXurn) (y)

= (VXerh,t) (Xv,erh(Xquh,v(y)))/ (VXv,erh) (Xquh,v(y))/ <VXu+h,v) (y),
Observe that
Xoworh(Xutno®) = Xusnw(¥) + 0o (Xusno®) (WE, —WF) +0O(T)

This implies that
(VXU—G-h,t) (Xv,v—i-h(Xu—l-h,v (y)))/

= (VXU—G-h,t) (Xu+h,v(y))/ + Zk (V2Xv+h,t) (Xu+h,v(y))/O'U,k(Xu-i-hm(y))/ (Wf"‘h N Wi]f)

In the same vein, we have

(VXv7v+h) (Xu+h,v(y))/ =TI+ Z vav,k(Xu+h,v(y))/ (WlIJ{iFh - Wf) +O(T)
k

This yields the formula

(VXutnt) () = V(Xopnt 0 Xurno)(y) + Z Dy (VXuing) (0) Wiy = WE) +O(T)
k

with

Dl]f (VXU+h,t) (y)/ = (V2Xv+h,t) (XU+h,v(y))/ Uv,k(Xtth,v(y))/ (VXquh,v) (y),

+ (VXUJrh,t) (Xu+h,v(y)), Vav,k(Xu+h,v(y)), (VXu+h,v) (y)/

Rewritten in a slightly different form, we have
Dtlf (VXu-i-h,t) (y)/ = (VXv-i-h,t) (Xu+h,v(y))/ Dtlf (VXu-i-h,v), (y)

+ (VQXv-i-h,t) (Xu+h,v(y))/ (DﬁXu+h,v)(y)/ (VXu+h,v) (y)/
we also have

(Do (VXuinyp)) = (DF (VXyiny)) i= (DEVXuin)

ki i, g
=2 Dy (VXquh,v)k,j,l (VXytnt) (Xuth,oli

+ Z (Do Xt hyo)ity (VXushw)j, (V2 Xyint) (Xutnw(¥)(t1,12),i

l1,l2

We obtain the tensor differential equation (5.7) by taking the limit as h — 0. This ends the proof

of (B.1). [
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Proof of (5.6) and (5.9)

When v + A < u we have

[(VXU‘HLJ) (Ys,u)/ Su (Xs’“)]i,j

= [(VXqu,t) (Yv-i-h,u © Ys,v)/ gu(XzH-h,u © XS,U)]M
+D5 [(VXu+h,t) (Ysm), gu(YS,u)]i,j (Wf—l-h - Wf) +0O(T)

with

DY [(VXurnt) (Xsw) u(Xsu)];

— I3

= > (VXuint) Kosna © Xow) @i Ty Kothi © Xsw) (VX i) Kol 1y T (X sw)

l1,l2,l3

+ Z (VXu+h,t) (Yv—l-h,u o Ys,v)ll,i (VTu,j)(Yv—l-h,u o Ys,v)lz,ll (V7v+h,u)22,l3 65)?:k(ys,v)
l1,l2,l3

Rewritten in a slightly different form, we have

Dv [(VXquh,t) (Ys,u)/ §u<78,u)]k7i7]~ = Dqlf [(v—Xquh,t) (Ys,u), gu(Xs,u)]Lj

= D} [(Xs) (VXurnt) Xo)]; = Do [suXo) (VXuint) Koy

]72

= le D, [gu o Yerh,u © stv]k,j,ll (VXquh,t) (Yerh,u o Ys,v)h,i

+ 211712 (Dv (Yerh,u o Xs,v))k,lz gu(varh,u o Ys,v)j,ll (V2Xu+h,t) (Yerh,u o Xs,v)(ll,IQ),i

with
(Do(Xvihu o Xso)kts = D ,(DoXawlkts (VXoiha) Xsw)is o
I3
D, [gu o Yv—i—h,u o Ys’v]k,j,h = Z(DU (Yv+h,u © Ys,v))k,lz [(Vgu) © Ys,u]b’j’l1
l2

We obtain the tensor differential equation (5.9) by taking the limit as h — 0 and recalling that

D, (Yv,u Oys,v) = [

D, X
D, [gu © Ys,u] = (D’UY

) [(Vew) o Xau]

This ends the proof of (5.9]).
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Proof of lemma [5.1]

When © < v we have

E {[(VXquh,t) (YS,u(x))/ Su

XS,u(x))]ij [(VXerh,t) (X&v(x)), gv(XS,v@))]i E

), )

(Wi, — WWE, = WE) |
Z_ { VXquh t) (X (x))/§u<YS,U<x))]]i,j [Dum [(VXerh,t) (Ysm)/ gv(ysvv)]]i,k

(Wil = W W3y, = Wi(WE, = WO, = W) |+ O(h?)

= B { [ D5 [(7%0) (Ko@) a1V Xoi) (Ko Kol + 0082

In summary, we have proved that

E {[(VXqu,t) (YS,U(ZE))/ gu(XS,U(x))]i,j [(VXzH-h,t) (XS,v(x))/ Sv (XS,U(ZE))]M

(Wi = W WE, — W) |

=E {Du [gv(ys,v) <VXv+h,t) (7571))]]',]{)72' Dv [(VXquh,t) (Ys,u<x)),§u(Xs,u(x))]k’id } + O(hz)

This ends the proof of lemma 5.1 [

Proof of proposition 2.3

The proof of the estimate (2.9]) is mainly based on the following technical lemma of its own interest.

Lemma 6.2. Let Z; be a non negative diffusion process satisfying an inequality of the form
dZ; < (=NZy + oy A/ Zy + By) dt +dM; with  0(M)y < (ugn/Zy + vi Z4)?

for some parameters X > 0 and vy, = 0, and some non negative processes (au, B¢, ut). In this
situation, for any € > 0 we have

t
E(Z])1/" < elone(ds g zy1/m +L els AnauOdu on(e) g (6.4)

with the parameters

n—1 2+e
/l) p—
2 t

2
E [ﬂt"]l/" +— L E [uf”] L/n + % <E [af”] L/n +(n-1>%*E [(utvt)%]l/n)

Ant(€) == =X+

N
~
—

M
~—

I
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Proof. Applying Ito’s formula, for any n > 2, we have
n~oE(Z1)

n —

1 _
5 (Ut\/ Zt + ’UtZt)2 Ztn 2:|

<E |:Ztn_1(—)\Zt + oy A 2y + Bt) +

= <_)‘+ ngl Ut2> E(Ztn)ﬂLE{<5t+ ngl ut2> Zt"_l] +E([0zt+ (n — 1)ugvy] Ztn*l/z)

On the other hand, for any € > 0 we have the almost sure inequality

[o + (n — D)ugvy] Zt(7%1)/2 Zfﬂ < 2% [ + (n — Dwgwy]® 201 + % A
This implies that

n1oE(Z")

< Musle) E(Z7) + E Kﬁt + 2 L2y % o + (n — 1)utvt]2> zt"l]

Applying Holder inequality we check that

-1 1
E [(515 + i 5 u? + % [ar + (n — 1)utvt]2> Ztnl}

1 1 nql/n
<E [(5 A S N 1>utvt12> ] E(ZmM)Yn < o0 B(zZp)-Un

2 2¢

This yields the estimate
OE(ZMY™ = E(Zp) =WV Tl B(Z1) < Mi(e) BE(ZP)Y™ + 27
This ends the proof of the lemma.

We set
Yiu(x) = |V? X ()7 and  Tyy(x) == [VX4(2)|p

and we also consider the collection of parameters

I7lr = sup,[n(@)|r  pv) = sup,, Amae(vi(z))
with the tensor functions (7, v;) introduced in (Z.8]). Observe that
I7lF < IV?blF +d |[V20|E  and p(v) <d V203
Whenever (7)) is met we have
Tr [V2X 4 (2) A(Xsp(2)) VX (7)) < —2Xa You(2)
Also observe that

I Tr [VX, () © VX ()] 70(Xsi(2)) VX ()| < [7]p You(2)'/? To()?
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and
Tr [V X 4(2) @ VX 1(2)] 01(Xs 1 (2)) [VXs 1 (2) © VX 4(2)]'] < plv) T o)

In the same vein, we have

ITr {[VXs(2) @ VX u(2)] V0 p(Xsp(x)) VX, (2)
+V2 X () Voui(Xs(2)) VEXg(2)'} |

< |V20u|F Toe(2)? Yee(@)'? + p(Vor) Yeu(x)

We are now in position to prove proposition 2.3
Proof of proposition 2.3k
Applying the above lemma to the processes

Zy = Ys4() A =2\ ar =2|7|F Ts,t($)2 Br = p(v) Ts,t($)4
and the parameters
up = 2Vd |V%0|r Tss()? and v = 2vVd po(Vo)
we obtain the estimate (6.4]) with the parameters

Maal®) = =2 [Aa = dln—1)p. (Vo) - ]
40 = (o) +2(n 1) [Vol} +2 (Irl} +4d(n—1)? pu(Vo)? Hv%u%)}

XE [|V X4 (2) 2]

Observe that )
e) <en? (1v e ) X(b,0)? E[|VXq ()] 22]""

for some universal constant ¢ < oo and the parameter X (b, o) defined in (L20). Using ([2.7) we check
that

E (V2 X () |2) "

t
< en? (1 v 671) X(b,O’)2 j 6—2[)\A—d(n—l)p*(VU)z—i](t—u) 6—4[)\A—(n—1)p(VJ)2](u—s) du

s

— en? (1 v 671) X(b,a)2 6—2[)\A—d(n—l)p*(VU)z—i](t—s)

f b 2 (A= Dp(Vo) +(n-1)[dp (Vo= p(Vo) |+ 5| (u—s) gy,
Assume that 8
Mg > d(n —1)pa(Vo)?
In this case there exists some 0 < €, < 1 such that for any 0 < € < ¢, we have
M —d(n—1)p.(Vo)? > €
and therefore

n\ 1/(2n
E (V2 X, 0(x)|2) "

J<enel X(b,0) exp (— [Aa —d(n —1)p.(Va)* — €] (t — 3))
This ends the proof of the proposition. |
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Proof of (I.10)
Using ([29) and (511]) we check that

E [| X, 4(2) — Xopla)"] "

< Kuin (186@nya—s) + NA@ s + IAT@) 20z, (1 I2)

as soon as the regularity conditions (7 ),/s5,, (M)anss, and (T)ay/1—s,) are satisfied for some pa-
rameter n > 2 and some 61,92 €]0,1[. Choosing §; = (1 — d2)/2 and setting 6 = d2 we check
that

E [|Xs(2) — Kaele)|"]""

< fn (I18a@)louy15) + IA@lns115) + 1A @l5 (1 v 1))

as soon as (M)gy,/s and (T')ay,/(1—s) are satisfied for some parameter n > 2 and some § €]0, 1[. For
instance, (M)ay,/5 and (T )ay,/(1—s) are satisfied as soon as

By —ag/2>(n/d —1) ap and Ay > d(n/(1 —0) —1) p.(Vo)?

This ends the proof of (ILI0). ]
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